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Abstract

tudy has been made of the degradation of silicon detectors expected at the pro-
-posed Large Hadron Collider (LHC) at CERN.

eview of radiation damage to silicon detectors is given. The increase in leakage
ent as a function of neutron fluence has been measured with two irradiations.

hese experiments leakage currents were monitored in silicon detectors held under
bias both during and after the irradiation. The reduction in leakage currents after
t_;lge irradiation due to self annealing was measured for up to 80 days. This annealing
"was parameterized and damage coefficients were determined which were corrected for
-this self annealing.

.:The FLUKA Monte Carlo cascade code has been used to calculate the particle fluxes

‘expected in the inner tracking region of the ATLAS detector (one of two general
- purpose detectors proposed for the LHC). Fluxes have been calculated in terms of

_the equivalent 1 MeV neutron flux. A number of detector configurations have been

-considered investigating the effects of moderating material. Two designs have been

'::s'ivn_lulated; one with silicon layers and Transition Radiation Tracker (TRT) modules
~ /interspersed, the other with all silicon layers within the inner radius of a single TRT
. module.

- T'wo experiments were carried out to test the validity of the FLUKA code. In the

- fivst experiment, neutron fluxes were measured using fission counters during regular

; 'Q'lieration involving Bp collisions in the UA2 detector at CERN. These measurements
wmmmmmwmﬂwcmw“
._affcalorimeter-like structure comprised of lead plates immersed in a tank of liquid

“argon. It was irradiated by 205 GeV/c hadrons and the production of 4'Ar by low

.jré"iiergy neutrons was measured. The experiment was also simulated with FLUKA.
- The production rate of “'Ar obtained from the simulation agreed with the measured

~quantity to within 20%. Other tests of the FLUKA code have been reviewed.

& "‘;P"ro jections have been made for a 10 year operating scenario at the LHC. A number of

g ‘,pjf‘e'inperature and luminosity scenarios are considered. The degradation of the silicon
‘in terms of leakage current and depletion voltage has been determined. This showed
~that it is feasible to operate silicon layers at radii greater than 40 cm for 10 years at

- the LHC.

I declare that the length of this thesis does not ezceed 100,000 words.
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Chapter 1
Int'fﬁpduction

The Lafge Hadron Collider (LHC) proposed to be built at CERN will provide the
oppor'tu'nity to study many exciting topics in particle physics and hopefully some
unexp'ected physics will be discovered. To provide such potential, protons circling
in opposite directions in a 27 km circumference ring will collide with an interaction
rate_,v‘of about 10° per second and with a centre of mass energy of 15.4 TeV. The
’éonsecitlence, however, is a high radiation environment; abdut 3 orders of magnitude
greatér than in existing colliders. The survivability of detector components in such
an environment is a major issue.

| ,f" -One of two general purpose detectors to be built at the LHC is ATLAS. A
desczi“i?ption of the LHC and the ATLAS detector is given in Chapter 2. Radiation
levelé*uyp to an equivalent 1 MeV neutron flux of 10'* n/cm? per year are expected
in tl_l‘e inner detector regions of ATLAS. Silicon detectors provide high resolution
and fdst response and it is planned that they will be used as an integral part of the
tracking system for ATLAS. The survivability of silicon detectors in ATLAS is a key
c111es£io11 studied in this thesis.

- Radiation damage to silicon detectors results in an increase of the leakage
CHI‘I‘V(‘E‘I}.IV’C’, a change in the effective impurity concentration which leads to an increased
voltqg’_e.:required for full depletion, and a degradation of the charge collection efficiency.
In oji‘?c_iér to understand the damage to silicon resulting from high radiation levels,
silict\’n;li?detectors have been irradiated to known fluxes of neutrons. The analysis
of tv;TC:):neutron irradiations is given in Chapter 3. In these experiments the silicon

detectors were reverse biased and leakage currents were measured at frequent intervals
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both during and after irradiation.

In order to predict the extent of the damage it is necessary to have an accurate -
estimate of the radiation levels expected in ATLAS. The Monte Carlo computef "code
FLUKA has been used to determine this. The source of particles making up 'kthe _
particle fluxes in the inner detector can be roughly divided into two categories‘.,;The
first is the particles coming directly from the proton-proton collisions. The second
is the particles resulting from showers in the calorimeters which make their Wayi into
the inner detector region. The majority of the particles in the second category are
neutrons, referred to as “albedo” neutrons. FLUKA is capable of simulating the
transport of neutrons down to low energies and so is able to calculate the ﬂukes of
these “albedo” neutrons.

In order to have confidence in FLUKA predictions, tests of FLUKA have been
performed. These are described in Chapter 4. To test FLUKA in a reahstié »de—k
tector environment neutron measuring devices were placed in the UA2 detectbr' at
CERN. The reéults were then compared to FLUKA. Despite uncertainties m‘éking
the comparisons inconclusive the results are of interest. ;'b

Liquid argon calorimeters are being developed for ATLAS. When exposed to
low energy neutrons (from thermal up to about 1 MeV) 41 Ar is produced whi’c:vlilvde—
cays via beta and gamma emission with a half-life of 1.8 hours. FLUKA is capalﬂe‘ of
simulating neutrons down to thermal energies and has been used to calculate the ex-
pected activity of “'Ar in ATLAS [1]. In order to have confidence in these predictions
an experiment was carried out where, to emulate a lead/liquid argon calorimeter, a

lead plate structure was immersed in a container of liquid argon. Once in pllﬁ-'a'c:‘é it

was irradiated by a 205 GeV/c hadron beam. After the irradiation, measur ;(-)"1-1'(,8

were made of the production rate of “*Ar. A number of activation detector

calculations are described in Chapter 4.

Chapter 5 describes a calculation of neutron and other hadron fluxes expected -




in the inner tracking detectors of ATLAS. The equivalent 1 MeV neutron flux that
would produce the same damage in silicon has been calculated. A number of different

détegto_ - configurations have been studied.

5 I"n Chapter 6 predictions are made of the degradation of silicon detectors op-
e1at111g at the LHC. These are based on the fluxes calculated in Chapter 5 along

w1th 1"f rmation obtained from the neutron irradiations given in Chapter 3 and from

ion damage studies made by other groups. Predictions are made of the leak-
age current and depletion voltage increases expected in possible 10 year operating
scenagj_los_. In this way, the viability of using silicon detectors in the high radiation

environment expected at the LHC is ascertained.
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Chapter 2
T‘h‘;‘e LHC and the ATLAS Detector

2.1 The Large Hadron Collider

“The Large Hadron Collider (LHC) is proposed to be built at CERN!. The
accelerator will collide protons circling in opposite directions in two 27 km circumfer-
ence fings. This will be built within the tunnel of the current LEP (Large Electron
Positron) collider. Figure 2.1 shows a schematic of the layout of accelerators at CERN
including the Proton Synchrotron (PS) and Super Proton Synchrotron (SPS) which
will be used as injectors for the LHC.

: .f"r. V‘Superconducting magnets will be used to obtain the magnetic fields of 10 Tesla
requ‘_‘ifé,d to maintain the 7.7 TeV protons in orbit. The magnet system uses a novel
desigi1 where the two beam pipes (for the counter circling protons) are incorporated
into. tile same mechanical structure and cryostat.

| Protons will be grouped into bunches with bunches crossing every 25 ns. The
lumiﬁdéity L is a measure of the intensity of the beams and is given by

Nk

L=
4ol

2.1)

where N is the number of protons in each bunch, & is the number of bunches, f is the
revolution frequency, and o is the RMS radius of the beam at the interaction point.
The maximum design luminosity is 1.7 x 10 cm=2s~1. It is likely that the

mach‘i’n'e will run at a lower luminosity for the first few years, gradually building up

1CERN is the European Laboratory for Particle Physics which is located near Geneva,
Switzerland.
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Figure 2.1: CERN accelerator complex.

to the maximum luminosity.

The number of proton-proton inelastic interactions per unit time is given by
R= »Co-inel (22)

where 0, is the inelastic cross section. Assuming o = 60 mbf, then at a lumi-

nosity of 10% cm~2s~! one expects about 15 interactions per bunch crossing.

2.2 The ATLAS Detector

There will be detectors at three interaction points. One of the detectors pro-
posed is ATLAS (A Toroidal LHC ApparatuS). The other two detectors are CMS
which will be a general purpose detector, and ALICE which will be a hea{j{y?mn

experiment.

tRecent results indicate that oiner = 71 mb [55, 56
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2.2.1  Physics Goals

B The ATLAS detector is being designed to be a general purpose detector capable
of st‘u_"d'ying a wide range of physics topics with the potential for discovering new
physié’s.‘

: . The primary physics goal is to search for the Standard Model Higgs boson. The
nggs vl‘nechanism allows the electroweak symmetry to be broken and allows particles
to héﬁ.ye mass. The mass of the Higgs boson, which is unspecified by the theory, is
expected to be in the range 50 GeV < myg S 1 TeV. Some of the best experimental

signatures for observing the Higgs are expected to be:

Ho~v+y if myg < 150 GeV/c?
H—Z+7" — 4leptons if 120 < my < 180 GeV/c?
H—Z7Z+7 — 4leptons if mg > 180 GeV/c?

where Z* is a virtual Z boson. Other physics topics that will be investigated include:

e Supersymmetry: an extension of the Standard Model where every particle has
o a supersymmetric partner. Many of the supersymmetric particles are expected

- to have masses in the discovery range of the LHC.
o,‘_’Compositeness: to study if quarks and leptons have substructure.

e. Top quark physics. Although confirmation of the top quark is likely to come
before the LHC is built, the LHC will allow precise measurement of its mass
- and extensive studies of top quark decays. At a luminosity of 10%2 cm~2s~! of

. the order of 10° ¢f pairs are expected to be produced each year.

e B meson physics: Around 10 b pairs are expected to be produced per year

“at a luminosity of 1032 cm~2s~1,

The latter two areas, for which a large number of events occur even at a luminosity

of 10?2 cm~2s7!, can be investigated during the initial low luminosity running.
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The design requirements and optimization of the detector have been studied
by the ATLAS collaboration by investigating the capability of the detector to sf_udy

topics such as those listed above.

2.2.2 The Detector

A diagram of the ATLAS detector is shown in figure 2.2. There are three major
components: the inner tracking region containing both continuous and discrete tréck—
ing; the calorimeter providing energy and position measurement; and muon chambers
which will be in a toroidal magnetic field generated using an air core superconducting
toroidal magnet. The inner region and calorimeter will be described in morej detail

below.

The Inner Detector

The inner tracker is essential for the identification and reconstruction of elec-
trons. Also, information is provided for triggering by matching tracks in the inner
detector with a cluster in the calorimeter. Omne of the initial designs for the'inner
detector was the “Cosener’s House” design [2] as shown in figure 2.3. |

Silicon detectors are used extensively in high energy physics as they prbi‘ivde
high spatial resolution and fast response. A description of how they operate is given
in Section 3.2. In the Cosener’s House design, silicon tracking layers are located at
several radii. A summary of these layers is given in table 2.1. The layers desigrl@ﬁed
¢ and z provide an accurate measure of the azimuthal and longitudinal posiféc)ns
respectively. A few layers use double sided silicon with accurate ¢ and 2 1neasure111é11ts
on each side respectively. The layers close to the beam pipe provide the high prééi,sjion
vertex measurements required for physics that can be done in the initial low lumijn:dsity
running. These layers will be exposed to extreme radiation levels and are likely to be
removed after a few years of operation. : _

Radiation hard detectors (most likely GaAs) in the form of wheels are l(i)v.c‘{é;'ted

at z = 58.5, 70, 96, and 109 cm.
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Figure 2.2: The ATLAS detector.
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Figure 2.3: The Cosener’s House design for the inner detector. Only one quartér ‘
segment is shown.

Table 2.1: Summary of the geometry of silicon layers in the Cosener’s House design.

Radius | Length - Thickness | Sensitive Vol.
Layer (cm) (cm) Type Pad Size () (cm?)

1 11.5 72 pixel 50pm x 200um 150 1.50 x 1078
2 14.5 84 pixel | 50um x 200um 150 1.50 x 108
3 20 108 | 2-sided | 2 X 6cm x 25um 300 9.00 x 10~*
4 30 144 | 2-sided | 2 X 6cm X 25pum 300 9.00 x 107*
5 52 190 ¢ | 2x6cmx195um | 300 7.02 x 1073
6 53 190 z-pad 23mm? 300 6.90 x 107
7 79 190 ) 2 x 6cm X 195um 300 7.02 x 1073
8 81 190 z-pad 23mm? 300 6.90 x 1073
9 105 190 ¢ 2 x 6cm X 195um 300 7.02 x 1073

 The factor 2 in the pad size for some layers indicates that the pads from two
adjacent detectors are connected. a
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A number of transition radiation tracker (TRT) modules are located in both
the barrel and end-cap regions of the inner detector as shown in figure 2.3. The TRT
in the barrel region contains straws embedded in a polyethylene foam. The end-cap
T‘RTvW.ill possibly consist of polypropylene foils and straws. Microstrip gas counters
(MSGC) ,ére located throughout the end-cap TRT.

| Neutron fluxes can be reduced by the introduction of hydrogenous material.
To achieve this a layer of 5-10 c¢m thick polyethylene moderator may be placed on
t»he inside of the calorimeter vessel.
~ The inner detector region will be in a 2 Tesla solenoidal magnetic field. The
solenoid will be incorporated into the cryostat of the electromagnetic calorimeter.
Other designs for the inner detector are being considered. One such variation
consists of a single TRT unit in the barrel region with all the silicon layers within the

inner radius of the TRT. Such a design is shown in figure 2.4.

L Si Trackers Moderator
A / ,
P I ’/
100 — N
; TRT TRT
T 77
® Z L rrr e

_— U

MSGC

\\\\\L\k\q’\k}{’ll"l"!"

. Forward Trackers
Si Trackers (GaAs)

_ Figure 2.4: An inner detector design with a single TRT in the barrel region.

The Cvaylorimeter

- The calorimeter design is shown in figure 2.5. The electromagnetic calorimeter,

in both the barrel region and the end-caps, is made up of lead/liquid argon. The
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hadronic calorimeters are made up of iron/scintillator, except for the end-cap plug
which contains iron/liquid argon. The calorimeter modules containing liquid argonb‘
(which has a boiling point of 87 K) are within a cryostat. The electromagnetic
calorimeter uses a novel accordion design as depicted in figure 2.6. The calorimeteré'
in the end plug region use a similar design.

To increase the coverage of the detector, forward calorimeters are located close
to the beam pipe about 15 m from the interaction point. (See figure 2.2.)

|
|

!
Hadronic Hadronic |
(Fe / Scint) i (Fe / Scint) |

: B W
"M!!lll Hadronic } Electromagnetic \/ J

{"(Fe / LAr) | (Pb/LAr)

Figure 2.5: The ATLAS calorimeter.
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Figure 2.6: A prototype module of the accordion electromagnetic calorimeter.
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Chapter 3
}'v‘i{:""'}Radiation Damage to Silicon Detectors

3.1 Introduction

Silicon detectors, as planned to be used for tracking in ATLAS, will be exposed
- ‘to high radiation levels. This chapter gives an overview of how silicon is damaged by

high energy particles and what effect this damage has on the performance of silicon

. detectors. Two experiments involving the neutron irradiation of silicon detectors are

- described. These experiments give valuable information about the increase in leakage
-current produced as a result of the irradiation. Other aspects of radiation damage

~studies are also reviewed.

“"'"5‘\'3.2 Silicon Detectors in High Energy Physics

: A silicon detector is essentially a p-n diode operated under reverse bias. The
”"_’Cross section of a detector is shown in figure 3.1. The bulk of the silicon, in this
.case, is n-type. (P-type silicon can also be used.) A highly doped p* layer forms the

: “p-n junction. A n layer on the reverse side aids in making ohmic contact. The p*
" " layer is often segmented. The region under each segment acts as a separate detector
. allowing for high position resolution.

| A reverse bias voltage is applied which produces a region depleted of mobile
. charge carries. This depletion region constitutes the sensitive volume of the detector

' .and grows as the voltage is increased. A large enough bias voltage is applied so that
:_:;t'he depletion region extends the full volume of the detector. That is, the detectors

are operated at full depletion. When a charged particle passes through the detector a

15
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number of electron-hole pairs are created. (The average energy required to create an

electron-hole pair in silicon is 3.6 eV.) For a minimum ionizing particle (mip) passing

through 300 um of silicon, about 23,000 electron-hole pairs are created. The electrons

and holes are swept out by the electric field. A charge pulse results which is converted '

to a voltage pulse using a charge sensitive preamplifier.

-V

B
Coupling 1l
Charged Capacitor |1
Particle \ I ! >
o J C\pr_J Preamp
O\® 1\
- O\® E
P J/@ @ T
O\®@
C o+ \\ ]

Figure 3.1: Schematic of a silicon detector.

3.3 Displacement Damage in Silicon.

Radiation damage can be roughly divided into two types: ionizing energy loss .-

which mainly produces surface damage effects such as charge trapping in the oxide

layer and non-ionizing energy loss which results in displacement damage in the bulk . Ly

of the silicon. The latter of these has the greatest effect on the performance of silicon . o

as a detector. [3]

The following discussion will concentrate on neutron damage, but as discussed

in Section 3.4 below, the damage by other particles can be described by an equivalent g :
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' ;":-r:;éutron flux.
Some of the neutrons that pass through the silicon will have a collision with
: d?e of the silicon atoms. This silicon atom recoils and is referred to as the primary
' knock on atom (PKA). The PKA loses energy rapidly, striking a number of silicon
: "éi‘gp“oms along its way and producing a number of point defects. This continues until

lts energy drops below the displacement threshold (~ 15 eV). Some of the silicon

: c f’oms knocked out by the PKA will displace other silicon atoms and a few “terminal
:?y;(‘:}i;usters” are formed with a high density of defects. Typically the PKA track is less

. ",v‘rf'tfhan 100 nm long and 1-3 terminal clusters are formed [4]. The defects consist of
interstitial atoms and lattice vacancies. A large number of these are within a few
 .' .avtomic spacings of each other and immediately recombine removing around 95% of
‘J{,:tvhe damage. A number of “stable” defects are formed such as vacancy-phosphor
(“E centres”), vacancy-oxygen (“A centres”) and divacancies. Due to the thermal
"j?m,otion of the silicon atoms some of this damage is removed by the recombination
::_Qf interstitials and vacancies. Annealing at high temperatures is a common method
- for removing damage. This annealing can also occur at room temperature and below
' f(although at a much slower rate) and is referred to as self annealing. Section 3.6

. discusses self annealing further.

34 Non-Ionizing Energy Loss by Different Particles

: The displacement damage described above is to a good approximation propor-
tional to the non-ionizing energy loss (NIEL) of the radiation [5]. The NIEL in silicon
as a function of energy for protons, neutrons, pions, muons, electrons and photons is
’f:if.SihOWIl in figure 3.2. These are from the NIEL set calculated by Van Ginneken [5]. By

| *;:-,';using these curves it is possible to relate the damage by other particles and neutrons
.'_f:;_:of different energies to neutrons of a specific energy. Normally this is given as the
":kequivalent 1 MeV neutron flux.

: As can be seen from the figure, the displacement damage produced by electrons

~‘and photons is at least an order of magnitude less than the damage produced by
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hadrons. Because of this difference, hadron fluxes are the dominating component

responsible for bulk damage to silicon detectors in ATLAS.
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Figure 3.2: Non-ionizing energy loss in silicon. The right hand scale shows the corre-
sponding displacement damage cross section. [5]

3.5 The Effect of Damage on Detector Characteristics

The “stable” defect complexes provide effective recombination/generation lev-
els which results in an increase in the reverse bias current. This increase in current . -

produces an increased shot noise across the diode junction, hence the signal to noise

ratio is reduced.
The defects provide effective sites for charge trapping and electron-hole recom- - i

bination. When an ionizing particle passes through the detector, the charge trapping

causes some charge to be collected over a longer time than usual as charges are re- . e

leased slowly following thermal emissions from the traps. The defects also serve as .
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attering sites which result in a reduced carrier mobility and hence an increase in
e time needed to collect the charge. Since there is a limited time to collect the
C_iiarge (of the order of the LHC “bunch crossing time”) not all of the charge will

collected. Some charge will also be lost due to recombination. The above factors

l_:yd_fécrease the charge collection efficiency and hence degrade the signal to noise ratio.
il The defects can produce effective donor or acceptor levels in the silicon crystal.

This results in a change in the effective impurity concentration which in turn produces

é{ﬁjchange in the voltage required for full depletion.

"‘t_-';"€3j.5.1 Increase of the Reverse Leakage Current

Some of the defects give rise to energy levels in the forbidden band gap and
’_‘.",a're effective recombination/generation centres. These energy states act like stepping

;,'/"";ff's'tones between the valence band and conduction band, allowing electrons and holes

“to be more easily thermally excited over this gap.

The reverse bias leakage current is made up of three components; the bulk

_.’or volume current, diffusion currents, and surface currents. In a radiation damaged

- detector the main contribution is generally from the volume current which is a result

"f"','f"_:of recombination/generation in the bulk.

An increase in the displacement damage results in an increase in the volume

l’.:_i;current Iy, This contribution is given by
Iyy =qG, Vol (3.1)

where G, is the thermal generation rate per unit volume, Vol is the depleted volume,

o and g is the electron charge. If we assume that the recombination/generation centres

* are located in the middle of the forbidden gap then G, is given by

n;

G, =

B 27,

(3.2)

““where n; is the intrinsic charge carrier density and 7, is the minority charge carrier
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lifetime. (The minority charge carriers are holes in the case of n-type material.) The - i

lifetime 7, is inversely proportional to the density of the recombination/generation
centres N;, where N, will be proportional to the density of defects. The increase
in leakage current is therefore proportional to the number of defects in the depleted
volume.

In the absence of annealing the number of defects and hence the leakage current
are expected to increase linearly with particle fluence @. (The definitions of flux and-

fluence are given in Appendix A.) This linearity is expressed via a damage coefficient

« defined as
AT
= . 3.3
=3 Vol (3:8)
The effects of self annealing on the leakage current are given in Section 3.6.
The shot noise due to the leakage current I is given by
I-7,-A
Osnot (RMS electrons) = —Tq———

where q is the electron charge. The constant A is a dimensionless quantity which

depends on the shaping used by the preamplifier and filter, and the shaping time 7, is -

6y

a characteristic time whose definition depends on the shaping. Typically A is about -

2 and so equation (3.4) becomes

Oshot (RMS electrons) = 1124/I(pA) - 75(ns) . (3.5)

For a shaping time of 25 ns and a leakage current of 5 pA the resulting noise is-

about 1250 electrons. The noise produced by the electronics proposed for the ATLAS?}' -

experiment is about 1500 electrons. This gives a total noise (adding the contributionsz‘?

in quadrature) of about 2000 electrons. A minimum ionizing particle passing through‘:“i L

300 pm of silicon produces a most probable signal of about 23,000 electrons. The
signal to noise ratio for a leakage current of 5 uA is therefore better than 11:1. .
As well as an increase in the noise, the increase in the leakage current results

in an increased power consumption. This is potentially a problem due to the heat -
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nerated and will affect the amount of cooling required.

5.2 Change in the Effective Impurity Concentration

The depletion width is given by

. 265i(v -+ Vbi)
W= \  alNeg] (36)

:"v'""'v;here esi (equal to 11.9¢) is the permittivity in silicon, q is the electron charge, V

‘ i‘ 18 the applied bias voltage (positive for reverse bias), V4; is the built in voltage, and
] Neg|=|Np—N 4| is the effective impurity concentration. Usually V is much larger
’ vvthan Vi and the latter term is ignored. The quantities Np and N4 are the donor and
‘-ba'giceptor concentrations.

For a fully depleted detector, W equals the physical width of the detector d.

Therefore the relationship between the voltage required for full depletion Viep and

“the effective impurity concentration is given by

26Si Vdep

Nog| =
l ﬁl qd2

(3.7)

A model for the dependence of the effective impurity concentration with fluence

“as described in Ref. [6] is given by

Ne(®) = Nego — Ny (1 — exp(—c®)) — bd (3.8)

fi-;_’ffwhere Neg,o is the initial concentration, N§ is the part of the donor concentration
A“i",which is removed during irradiation, ¢ is the donor removal constant, b is the produc-

-tion rate of acceptor like defects, and ® is the 1 MeV neutron equivalent fluence. The

second term corresponds to donor removal and is likely to be due to the formation of
acancy-phosphorus complexes. The last term is due to the creation of acceptor like

defect centres. Acceptor removal is assumed not to contribute due to the fact that

__vacancy-boron complexes anneal out rapidly. Figure 3.3, taken from Ref. [6], shows
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experimental data with a fit according to equation (3.8).
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Figure 3.3: Absolute value of the effective impurity concentration versus fluence up
to 1015 n/cm?. The solid curve represents a fit according to equation (3.8). [6]

The depletion voltage is observed to initially decrease and then increase. This
change over corresponds to the acceptor concentration exceeding the donor concentra-
tion, (initially it is the reverse for n-type material). That is, the detector is changing
from n-type to p-type. This type inversion occurs for a neutron fluence of about -

92 % 10'2 cm~2. The detectors are still operable after type inversion. This is because :
the diodes are actually an n*-n-p* junction. (See Section 3.2.) The n* and p* are,-v,
highly doped regions and so their doping concentrations are not significantly changed -
in the irradiation. The n-type region has almost equal donor and acceptor concen—j."
trations and the balance is changed from effective n-type to effective p-type When‘zl .
irradiated. When type inversion occurs the detectors become an nt-p-p* junction_’
and so an n-p junction still exists. Hence the detectors can still be operated with the.
same polarity that they had before inversion.

The model described by equation (3.8) is not sufficient to explain the long:

term behaviour. After a period of several months “reverse annealing” of the effectiveg
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. :‘i'mpurity concentration is observed and the rate is dependent on the fluence received.

~ 'This effect is shown in figure 3.4 taken from Ref. [7].
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. ;Figure 3.4: Increase in depletion voltage with time after irradiation due to reverse
< vannealing of the effective impurity concentration. The annealing is 50 times faster at
© :50°C than at room temperature. [7]

A possible explanation of this process, as described in Ref. [8], is the production

féf two neutral defects X; and X, which then combine to form a single acceptor

_-:‘.‘_.'«iike defect V. Assuming that both neutral defects have approximately the same

Cﬁoncentration or are physically identical such that N, = N,; = N,,, then the rate of

j-;;vremoval of N, is equal to the production rate of defect Y and is given by the second
: _:iorder process:

dN, = —dN, = k N? dt (3.9)

;’\:vhere k is the reaction constant. It follows that the increase in the concentration of
Y defects is given by
R Ny(t) = Noo(t/(t + 7)) (3.10)
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where N, o = Ny is the initial concentration of the defects X; or X5, and
= (kNag)™! (311)

is the “half life” time. The temperature dependence of k was found by a study of the

temperature dependence of reverse annealing [8] to obey the Arrhenius relation:
-E ’.

b=hoexp (1) 312)

exp kT (3.12) .

where E, is the activation energy found to be 1.31£0.04 eV, kg is a constant related to
the most abundant phonon frequency in the lattice, and kp is Boltzmann'’s constant.  7
Incorporating the reverse annealing into equation (3.8) gives rise to the follow—”ff

ing fluence and time dependence of Ng:
Neg(®,t) = Nego — N3 (1 — exp(—c®)) — B, @ — BoR(t, 7)® (3.13) -

where 3, are production rates of the “stable” and “neutral” defects respectively.
The last term is due to the reverse annealing and is described by the function R(t, ’T)
From equation (3.10), |
R(t,7) =t/(t+7). (3.14)

Note that equation (3.13) assumes that all electrically active defects except those * S

that are “stable” have annealed out, and those that are “stable” never anneal. Some

relatively fast annealing is observed after a short irradiation. In the LHC, however, i
where the irradiation is over a long time, damage with short annealing times will not .
contribute significantly.

Table 3.1 summarizes the parameters for calculating Ny as compiled by the

RD2 Collaboration [9].
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Table 3.1: Effective impurity concentration parameters.

Neg,o (101 cm?®) 5.4
Ng (101 cm3) 3.15+0.38
¢ (10713 cm?) 411+1.25
B, (cm™1) 0.017 & 0.001
B (cm™) 0.044 4 0.016
E, (eV) 1.31+0.04
k(T =0°C) (cm®/s) | 3.451334

’1;‘}3.5.3 Charge Collection
The defects act as sites for recombination and trapping and so decrease the

: -:.(;Iiarge collection efficiency. Carrier mobility is also reduced, increasing the time

: fequired to collect charge. Due to the 25 ns bunch crossing time the charge must

o be collected within this time. An example of a detector’s response before and after
"/'an irradiation of 1.1 x 10" n/cm? is shown in figure 3.5 (taken from Ref. [10]). In
~ -~ this case, a 12% collection deficiency was observed for the irradiated detector. For
a shaping time of 25 ns and a leakage current of 5 pA the signal to noise ratio is
‘,E-v"ér/xpected to be greater than 11:1. (See Section 3.5.1.) For a 30% charge collection
'« : deficiency this is reduced to 8:1, which should be acceptable.

36 Self Annealing

. Some of the defects in the silicon lattice can repair themselves due to the
vf_f;‘t_fhermal motion of the silicon atoms. This can occur at room temperature and is
'»‘,:,;ilf‘:;eferred to as self annealing.

This annealing is an advantage as it reduces the damage and hence prolongs
‘ ';:the life of the detector. It is desirable to model this annealing in order to predict

}:{_the operation of silicon detectors in a long term running period of ATLAS. When

o measurements are taken under different conditions, if no correction is made for the
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Figure 3.5: Current pulse response for 2 MeV electrons from a 106Ru source. (a) Noti‘;“‘;
irradiated (Vge, = 30 V). (b) Irradiated with 1.12 x 10" n/cm?® (Vi = 130 V). Both "
detectors biased at 160 V. [10] e
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1f annealing, comparison is difficult. For example, when calculating the damage
vefficient defined in equation (3.3) the increase in current is what would be obtained

imediately after an “instantaneous” irradiation. If the irradiation was over a long

riod of time then annealing occurs during the irradiation and so the resulting
rrent increase, without correction for self annealing, will be lower.

Following the method outlined in Ref. [11] the self annealing can be modelled as

“described below. The following will describe the self annealing of the leakage current
| :.;i:i‘i‘crease but can be applied in the same manner for any quantity proportional to the
‘_’~de1151ty of defects which increases linearly with fluence in the absence of annealing.
‘.;'Slhcon detectors will generally have a small reverse current before they are irradiated.
‘TTIn the following, reference to the leakage current will refer to the increase in bulk
jt"‘;qurrent AT and be denoted I.

i There is likely to be more than one type of defect contributing to the leakage

v;current each with contribution I; such that

I=%1. (3.15)

;»{?Each of these contributions will have different rates of production and annealing. The
, 1ate of production is expected to be proportional to the flux with production rate a;.

._fThe rate of annealing is assumed to be proportional to the number of the type of

defect responsible, with time constant 7;. The time differential for I; is therefore

dl,  de() 1
af _ de@t) 1 3.16
a Y Tw nl( (3.16)

V ;i;.QVhere ®(t) is the fluence at time t. Before irradiation it is assumed that there is no
j;contrlbutlon to I, ie., I;(0) = 0. The leakage current increase if no self annealing

; lchcurred Iy, after an irradiation of fluence ®, is given by

Iy= @; ai> . (3.17)

I‘he interesting quantity is the value 2. a; which in this case is the damage coefficient
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o multiplied by the depleted volume of the detector.

Defining fractional damage factors A; for each contribution such that
Ai = ai/ Zai (318)

and solving equation (3.16) leads to the following time variation of the leakage current:

I(t) ]. t dq)(t*) t*/ . —-t/ .
— = i Tt ofor0<t<T
Io S0 [ o @ ¢ e orE=t=

n
i=1

(3.19)

I(¢) i 1 T dd(t*) . )7
— = ; nidet| e fort > T
ZA 3 [/o o e t*| e or t >

where t is the time since the beginning of the irradiation, and T is the duration of
the irradiation.

In order to extract the self annealing parameters A; and 7; it is useful to
calculate the ratio I(¢)/I(T). Given that t' = ¢t — T is the time after the end of
irradiation, and I(T) is the leakage current at the end of the irradiation, then using |

equation (3.19) it follows that

where M S
A::ZZQ (3.21)
and U

For the case of a single irradiation of constant flux with a duration time T, this

simplifies to ‘

7= e T/m) . (3.23):

C; —

The self annealing parameters can be determined after fitting the data accord—.ki:f‘{“v.:

ing to equation (3.20) and extracting A} and 7;. The A; may be obtained from the: |




; 37 Temperature Dependence of Leakage Current 29

A;‘ via the relation (which follows from equation (3.21) and 3 4; = 1):

A:/Cl

A= SATe (3.24)

: '.Efquation (3.20) may be used to obtain I(T) from any measurement after the end of

adiation. Assuming the self annealing parameterization is correct, all measurements

ould result in obtaining the same I(T). Finally, to obtain I, the following relation

=1

361 Calculation for Non-Uniform Irradiations

v For the more complex irradiations described in Sections 3.9 and 3.10 the anal-
: VSlS for a single irradiation with constant flux must be generalized. To calculate c;
~"7f<a"ccording to equation (3.22) the irradiation was separated into a number of constant
“‘:f,“nradlatlons Consider the time limits ty = 0, ¢y, ..., t, = T covering the total dura-
tlon of the irradiation with corresponding fluence ®, = 0, @1, ..., &,, = ®(T). The

b flux between times ¢; — 1 and ¢, is given by

b, -,
¢ = 2371 (3.26)
Tt —t
: It follows from equation (3.22) that the c; are then given by
¢ = Z ¢;mi(e/™ — elim1/m)| T/ (3.27)

<I>(T
37 Temperature Dependence of Leakage Current

The leakage current depends strongly on temperature. Assuming all defect

~ilevels are in the middle of the forbidden gap, the temperature dependence is given by

I o (kgT)* exp(—E,/2kpT) (3.28)
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where T is the temperature in Kelvin and E, is the width of the forbidden gap (equal
to 1.12 eV for silicon). Better agreement is seen with experiment if Eg is replaced
with 1.21 eV [11]. To normalize leakage currents to the current at 20°C, Iz, the

following relation can be used:

Io (293.2)2ex
r \T )P

121 /1 1 .
— == = 3.29)
2kp (T 293.2)] (3.29) ‘o
where I7 is the current at temperature 7. Equation (3.29) corresponds roughly to a

doubling of the leakage current for a 7°C increase.

3.8 Neutron Irradiations of Silicon

The two neutron irradiations of silicon detectors described here were performed .
by the Melbourne group [12, 13]. The analysis for these experiments forms part of f.-:;: '
the work for this thesis.

The two irradiations were carried out using facilities of the Australian Nuclear
Science and Technology Organization (ANSTO) at the Lucas Heights laboratory near .
Sydney. In the first experiment, referred to as Melbourne Irradiation 1, the irradiation. :
took place over 3 days reaching a maximum fluence of 10'® n/cm?. The temperature i
in the first experiment was not controlled, but was measured and data was normalized ('j .
to 20°C. In the second experiment, referred to as Melbourne Irradiation 2, the irradi-
ation lasted around an hour reaching a maximum fluence of about 5 x 102 n/cm?. In

this experiment the temperature was maintained at 20°C to within £0.2°C. For both -

irradiations the silicon detectors were kept under reverse bias and leakage currents
were monitored during and after the irradiation.
Corrections for self annealing have been made with parameters determined

from the data and damage coefficients have been evaluated.
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First Neutron Irradiation by the Melbourne Group

9.1 Experimental Setup

; Neutrons were obtained by bombarding a thin Li target with monoenergetic
plotons of energy 2.9 MeV. Most neutrons are produced via the reaction Li(p,n)Be
Wlth ~ 10% produced via Li(p,n)Be*. The proton beam with a current of around

.;35:, pA was produced via a Van de Graf generator.

‘ Two silicon detectors were irradiated. These detectors were previously used in

the inner tracking layer of the UA2 experiment. (See Section 4.3.1 for a description
v Of the UA2 detector.) The detectors measure 16 x 32 mm? and are segmented into
16 pads each with a width of 2 mm. The thickness of the detectors is 300 LS.
: :V’I‘vhe sensitive volume of each pad is 9.6 x 107 ecm®. The detectors had received

f;v_v'\féry little irradiation in the UA2 experiment and had leakage currents before the

resent irradiation of about 20 nA. (After the irradiation the leakage currents rose
o around 10 pA.) The two detectors were kept in their UA2 electrical test boxes.
J:hese test boxes consisted of plastic cases with electrical contact made by conductive
iﬁbber, allowing connection to be made to each pad separately. The test boxes were
nounted in a lightproof box with an aluminised mylar film lid. Dry nitrogen was
‘f:c_‘:irculated through the box to ensure minimal humidity. Figure 3.6 shows the box
and arrangement of the detectors.
S Both silicon detectors were placed in a plane 20 + 1 mm behind the Li target.
"iThe position and numbering scheme for the pads is shown in figure 3.7. The proton
"]Yj;"ibeam, with a full width of approximately 3 mm, was centred between pads 8 and 9 of
‘E‘ci‘etector 1 and hence these pads received the maximum fluence. Contours of constant
silieutron fluence in the plane of the detector are shown in figure 3.7. The edge pads
of detector 1 received ~ 40% of the maximum fluence. The second detector received

»,:;f:i;ﬁences ranging from about 30% to 6% of the maximum fluence. For a thin target

"__qle neutrons at a given angle are monoenergetic. The neutron energy ranges from
1 2 MeV in the forward direction to 0.9 MeV at the outermost edge pad of detector 2.

,’::10 monitor the neutron flux a “long counter” was placed 3 m directly behind the
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Figure 3.6: The lightproof box for the silicon detectors.

Li target. A “long counter” consists of a thermal neutron detector in a block of ; o
moderating material. Figure 3.8 shows the geometry of the experiment. 3
The detectors were exposed, at an almost constant rate, for 6 hours on the
first day and for 14 hours on each of the following two days. Figure 3.9 shows the -
fluence in the forward direction as a function of time. (Section 3.9.2 describes the
calculation of the fluence normalization.) The detectors remained reverse biased at
45 V throughout the exposure and for about 30 hours after the end of the third = *
exposure. Leakage currents were monitored at 3 minute intervals during this period. \”‘%‘:
The detectors were unbiased for 3 days during which time they were transported.jg

from Sydney to Melbourne. The bias was then maintained at 45 V and currents were

measured at typically 30 minute intervals for a period of 10 weeks.

The currents from the 32 pads along with the current of a thermistor inside th

box were recorded with an analog multiplexer/microammeter/IBM-AT arrangemen
as shown in figure 3.10. The humidity in the box was monitored using a capacitiv

hygrometer.
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3.9: Time dependence of the fluence at beam centre.
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= Two UA2 Inner Silicon Detectors (32 Pads)

Thermistor
32...21
Multiplexer Output GPIB Interface
LA meter
Current Keithly 197 DMM IBM AT
Multiplexer Computer
Multiplexer Control Lines

'VB -
Detector Thermistor

Bias Supply Bias Supply

Figure 3.10: Data acquisition system for Melbourne Irradiation 1.
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3.9.2 Fluence Calculation

The fluence on each pad was determined from differential cross section data
and normalized using the “long counter” measurement.! The fluence measured by the -

“long counter” underestimates the actual fluence due to attenuation in the detectors

and the brass backing plate. The attenuation in the 2.9 mm thick brass backing plate
(assumed to be the nominal 70% Cu, 30% Zn by weight with a density of 8.5 g/cm?) '
was calculated to be 0.07 + 0.01. The attenuation in the silicon was less than 1%."'-'..5}_5
Neutrons will also be scattered into the “long counter” by the apparatus, increasing _
the measured fluence. This was estimated to lead to an increase of approximately o
9% based on a calculation using a 12 cm diameter circular brass plate of thickness TR
2.9 mm. 2
The uncertainty in the distance between the lithium and the silicon leads to i
a 10% uncertainty in the fluence. Due to the magnitude of this uncertainty, only : ::-
the attenuation in the brass was considered. The fluence in the “long counter” was
measured to be 3.6 x 1013 n/sr. After correction for the attenuation in the brass plate
the fluence in the plane of silicon at the beam centre was (1.0 & 0.1) x 10" n/cm’. :

The effective flux at a given angle # to the normal is greater by 1/cos(f)

due to the increased path length through silicon that the neutrons must pass. (See "
Appendix A.) The fluence averaged over the pad’s area was obtained via numerical‘:"'j;.
integration using differential cross section data for the Li(p,n)Be reaction [14]. The,‘i‘f_.
results are shown in figure 3.11. The contribution from Li(p,n)Be* was ignored. This ”i%
will only have a small effect since the fluxes were normalized using the “long counter” |
The contribution from Li(p,n)Be* would give rise to a slightly different angular and/ "

energy distribution.

1The fluence calculations were done by Robert Bardos of the Melbourne group.
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3.9.3 Analysis
Temperature Correction

The variation of leakage current with temperature was assumed to follow equa-
tion (3.29). Using this equation the raw data was normalized to 20°C. During the
experiment the temperature of the detectors remained within the range 16—24°C.‘,i.f-v
Figures 3.12a and 3.12b show the data for one pad before and after temperature -
correction. The temperature correction was successful in removing most of the fluc-
tuations. o

A possible source for the fluctuations that remain after temperature correction ©
is variations in the thermistor voltage. The temperature was calculated by measuring
the current through a thermistor, which depends on the voltage across the thermistor. - -
The thermistor voltage was not monitored continuously, but instead was measured i
with a multimeter once or twice a day. Different voltage supplies were used from timév :"_A
to time and the voltage was known to fluctuate especially for the first few days of
measurements at Melbourne. The fluctuations do follow a daily cycle, but this can:g} f.
be due to the power load which would be expected to decrease overnight, increasing
the voltage across the thermistor. An increase in thermistor voltage will give a higher’jff"
current and hence the calculated temperature will be higher than it actually is. After |
the temperature correction the leakage current would be underestimated. i

One section of the temperature corrected data showed a dip for all the pads at

about 12 hours after the end of the final irradiation. This is more evident in figure 3.19

at t =82 hr. At the corresponding time the temperature rose relatively quickly. It i
thought that this dip was due to a lag in the temperature change between the silico

and the thermistor.
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3.9.4 Temperature Corrected Data
The First Detector

Figures 3.13 and 3.14 show leakage currents normalized to 20°C for the first
detector, as a function of time from the start of irradiation. The time taken as the
start of irradiation is arbitrary and for convenience it has been chosen to be about 16

hours before the actual start of irradiation. The time variation of the leakage currents :

for the first detector behaved broadly as expected; an increase during the irradiationﬂ:‘: '
and a reduction due to self annealing between irradiations and at the end of the ﬁnal-;‘i:"__':
irradiation. There is a three day gap in all the plots due to the lack of monitoring:r“f-";
during transportation of the detectors from Sydney to Melbourne. |
The largest increase in current was observed in pad 1.8, which along with pad '
1.9 was on the beam axis. The edge pads (pads 1.1 and 1.16) showed the next largest
increase despite receiving less than half of the maximum fluence. Pad 1.11 had a '
dead readout channel and hence recorded a null current at all times. Pads 1.3 and 1.7
were originally suspected to be dead. However, these two pads suddenly produced a :
signal approximately 14 hours after the end of the irradiation. At the same time the

pads adjacent to both showed a decrease in current. This occurred at a time when_,if £

the detector casing was moved. It is suggested that the cause may have been some.

highly resistive material between the crystal and the conductive rubber which WaS;v":f:;‘»
displaced due to mechanical shock. The reduction in the current in the adjacent pads

is probably due to these pads sharing the current that would have been seen in pads‘“‘" ?

1.3 and 1.7. The reason for this is not clear. One possible explanation is that th
depletion volume under the neighbouring pads was extending into the volume unde
the unbiased pads and hence increasing the reverse current. The adjacent pads 1.4
and 1.8 showed larger decreases after the incident than for pads 1.2 and 1.6. If thi
explanation is correct, then the depletion region under pads 1.4 and 1.8 must hawv
extending significantly into the volume under pads 1.3 and 1.7. Another explanatior
is that there may have been a short with the neighbouring pads. Alternatively, th

cause may be associated with the multiplexer.
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he Second Detector

Figures 3.15 and 3.16 show the leakage current for pads on the second detector.
ds 2.2 and 2.15 behaved as expected and pad 2.13 was dead throughout. Except
f f'.these pads this detector exhibited some very unusual behaviour.

Less than 5 hours into the irradiation on the second day all the pads, except
1 ds 2.2, 2.13 and 2.15, showed a rapid increase in apparent leakage current. The

éct was worse in pad 2.1 which showed the largest leakage current, up to 15 pA,

‘(  11pared with the other pads on the detector, typically less than 3 pA. Detector 1
.,behaved normally at this time. Further anomalies occurred about 10 and 28 days
’ijbalfvter the start of irradiation. No satisfactory explanation has been found for the
"i%,.i‘jj‘i'l‘01nalous behaviour of this detector. It is felt that the behaviour was a readout

'fléir'oblem rather than a radiation induced phenomenon.

5 _1;9';5 Self Annealing Correction

~ Self annealing occurs both during and after irradiation. The expected variation
current due to self annealing is described in Section 3.6.

Given the anomalous behavior of detector 2 discussed above, only the first
“f‘(l“_’étector was used to study self annealing. The dead pad, the edge pads and the pads
‘ “hlch showed sudden changes in leakage current about 14 hours after the irradiation
\\ele excluded. The fractional decrease of leakage currents for the remaining seven

‘“‘iia'.ds (1.5, 1.9, 1.10, 1.12, 1.13, 1.14, and 1.15) showed similar time dependence as

“seen in figure 3.17. In this figure the currents have been normalized by 1/(® - Vol)

and so represent a measure of the uncorrected damage coefficient as a function of

1me after the irradiation.

The currents from these seven pads were added up. The time variation after the
' nd of irradiation is expected to be the sum of exponentials as given in equation (3.20).
: he summed data (normalized to the summed current at the end of the irradiation)

as therefore fitted with a sum of exponentials plus a constant. The constant allows

1" irreparable damage or for time constants too long to be observable in the time
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over which measurements were made.

The data was found to be adequately fitted with three exponentials plus a
constant. MINUIT [15] was use to obtain the parameters in table 3.2. To glve
meaning to the errors calculated by MINUIT it was necessary to assign errors to the].‘:“
data points. As the fluctuations in the data due to imperfect temperature correctioné
outweigh any measurement error, the amplitude of these fluctuations was used asr.
an estimate for the errors on the data. The errors in table 3.2 should therefore be

treated with caution. It should be noted that there are strong correlations betweerif y

the parameters in the fit.

The 7; and A? as obtained from the fit and the calculated A; are shown 111 v |

table 3.2. The A; were calculated with equation (3.24) with c; calculated as described -
in Section 3.6.1. Figure 3.18 shows the summed data along with the best fit.
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Figure 3.17: Uncorrected damage coefficient as a function of time after the irradiatio
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Table 3.2: Self annealing parameters for Melbourne Irradiation 1.

1 Ti Ai A:

1 00 0.2553 £ 0.0004 | 0.4719 £ 0.0007

2 (3.54 + 0.03) x 10* | 0.1590 & 0.0004 | 0.2828 + 0.0006

3 (2.44 + 0.01) x 10° 0.196 £ 0.001 0.2203 £ 0.0009

4 637 0.390 £ 0.056 0.0250 + 0.0025
Time (days)
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‘ ;Figure 3.18: The summed data for detector 1 (see text), with fit superimposed.
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3.9.6 Current versus Flux and Extraction of Damage Coeflicients

Using the parameters obtained from the fit and the temperature corrected dateii‘
one may calculate Iy, the leakage current expected if no self annealing had occurred: :-;‘ :
Figure 3.12c shows the data corrected for temperature and self annealing, for a typical
pad (1.9) over the long term. Figure 3.19 shows the comparison before and after thé
self annealing correction for the short term data. It can be seen that the final current
would have been almost a factor of 2 higher if no self annealing occurred during t
irradiation. '

Figure 3.20 shows the leakage current corrected for self annealing as a function
of the fluence on beam axis for the first detector. The general trend is as expected;
the increase in current decreases away from the centre pads (1.8 and 1.9). The main
exceptions are the end pads which showed abnormally high current increases. In tWO,’,‘f‘
cases, pairs of pads (1.4 and 1.13, 1.8 and 1.9) symmetrically located with the beamj
axis, which therefore receive the same fluence, differ in damage rate by 50%. This
is probably due to pads 1.4 and 1.8 sharing current from their neighbouring pads as :
discussed earlier. i E

The damage rates with fluence are not quite linear. Since the irradiation Was
over a number of days, the amplitude of the damage with the shortest time constanﬁ
was small after the irradiation. This gave rise to a larger uncertainty in this amplitude .
than for the longer time constant components. It is possible that this component was
overestimated which would give rise to an over correction in the self annealing. This

may explain the non-linear increase.

Figure 3.21 shows the current corrected for self annealing for detector 2. Fo; o
this detector, only data from the first day of irradiation and 5 hours of the second daf:_/
is presented, because thereafter, unexplained variations in current occurred. Pad 2.11
was very noisy and is not shown. The end pads, as for detector 1, showed abnormally
high leakage current increases. The other pads showed the expected behaviour with
the current increase being proportional to the relative fluence. The linearity is bette’r

than for detector 1. However, a shorter time was utilized for detector 2, and so any.
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F vli"gure 3.19: Comparison between (a) temperature corrected data normalized to 20°C,
and (b) data with self annealing removed for a typical pad. Short term data is shown.
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non-linearity is less likely to be apparent.

The spikes in this data, which appear for all pads at given fluence values, aré >: :
from spikes in the thermistor current. They usually coincided with times when the o
beam was turned on or off and during beam trips, suggesting that the thermistof |
was picking up some electrical noise. The spikes are not observed in the raw leakage
current data and are not of physical interest. 5

From these plots the damage coefficients were calculated from the rate of cur- -
rent increase with fluence. For the first detector the whole irradiation time was uti- |
lized. For the second detector, only the period before the observed irregularities was
utilized. Using the average fluence for each pad a damage coefficient was calculated

using
Al

- . 3.30)
3 Vol (3.30)

04

The calculated a are plotted in figure 3.22 and tabulated in table 3.3. Apart from the
edge pads and pads 1.4 and 1.8, the resulting damage coefficients are fairly consistent.
It is clear that the edge pads behave differently. This is not fully understood
and requires further studies. The use of guard rings may eliminate this problem‘. ; |
Since the purpose of these studies is to predict the behaviour of silicon in the LHC
where the pad geometries are quite different, the results from the edge pads will not -
be used here. ‘
Pads 1.4 and 1.8 were next to pads which initially showed no currents. It
is possible that the depletion region was extending into these neighbouring pads
(that is, their sensitive volumes were larger) thus accounting for their higher damagéj
coefficients. :
The average damage coefficient (excluding end pads and pads 1.4 and 1.8) Was -
(1.4+0.3) x 10716 A/cm. The error includes systematic errors as well as a 12% errof-;
corresponding to the fluctuations in the damage coefficients. The systematic el"I'OI‘}S‘“"',
are a 10% error in the flux and errors due to the correction for self annealing. The
latter has been estimated to be 8% and is mainly due to errors in the contributioi;i

from the shortest time constant.
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Figure 3.22: Damage coefficients for each pad.

Since the neutrons used were essentially monoenergetic with mean energy of

11 MeV there was no need for further correction for the energy spectrum of neutrons.

3 10 Second Neutron Irradiation by the Melbourne Group

3 10 1 Experimental Setup

Neutrons, as in Melbourne Irradiation 1, were produced by bombarding a Li
teuget with protons with an energy of 2.9 MeV. In this irradiation a thick lithium
tal get was used to increase the yield of neutrons. The full lithium target thickness
(orresponds to a proton energy loss of about 300 keV and the neutrons produced will
Iwave a similar range of energies.

"The silicon detectors were placed at a perpendicular distance of 12.4 +0.7 mm
from the target.

Two UA2 segmented silicon detectors were placed next to each other, with

the beam centred between them. The layout and numbering scheme are shown
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Table 3.3: Current increase for the given average fluence for each pad along with the
calculated alphas. '

Current Average N
*

Pad no. In(c:zaise (15‘11;1(30(:; . (10716 A/cm)
1.1 16.08 4.5 3.7
1.2 8.54 5.1 1.7
1.3 - 5.8 -
1.4 14.86 6.6 2.4
1.5 9.56 7.3 1.4
1.6 11.63 8.0 1.5
1.7 - 8.5 -
1.8 18.28 8.8 2.2
1.9 11.04 8.8 1.3
1.10 10.96 8.6 1.3
1.11 - 8.1 -
1.12 10.43 7.5 1.4
1.13 9.82 6.8 1.5
1.14 8.91 6.1 1.5
1.15 8.04 5.5 1.6
1.16 15.31 4.7 3.4
2.1 23.45 0.82 30.0
2.2 1.17 0.71 1.7
2.3 1.07 0.63 1.8
2.4 0.90 0.55 1.7
2.5 0.66 0.49 14
2.6 0.55 0.43 1.3
2.7 0.53 0.38 1.4
2.8 0.43 0.34 1.3
2.9 0.36 0.31 1.2
2.10 0.33 0.28 1.2
2.11 0.33 0.25 1.4
2.12 0.27 0.23 1.2
2.13 - 0.21 -
2.14 0.24 0.19 1.3
2.15 0.23 0.18 1.3
2.16 0.27 0.16 1.7

* NOTE: Average fluence corresponds to the average fluence at which the above -

leakage current change was observed. For detector 1 this was at the end of 1rrad1at10n '
For detector 2 this was just before the rapid increase.
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111 ‘ﬁgure 3.23. The beam position was such that pads 2 and 3 received the maxi-
mum fluence, and corresponding pads on each detector received about the same flux.
10 jé;chieve electrical connections the silicon detectors were attached to etched cop-
pe1 /kapton foils using conducting epoxy. Electrical connection to the pads was made

\m bonded gold wires.

Long Counter

Silicon
Detectors
Beam Pipe

Proton Beam
_—

,{:.‘  '——ﬁ

i target
124 mm (@)
Det 4 Det 2
Pad 16 Pad 16
®
Pad 1 Pad 1
® Beam Centre
(b)

Figure 3.23: (a) The silicon detectors were placed close to the Li target perpendicular
to the proton beam. An off-axis counter at a distance of about 10 m was used to
monitor the neutron flux. (b) The beam was centred between detectors 2 and 4, close
t‘Q pad 2 in each detector.

The detectors were reverse biased at 50 Volts both during and after the irradi-

atlon Multiplexing the signals enabled the measurement of leakage currents on each
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pad at two to eight minute intervals. In addition I-V curves were taken regularly.

Figure 3.24 shows a schematic of the acquisition system.

]

Scalar Long Counter Neutron Flux Measurement
Voltmeter Voltage Temperature
Keithly 197 Multiplexer | Thermistor Monitor
monitor and
Feedback Peltier Device
Bias Control Control
monitor Lines
B 1as Supply & Current
Keithly 230 Multiplexer —
] [T =]
£
pA meter @ Two UA2 Inner Silicon Detectors (32 Pads)
Keithly 487
GPIB CMultlp})lleiger
Interface ontrol Lines
IBM 386
Computer

Figure 3.24: Data acquisition system for Melbourne Irradiation 2.

For purposes of temperature control and dehumidification, the detector /kapton
assemblies were placed in a vacuum chamber. The temperature of a copper substraté -
plate, in thermal contact with the kapton, was maintained within 0.2°C of 20°C by use.

of a thermoelectric heat pump (Peltier device) and servo-control system. A diagraﬁi"‘

of the apparatus is shown in figure 3.25.
The irradiation took place in two stages. A short irradiation of 13 minutes w.

followed three hours later by an irradiation for about 65 minutes. The fluence vers

time for one pad is shown in figure 3.26. Leakage currents were monitored cont;ﬁ

uously, at three minute intervals during the exposure and at eight minute intervals:




' 310 Second Neutron Irradiation by the Melbourne Group 57

Silicon _
Detectors |
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T-_fl Water
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—
T ) To Vacuum
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‘Figure 3.25: Side view of the vacuum chamber used for Melbourne Irradiation 2.
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after the irradiation. The data being reported here was collected for ten hours after
the irradiation.

Figure 3.27 shows the data obtained for a typical pad. Of the thirty-two pads .
irradiated, only sixteen showed the expected behaviour during and after irradiation. -
Data from these sixteen “good” pads is shown in figures 3.28 and 3.29. Other pads‘i
exhibited erratic behaviour. This is possibly due to bad connections caused during
the transport of the detectors from Melbourne to Sydney, and is not thought to be a -
problem associated with radiation damage. Consequently further analysis is restricted
to the sixteen “good” pads.

The temperature was maintained at 20°C throughout and hence no tempera- . -

ture correction was required.

3.10.2 Flux Calculations

When producing neutrons via protons on a thick Li target, the protons lose |
energy in the target resulting in a range of energies for the neutrons. The cross
section will also vary as the proton loses energy. To calculate the resulting neutron
flux and energy distribution a method based on the one described in Ref. [16] WaS .
used. Only neutrons produced via Li(p,n)Be were computed; the small contributiori.' ‘
from Li(p,n)Be* was ignored. 2

The flux for each pad was calculated by means of a numerical integration over
the area of the pad, allowing for the finite size of the proton beam spot. The flux is

given by
/ / f(0) osﬁx—l——xseCO (331)“
beam Jpad ¢ (l sec 9)2 R

where f(6) is the flux at a given angle 8 to the normal and [ is the perpendiculé}fﬂ o
distance from the target to the silicon. The first factor cos 6 in the integrand correcf@s'
for the obliquity of the neutron flux away from the axis, the second factor allows fo1
the inverse square law, and the sec corrects for the longer path length in the SﬂiCOl_;’l:“:l,'
for neutrons at large angles. The effective flux is larger due to this inclination. The

limits of integration were determined by the positions of the corners of each pad. The_: -
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Figure 3.26: The fluence received by a typical pad as a function of time (the origin
of the time axis is arbitrary).
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Figure 3.27: The variation of leakage current of a typical pad as a function of time
(the origin of the time axis is arbitrary).
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Figure 3.28: The leakage current as a function of time for the first eight good pads
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Figure 3.29: The leakage current as a function of time for the remaining eight good
pads.
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beam spot size was 3 mm in diameter.

The energy range and relative neutron flux for each pad were determined. A
“long counter” was used to provide a normalization and to measure the time profile.
of the flux. The “long counter” was placed approximately 10 metres from the target |
at an angle of 13° from the beam line, as shown in figure 3.23. This geometry was
needed to avoid large dead times in the counter at the high flux rates utilized.

In order to determine the effect of the scattering of neutrons away from the
“long counter” by the silicon detectors and their supports, and of scattering into the
“long counter”, short runs were taken with and without the chamber present. These
runs were taken for the same integrated beam current. This resulted in a reduction
of about 10% in the “long counter” reading with the chamber in place. The fluxes .
quoted have been corrected for this. However, this does not correct for any minor
variation in the flux distribution over the pads that the presence of the chamber itself
may produce.

The calculated fluence achieved at the end of irradiation is shown in figure 3'30
and the energy distributions are shown in figure 3.31. Note that as detectors 2 and 4.
were almost symmetric about the beam axis, corresponding pads obtained similar
fluences. The differences are due to the beam not being exactly centred.

The uncertainty of the target-to-silicon distance produces a systematic error

in the flux of 11%.

3.10.3 Analysis

The change in leakage current due to the irradiation is shown in figure 3.27 forkk’
a typical pad. The neutron fluence received for this pad is shown in figure 3.26.

The silicon detectors used in this experiment had been previously irradiatec;livi
which accounts for their high initial leakage currents, ranging from 100 to 500 nA fof
detector 4 and 25 to 50 nA for detector 2. It was assumed that the damage associated :
with this initial leakage current was no longer annealing over the time scale of this

experiment. This is a valid assumption as the previous irradiation occurred about one
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month before this exposure, and the period over which the present data was taken
was much shorter. The quantity of interest is the increase in leakage current and so |
these initial currents were subtracted. Henceforth all references to the leakage current
refer to the increase in leakage current during the irradiation described here.

If the self annealing occurs at the same rate for all pads then one expects the
ratio I(t)/I(T) , where I(T) is the leakage current at the end of the irradiation and
t > T, to be the same for all pads. Figure 3.32 show the ratio I(t)/I(T) for the
sixteen good pads. It is evident that the rate of self annealing varies significantly
between pads. Figure 3.33 shows this ratio for the averaged currents of all the good
pads, and for the two extreme pads. Also shown are the expected current decreases
predicted using the self annealing parameters obtained by the Hamburg group (Set 1
in Ref. [17]) and from Melbourne Irradiation 1 described in Section 3.9.

In order to study if this spread depended on the fluence received, values of
I{t)/I(T) at a time (t = 16 hours) near the end of data collection were plotted
against the fluence received by that pad. See figure 3.34. No significant evidence for
a fluence dependence is observed.

Self annealing parameters were obtained for the averaged current ratio and
for the extreme pads. The minimum annealing was seen in pad 14 of detector 4.
The maximum was seen in pad 10 of detector 2. The parameters were found using
MINUIT [15] to fit data for the period after the final irradiation with a sum of
exponentials. The data was found to be best fit with the sum of two exponentials
plus a constant term. The constant term allows for any irrecoverable damage and for
annealing with time constants much greater than the time period over which data is
being fitted. Due to the relatively short period over which data was collected it was
not possible to determine any time constants greater than about ten hours. Therefoiie”
it was decided to fix one time constant at the value of 2440 minutes as obtained i;'n
Melbourne Irradiation 1. (See Section 3.9.)

The fits have the form given in equation (3.20). The A} must be converteéd

to the A;, the amplitudes that would be obtained for an instantaneous irradiatiorii.“j
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o Tilese were calculated with equation (3.24) where ¢; was calculated as described in
‘ S:‘éction 3.6.1. The resulting three sets of self annealing parameters, along with those
‘flf.:OlTl Melbourne Irradiation 1 and the Hamburg group, are shown in table 3.4.
Figure 3.35 shows data for pad 8 of detector 4 corrected using the five sets of
self annealing parameters using the method described in Section 3.6. The current ratio
éifter irradiation for this pad was close to the average data and hence the correction
19 good for that set of parameters.
The current increase, if there was no self annealing during irradiation (or for

ail instantaneous irradiation), would be given by
Iy=KT)/f (3.32)
Wilere according to equation (3.25):

f=1T)/I,= ZAiCi (3.33)
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rl_“‘able 3.4: Self annealing parameters for Melbourne Irradiation 2. Also given are the
parameters from Melbourne Irradiation 1 and the Hamburg group.

Average Minimum Maximum
¢ | 7 (min) | A ¢ | 7 (min) | A i | 7 (min) | A
1 00 0.473 1 00 0.686 1 00 0.305
2| 2440* | 0.281 2| 2440* | 0.091 2| 2440* | 0.381
3 574 | 0.245 3| 581 0.222 3 48.9 |0.314
Melb. Irrad. 1 Hamburg

¢ | 7 (min) A; ¢ | 7 (min) A;

1 00 0.255 11]6.70 x 10° | 0.396

2 |3.54 x10%|0.159 2| 1.47 x 10* | 0.201

3 2440 0.196 3 1090 0.131

4 63 0.390 4 119 0.116

5 17.8 0.156

* Parameter Fixed

a:nd ¢; s given in equation (3.27).
- The ¢; depend only on the flux profile, the time of the irradiation and the Ti,
but not on the fluence. Therefore, for a given set of annealing parameters, f will be
independent of fluence and so be equal for all pads.
‘4 It is necessary to make some choice of the time used to calculated f and hence
.[g If the self annealing parameters describe a given data set well, then the choice
i_s,: not important, as the same value should be obtained for all times after the end
of irradiation. For an incorrect set of self annealing parameters the time chosen will
;1ial<e a difference. It was decided to take the time corresponding to the actual end
o"l_fr'ivrradiation. In figure 3.35 this time was 7.8 hours.

The values of f~! for the five sets of parameters are given in table 3.5.

A plot of the leakage current increase at the end of irradiation versus fluence
is given in figure 3.36 for the sixteen good pads. No corrections have been applied

to these currents. The data is consistent with a linear dependence. The slope is a
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measure of the uncorrected damage coefficient, which was measured to be

Al

= =7. -7 -1 3.34
& Vol 72x 107" Acm (3.34)
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Figure 3.36: The increases in leakage currents for all good pads with respect to the.
fluence received. &

As f will be the same for all pads for a given set of annealing parameters, an‘f

alpha corrected for self annealing, a..,, can be obtained using

Qeor = aun/f . (335)

The resulting corrected damage coefficients are given in table 3.5. The spreacl

of values represents the systematic uncertainty involved in correcting for self anneal-
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ing. The mean neutron energy was 0.8 MeV. (See figure 3.31.) The linearity shown in
ﬁgu:e 3.36 indicates that the damage coefficient is not strongly dependent on neutron

energy in the range studied here. No correction for neutron energy has been applied.

Table 3.5: Damage coefficients for Melbourne Irradiation 2.

Self annealing | f~! o

parameter set (x107'") A/cm
Average 1.17 8.4
Minimum 1.14 8.2
Maximum 1.25 9.0

Melb. Irrad. 1 | 1.27 9.1
Hamburg 1.25 9.0

The variation in the current decrease for different pads, as seen here, is indica-
tive of the variation in self annealing that can occur in supposedly identical pads. It

should be regarded as an additional uncertainty in all studies of this type.

3_.10.4 I-V Characteristics

I-V curves were taken for all pads at various times before, during and after
the irradiations. The timing of these is shown in figure 3.37. Figure 3.38 shows
a typical set of curves, while figures 3.39 and 3.40 show the full set. All values of
leakage currents reported above were taken at a bias voltage of 50 V. As may be seen
from these figures this voltage was always sufficient to achieve full depletion and was
never high enough to cause breakdown. A common feature of the I-V characteristics,
bbth before and after irradiation, is a small positive slope after depletion has been
obtained.

The Hamburg group have found that the damage coefficient and annealing rate
cé),n depend on whether the currents are taken at Vg, or at a fixed bias above Vj,,
[18]. They have found that better consistency is obtained when measurements are
taken at Vy,. Since the first point was taken at a bias voltage of 10 V it is difficult

to determine the exact voltage at which the detectors become fully depleted. The
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slopes of the I-V curves are not significantly different before and after irradiation and
consequently the effect on the determination of the damage coefficient is expected to

be second order.

3.11 Discussion and Comparison with Results from Other

Groups

Table 3.6 compares the damage coefficients found by several groups. All values
have been corrected for self annealing and have either been measured at 20°C or have '
been measured at room temperature and normalized to 20°C. The irradiations have
been carried out with neutron sources with energies near 1 MeV or the data have
been corrected to 1 MeV using NIEL data. These corrections have been performed

by the groups reporting the data.

Table 3.6: Comparison of damage coefficients obtained in this thesis and by other |
groups.

a (x107Y" A/cm) | Reference

14 + 32 Melb. Irrad. 1
844+1.0% Melb. Irrad. 2

8 (® < 8 x 10'?) | Hamburg [6]
~ 20 (® > 8 x 10'2)

9> Cambridge [17]

9= Dortmund [17]

8 [19]
6.7+ 0.4 Lemeilleur, et al. [10]
7.440.4°
53406 Gill, et al. [20]

> Measured with UA2 inner silicon detectors.
b Measured with p-type silicon. Others measured with n-type silicon.

The damage coefficients are observed to have some variation, with most being |

around 8 x 10717 A/cm. A number of the measurements were performed with UA2 '
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Figure 3.37: The current time profile for one pad showing the times at which I-V
characteristics were studied.
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Figure 3.40: The I-V characteristics for the remaining eight good pads taken at the

times indicated in figure 3.37.
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inner silicon detectors. These are indicated in the table. Apart from the measurement
made in Melbourne Irradiation 1, these gave consistent results. The measurements
cover a range of detector types, different neutron energies and fluences and differ- ’
ent measurement conditions such as having the detectors biased or unbiased. No
consistent differences have been observed with any of these variations. |

The Hamburg group observed a different damage coefficient for high and low
fluence which they consider to be associated with type inversion [6]. After substantial ‘
self annealing this discrepancy is reduced. This behaviour, however, is not observed
by other groups (e.g. [19]).

During the operation of the LHC where the irradiation is taking place over
several months, contributions to the leakage current which anneal with short time
constants will not be seen. It is of more interest to compare the damage coefficient
after long term annealing. Figure 3.41 shows a number of annealing curves from
different groups. These have been normalized to the damage coeflicient reported
with the annealing parameters and so represent the damage coefficient expected at
times after a short irradiation. For Melbourne Irradiation 2 the three sets obtained
(average, minimum and maximum) are shown normalized with their respective dam-
age coefficient. Also shown are some measurements taken by Baldini ef al. [21] at
1 week and 6 months after irradiation. The Dortmund group have obtained results
[19] consistent with the curve obtained by Hamburg.

There is a large amount of spread in the data. Some of this may be due to
errors in the fluence determination which is generally of the order 10-20%. Apart from
this it is not clear why the results deviate. The results from Melbourne Irradiation 2 :
and the Hamburg curve are not too different. After some annealing the comparison
between Melbourne Irradiation 1 and the Hamburg curve is better than for the damage .
coefficient corrected for self annealing as given in table 3.6. For example, the damage
coefficient after 80 days is 3.7 x 10717 A/cm for Melbourne Irradiation 1. This can
also be seen in figure 3.17 where for times much longer than the irradiation time the

damage coefficient can be obtained directly. The value from Melbourne Irradiation 1 .
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Figure 3.41: Comparison of self annealing curves from Melbourne Irradiation 1 (solid
line), Melbourne Irradiation 2 (dashed lines), Hamburg group (dotted line), and Gill
“et al. [20] (dash-dotted lines). Also shown are data points from Baldini et al. [21].
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is 40% higher than the corresponding Hamburg value which is 2.7 x 10717 A/cm. This
is compared with a 75% difference for the self annealing corrected value.

The data from Melbourne Irradiation 2 only covered 10 hours after the irra-
diation and so not much can be concluded about the long term behaviour. Since the
irradiation was short, a good measurement of the short term annealing could be ob-
tained and consequently this measurement provided a more accurate determination
of the damage coefficient corrected for self annealing. For Melbourne Irradiation 1,
which took place over three days, the shortest time constant could not be accurately
determined. It is quite possible that this component was overestimated which in turn
would overestimate the damage coefficient obtained. This may partly explain the
discrepancy between the two measurements.

As observed in Melbourne Irradiation 2, the short term annealing can vary
substantially. This has also been observed by the Hamburg group [18] where they
found deviations for times less than 1 hour. After this, however, data tended to fall
on the same annealing curve.

The long term data is insensitive to the determination of the short time con-
stants and to the details of the irradiation (i.e., whether it is a 5 minute or a week
long exposure). Therefore the damage coefficient at, for example, 100 days is a bet-
ter value to compare. It is also a more important quantity when considering LHC
predictions, for which the short time constant terms do not contribute. Since Mel-
bourne Irradiation 1 gave information about the long term behaviour these results
have been used in Chapter 6 to predict leakage currents expected in LHC operation.

Comparisons are also made with the parameters obtained by Hamburg.

3.12 Measurements at Other Temperatures

Several groups have made measurements at various temperatures. Figure 3.42,

taken from Ref. [7], shows a comparison of measurements taken at 0°C, 10°C, and
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20°C. The ratios of currents at 1 week after irradiation are
1(20): I(10) : 1(0) =1:0.82:0.23 .

These ratios are observed to be higher than the ratios calculated using the tempera-

ture dependence given in equation (3.29):
I(20): I(10) : 1(0) = 1:0.40: 0.15 .

This is likely to be due to the temperature dependence of the annealing process.
Defects that anneal out at room temperature may be “frozen in” or anneal at a
much slower rate at low temperatures. Also, some contributions that appear when

drradiated at low temperatures may anneal too rapidly at warm temperatures to be

“observed.
10 +
s Hamburg @, = 6.4 10" nfem? T=20°C
4 Melbourne @4~ 2 10" nfem?® T=10°C
81 o Dortmund ®,= 9.4 10" vem? T= 0°C
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Figure 3.42: Comparison of the leakage current annealing at different temperatures.
(7]

When detectors are irradiated at low temperature and are later warmed up,
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then after some initial rapid annealing the leakage currents are observed to approach
the value expected if irradiated at room temperature [17]. This indicates that the
processes producing the damage are not significantly dependent on the temperature.
The annealing rates, however, are affected.

The cooling of the detectors is an effective way of reducing the leakage currents.
The self annealing, however, is reduced and so there is an advantage of having some
warm up time to allow further annealing. Some of the consequences of operating at

different temperatures are seen in Chapter 6.




Jomparisons between FLUKA and

EX‘periment

Overview of FLUKA

FLUKA [22] is a Monte Carlo code which is well suited to simulating cascades
ini%ﬁiated by high energy hadrons or leptons. The code has undergone many improve-
méﬁ,ﬁ‘ts since its 1986 release [23]. A description of these improvements can be found
in Refs 24, 25, 26, 27].

Most of the improvements relevant to calculations carried out in this thesis
,arfe:»associated with the inelastic event generator. FLUKA is able to simulate in de-
ta1l inelastic nuclear interactions in the energy range 20 MeV to 10 TeV. A major

imiérovement to this part of the code has been the incorporation of a nuclear evapora-

model which accounts for the emission of neutrons, protons, and heavy fragments
frq‘ilq the excited nuclei, and the de-excitation of the nucleus by gamma emission.

The electromagnetic part of FLUKA has been extensively improved as de-

ribed in Ref. [24]. Calculations in this thesis have been mainly concerned with
q antltles which are relatively unaffected by electrons and photons. Therefore, to
save In computer processing time, no use has been made of the electromagnetic part
of FLUKA.

The improvement to FLUKA which has the most bearing on the calculations
prééented in this thesis is the incorporation of code to transport low energy neutrons

be;_lf()w 20 MeV. This code is similar to MORSE [28], using a multigroup cross section

81
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library. The cross section library contains around 40 elements which are commonly
used in accelerator and detector applications. The cross section sets are comprised of
37 neutron energy groups. The lowest energy group is the thermal group covering the
energy range 107°-0.4 eV. Doppler reduced broadening has been taken into account
for a few materials at liquid argon (87 K) and liquid helium (4 K) temperatures.
Neutrons can be transported down to optionally defined thresholds which can be as
low as thermal neutrons (i.e. the thermal group). The survival probability (that is,
the probably that a particle will continue to be transported after it interacts with a
nuclei in the medium) can be set for neutrons in the energy group corresponding to
the chosen threshold. If not set, the survival probability will depend on the neutron
absorption cross section. Neutrons affected by the forced survival probability will -
be given an appropriate weighting. Setting the survival probability is useful for the
thermal group where if the neutron absorption cross section is low, excessive computer
time may be spent transporting the thermal neutrons. If the neutron absorption cross
section is high, too few thermal neutrons might make it to the region of interest,
resulting in poor statistics.

Transport of charged hadrons is possible down to an energy of 20 MeV. Below
this, particles are ranged out to rest. This is done in a straight line regardless of
whether or not the particle is in a magnetic field. If applicable the particle eventually
decays or is captured. Antiprotons and 77s that are ranged out to rest are made
to annihilate on a nucleus. All other forms of transport, such as multiple scattering,
delta ray production, inelastic or elastic collisions, and allowing particles to decay
during flight, are ignored below this energy.

FLUKA uses combinatorial geometry. This involves defining a number of
bodies such as cylinders, spheres, cones, and regions bounded by a plane. Complex
3-dimensional geometries can be created by adding and subtracting these bodies.

A number of “scoring options” are included in FLUKA. The track-length
scoring option has been used extensively in this work. This option sums the track-

lengths of the required particle in a requested region. The average flux is given by the
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suiﬁlped track-length divided by the region’s volume. (See Appendix A.) A boundary
cféfsis’ting option is available with optional inverse cosine weighting, allowing the flux on
reéibn boundaries to be determined. In many of the calculations in this thesis a user
Wl‘;{tten routine has been used, which is called at each boundary crossing, allowing
mc}re flexibility in scoring.

. All FLUKA simulations in this thesis have been carried out with the March
19?5":)3vkversion of FLUKA on CERN’s IBM VM computing facility.

42 Review of Tests of FLUKA

. One of the tests of FLUKA has come from comparison with a series of experi-
1néi1ts referred to as the “Résti Runs”. These experiments were designed to measure
N th; radial and longitudinal shower development, initiated by high energy particles, in
a Block of material. They provide a benchmark for programs such as FLUKA. Data
from three experiments have been compared with FLUKA in Ref. [25]. The three

expéi‘iments were:
s 1 The irradiation of an iron structure by a 200 GeV/c hadron beam [29)].
2 The irradiation of the same iron structure by a 24 GeV/c proton beam [30].

. 3. The irradiation of a lead structure by a 200 GeV/c hadron beam [31].

Tlie"irradiated structures consisted of 20 plates of lead or iron of 5 cm thickness with
thﬁl Al detector support plates placed in the 7 mm deep slots between the plates.
Tlie transverse dimensions were 30 x 30 cm? for the iron structure and 50 % 50 cm?
-fof the lead structure.

. The production rates of isotopes in a number of activation detectors were mea-
sured which were sensitive to neutrons with energies between about 0.8 and 25 MeV
aniclfhadrons with energies above about 35 MeV. Table 4.1 summarizes the main
coi’it»ributing reactions, the sensitive energy range, and sample sizes.

The above structures were simulated with FLUKA and production rates were

calculated using known cross sections for the reactions given in table 4.1. Figures 4.1
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Table 4.1: Summary of activation techniques.

Main Sample Nominal
contributing size energy
reaction (thickness x diameter) range
115 (n,n") 5™ 0.3mm x 10 mm | 0.8-15 MeV
32S(n,p)*P 6 mm X 23 mm 3-25 MeV
27Al(n,x)*Na | 0.5mm X 10-30 mm | 6-25 MeV
2T Al(h,x)8F 0.5 mm x 10-30 mm | > 35 MeV

and 4.2 taken from Ref. [25] show the longitudinal and radial comparisons with data
from the 1%In (n,n’) "¥™In reaction. The points are the measured data and histograms -
are the FLUKA values.

Agreement within 20% of the measured results was observed in most cases,
although up to 40% disagreement was seen. Table 4.2 taken from Ref. [25] gives the
ratio of FLUKA simulations to measured data. The values given are the average of
ratios for detectors which were at different radial positions and on different plates.
Also given are the averages for the different detector types and for the three experi-
ments. The absorbed dose as measured by RPL (radiophotoluminescent) dosimeters

is also given.

4.3 Comparison of Neutron Fluxes in UA2 with FLUKA

In order to obtain measured values of neutron flux in a realistic detector en-
vironment “fission counters” were installed in the UA2 detector. Neutron and other
radiation detecting dosimeters had previously been installed in the UA2 detector but
these only gave an integrated dose. The fission counters measured the variation iﬁ
neutron flux in real time. This allowed the neutron flux produced during stable bearﬁ
conditions, as well as at other times, to be monitored. These measurements have

been compared with neutron fluxes calculated using FLUKA.
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Figure 4.1: Comparison of the calculated and measured production of *®In from
"2In as a function of radial distance off-axis at different depths in an iron structure
irradiated by 200 GeV/c hadrons. The data are scaled as indicated in brackets for
. the.sake of clarity. [25]

Teigble 4.2: Ratios of the results from FLUKA simulations to the measured data,
averaged over detector positions, for the different measurement techniques and ex-

periments. [25]

Detector 200 GeV/c | 24 GeV/c | 200 GeV/c || Mean over
system Fe Fe Pb experiments
115In(n,n')llsmln 0.91£0.02 | 1.20+£0.05 | 1.3440.09 1.1240.03
328(n,p)32P 0.96+£0.03 | 1.35+£0.05 | 0.704+0.02 0.85+0.03
27Al(n,x)24Na 0.85£0.02 | 1.03£0.02 | 0.6340.01 0.82+0.01
2./Al(h,x)lgF 1.30£0.04 | 1.324+0.05 | 1.0440.03 1.174+0.03
Mean over 0.9240.02 | 1.14£0.02 | 0.76+£0.02 || 0.91+0.01
detectors
RPL dosimeters || 0.914-0.06 | 0.934+0.07 - 0.924+0.05
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Figure 4.2: Comparison of the calculated and measured variation of the radlallv
integrated production of *In from '**In as a function of depth in iron and lead
structures irradiated by 200 GeV/c and 24 GeV/c hadrons. [25]
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431 Description of the UA2 Detector and Geometric Modelling with
-~ FLUKA

" The UA2 detector was located at CERN in the SPS accelerator with protons
ané_’vvantiprotons being collided with a centre of mass energy of 630 GeV. A full
deééfiption of the detector is given in Ref. [32]. A schematic of the detector is show in
ﬁgule 4.3. Details given here are mainly concerned with aspects relevant to geometric
111éfgié_iling with FLUKA. The geometry used in the FLUKA calculations is shown in
figure 4.4

VETO

COUNTERS
- END-CAP |

| wome——

CENTRAL
CALORIMETER

//

7

SFD
ToF [ £~ TRD
L 4
Be-pipe ~ SI < — VD
Im Zm 1m 0

~ Figure 4.3: Schematic of the UA2 detector. One quarter segment is shown.

The inner detector region is comprised of silicon layers at radii of about 3 cm
arigl.‘15 cm, a Jet Vertex Detector (JVD) between 3.5-13.5 cm, a Transition Radiation
Détector (TRD) between 17-38 cm, and a Scintillator Fiber Detector (SFD) between

38~4—L cm. The two silicon layers have been simulated each by a 1 mm thick layer
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i | |
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_/ Fission Counter Position 2 }___1_m___|\‘ ;

Figure 4.4: FLUKA geometry for the UA2 detector. The positions of the ﬁssi_oﬁ
counters are indicated. :
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c)‘{i'fsiblicon of length 160 cm. The thickness is greater than the actual thickness of
tﬁ_é;"detectors (300 pum) to take into account the presence of material in the supports

aﬂ'd.} electronics. However, these layers are not expected to have a significant effect

on the simulation and their actual length is smaller. The JVD is a drift chamber.
If(;‘_fcéntains negligible material as concerns the calculations here and has not been
iiﬁi¢111ded. The TRD is comprised of about 800 propylene foils in two stacks of length

1 and 180 cm. This has been simulated as one region of length 170 cm with CH; of

d?éﬁs‘ity 0.08 g/cm?® corresponding to the approximate fraction of the volume occupied
l)S;’;h_lle foils. The SFD contains around 60,000 scintillator fibers with a diameter of
1_’1“1:1111 and a length of 2.1 m. This has been simulated with two sections, with radial
.eﬁtfent 38.6-41.8 cm and 43.3—44.3 cm, containing scintillator with reduced density of
044 g/ cm?®. (Scintillator typically has a H/C ratio of 1.10 and density of 1.032 g/cm?®.)
Wlthm the SEFD lies a lead converter at a radius of 42.5 cm. It is tapered with an

v rage thickness of 6.8 mm and a length of 110 cm.

The central calorimeter covers the region 40° < 6 < 180°, with an approxi-
n te spherical geometry. The central electromagnetic calorimeter extends radially
flom 60 cm to 80 cm, with a 18 mm thick layer of aluminium at the front face. It
¢dii$ists of a sandwich of 26 layers of 3.5 mm thick lead and 27 layers of 4 mm thick
sfc'iéltillator. The central hadronic calorimeter extends radially from 80 cm to 166 cm
W’jﬂl a sandwich of 40 layers of 15 mm thick iron, 5 mm thick scintillator and 1 mm
gaps The aluminium layer and the first 4 layers of the electromagnetic calorimeter
hme been included in the simulation while the rest has been approximated by a ho-
11ng_t?11eous mixture of iron and scintillator with a volume ratio of 3.5 : 4. The reason
f01 this is to simulate more accurately the early stages of the shower development.
Degaper into the calorimeter the overall shower development should be reasonably
eyi;broximated by using a homogeneous mixture of the appropriate materials. The
hjéjc’lifonic calorimeter has been simulated with a homogeneous mixture of iron and
s¢ihtillator with volume ratios of Fe : Scint : vacuum equal to 5: 15 : 1.

The end-cap calorimeter has angular coverage of 5.6° < 8 < 45°. The electro-
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magnetic part extends longitudinally from 159 to 183 cm, with 32 layers of 3 mm thi‘di :
lead and 33 layers of 4 mm thick scintillator. The hadronic part extends longitudinally
from 183 to about 300 cm, with layers of 25 mm thick iron, 4 mm thick scintillat:oij
and 2 mm gaps. The end-cap calorimeters have been simulated with homogeneoué
mixtures with a volume ratio Pb : Scint equal to 3 : 4 for the electromagnetic parﬁ,
and volume ratios of Fe : Scint : vacuum equal to 25 : 4 : 2 for the hadronic part.‘ ~ 
End Cap Proportional Tubes (ECPT) are located in front of the end-cap
calorimeter. They contain a radiator which is located 140 cm longitudinally from
the interaction point an‘d extends 50.7-132 cm radially. It contains a 0.8 cm thick
layer of lead sandwiched between two 0.25 mm thick iron layers. This has been
simulated with a homogeneous mixture of lead and iron with a volume ratio of 8 :"5::
Regions containing no material were set up with locations correspondingl to
those of the fission counters as given in Section 4.3.3. These regions are indicatedtk‘i.l‘.l
figure 4.4. The regions covered the full azimuth, taking advantage of the azimutha;l
symmetry of the detector. As far as the simulation was concerned the regions on the
forward and backward sides were considered equivalent due to the symmetry. The end
from which protons approach is referred to as the forward side and the antiprotql_is_

approach from the backward side.

4.3.2 Description of the Fission Counters

A fission counter consists of a fissionable material inside an ionization chambeij:.
The fission counters used (type number FC 165/1000/U238 [33]) consist of concent‘fi_ié
cylindrical electrodes with a 10 mm spacing. A cross section of the detector is shoi&ﬁ |
in figure 4.5. The fissionable material (in this case ***U in the form of U3Og)1s
coated on five of the cathode surfaces (the inner surface of the outer cathode, and

both surfaces of the inner two). The length of the coated area is 5.1 cm with a total

surface area of 165 cm?. The thickness of the coating corresponds to 1000 ug/c%i

The chamber is filled with a suitable gas such as argon.

Neutrons interact with the 2*®U inducing fission, usually resulting in two heavy '
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© - Figure 4.5: Cross section of multiple-plate fission counter type B165. [34]

ﬁS,Sion fragments. The charged fragments travelling through the gas will cause ion-
) iZation producing electron-ion pairs which are collected on the electrodes as a charge
jj,ﬁlse.

The ?*®U is an alpha emitter (as are most fissile coatings used in fission coun-

téi‘é) hence these alphas will also produce pulses. To operate the fission counter the

discriminator level must be set above the maximum peaks of the a-pulses. This was
Aié;iiieved by increasing the discriminator level, during a period in which there was no
beam, until no counts were recorded.

-‘ 1 The fission counters are sensitive to neutrons with energies greater than about
1 iMeV corresponding to the threshold for fission in 2*8U. The sensitivity varies with
e;ﬁéfgy as the number of counts depends on the cross section of neutron induced fission
Qf s.?3“’3U as shown in figure 4.6. The theoretical sensitivity for the fission counters used
Wa5108 x 107 cps/nv for 3 MeV neutrons [33], where cps is counts per second and
nv1s a measure of neutron flux in neutrons/cm?/sec. A calibration of the fission

counters was carried out as described in Section 4.3.4.
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Figure 4.6: Cross section of neutron induced fission of 2387J, Data is from ENDF/ B—VI
[35]. Do

4.3.3 TFission Counter Measurements in UA2

During the final run of UA2 in 1990, fission counters were installed in the U~\2
detector to obtain measured values of the neutron flux. The counters were installéil‘
in two main positions. Figure 4.4 shows these positions. The first position (referre:éil
to as position 1) was just within the outer silicon boards. The location of the counter
was approximately 10 cm radially from the beam axis and 80 cm longitudinally froﬁi
the interaction point. Only one fission counter was installed at this stage, beil}é
situated on the forward side of the UA2 detector. The second position (referred_..itici’,):
as position 2) was on the side of the central calorimeter a distance of approximatg:zi'lyv
90 cm longitudinally from the interaction point, and about 75 cm radially. Two ﬁssmn
counters were installed, one on the forward side and the other on the backward 81de :

The fission counter used in position 1 and on the forward side in position 2 was

referred to as fission counter A. The other counter on the backward side in positio"" 2

was referred to as counter B.

For fission counter A when it was in position 1 the discriminator unit was
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ed in close proximity to the fission counter with only the digital signal going to

‘ti‘glg _iontrol room. In the second position the analog signal was taken to the control

- To calibrate the fission counters a neutron source with known flux output

‘,'-héif’{lsed. The neutron source used was a 233PuBe source located at CERN. Both

ﬁsslon counters were mounted together on a movable platform so that the distance

'béﬁ.\f'een the source and detectors could be varied. The count rate was measured

at ﬁVe different separations; 15, 20, 30, 40 and 50 cm. The flux constant of the

iscattering and absorption. Scattering factors fs were provided [36] to take into

accéount the neutron flux due to scattering of neutrons from walls and other objects

he room. The fs ranged from 1.005 at 20 cm to 1.015 at 50 cm. The flux at a

distance r from the source is given by

. 856 cm™%s7!

72

X fs(r) (4.1)

where 7 is in meters.

o The sensitivity at each distance was calculated by taking the count rate divided
bv the calculated flux. The average of these (excluding the measurement at 15 cm)
Wae ;ca,lculated to give a final sensitivity factor. The measurement at 15 cm was
excluded because, for this small separation, the assumption that the detector was
a}‘_}é‘i]‘}gle location with separation r was not a good approximation. The resulting

Séﬁsjtivities are given in table 4.3.
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Table 4.3: Fission counter sensitivities.

Fission Sensitivity
Counter (cps/nv)
A | (1.24+0.02) x 107
B | (1.4040.03) x 10~

Calculation of the Sensitivity as a Function of Energy

Since the sensitivity varies with neutron energy, the sensitivities Sca calcu-

lated in the above calibration are actually averaged over the neutron spectrum of ,

the 238PuBe source. Figure 4.7 shows the spectrum of neutrons from a PuBe souﬁc’é :

[37]. Neutrons are emitted with energies up to about 11 MeV with a mean energy of ;

4.3 MeV. The effect of the scattered neutrons, which will come back with d1ffelent ’

energies, will not be significant since the scattering corrections are small (< 1. 5%)

The sensitivity s(F) of the fission counters is expected to be proportional to

the neutron induced fission cross section o(E):

s(E) = ko(E) .

The count rate NV is given by

N= / ) s(B)dE = k/ ) o(B)dE .

The calibration sensitivity s, is defined as

N _ k¥R o(B)dE
Secal — ¢ — fdﬁgE}?) dE

The proportionality constant & is therefore given by

Scal

g Sl
(Un,f>cal

“y

(43) :
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where (0,f)ca is the neutron induced fission cross section averaged over the PuBe

'on spectrum,

[ 28 5(B)dE
[¥Dqp

<Un,f>cal =

The quantity (o, ). was found to be 0.577 b by folding the neutron source
spect1 um as shown in figure 4.7 with the cross section as shown in figure 4.6. Table 4.4

st 'fws the expected sensitivity, based on the theoretical sensitivity at 3 MeV (see

__On 4.3.2,) for different energies and for the calibration. These are compared with
t_.hg__.sensmlvities measured above and with earlier measurements at 14 MeV [36]. The
1ii:</3;aisured sensitivities are in good agreement with the theoretical values. The values
of the proportionality constant & are given in table 4.5. It can be seen from this table
tliét‘ the calibration with the PuBe source and the earlier measurements at 14 MeV

are in excellent agreement.

Table 4.4: Comparison of theoretical and measured sensitivities.

E, On.f Sensitivity (10~* cps/nv)
(MeV) | (b) | Theoretical | Counter A | Counter B
3 0.516 1.08 - -
4.3 0.549 1.15 - -
PuBe | 0.577 1.21 1.24 £0.02 | 1.40 % 0.03
14 1.13 2.37 2.4540.20 | 2.85£0.20

. :;_} " Table 4.5: Values for the proportionality constant k (in 10™* cps/nv/b).

Counter A | Counter B

Theoretical 2.09 2.09
PuBe 2.15+0.04 | 2.43 £+ 0.05
14 MeV 2.17+0.18 | 2.52+0.18
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Figure 4.7: Energy distribution of neutrons from a PuBe source. [37]
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435 Results from the Fission Counters

-  Values of scalers connected to the fission counters were written to tape every

¢ minutes. On the end of run records the accumulated count for a run could be

leadout Data was written to tape only during clean beam, so the data does not
mclude counts during a “beam fill” and during beam dumps. A normal running cycle
c031sts of a fill period during which the collider is filled with protons and antiprotons,
dn%i;the beam is accelerated to the required energy. After the beam stabilizes (clean
beam), data taking can commence. Once the beam intensity drops below a useful
levolthe beam is dumped. The cycle is then repeated.

_ Data will on occasions include counts during times when the beam was lost
sjigiclenly or when a radiation trip occured (i.e., the radiation monitors exceed a set
‘ l<vel) These are the most likely reasons for runs with counts that did not correlate
“}ifch the integrated luminosity or other radiation monitoring devices. These radiation
lllil:C:;IlitOI‘S (PAX monitors and three litre chambers) were located outside the detector
‘ u"'e"'«;'u' the beam pipe. For the majority of runs, a good correlation between the fission
| cbiil’xters, the integrated luminosity and the radiation monitors was observed.

Plots of the counts from the fission counters versus integrated luminosity are

Silév»'n in figures 4.8-4.10. Each data point corresponds to a single run.

: | 'To compare measured results with FLUKA calculations the flux per pp interac-
t1on was extracted. This was achieved with a linear fit to the counts versus luminosity
data, forcing the fit to pass through the origin. Points that deviated more than four
sta:ndard deviations from the final fit were excluded from the fit. The resulting slope,
Wl‘;i(fh was in counts per nb~!, was converted to counts per interaction by dividing
b}the number of interactions for an integrated luminosity of 1 nb™!. The number of
i_ijiﬁéractions is given by

Tinel /[.: dt (47)

&xfliel'e Tinet 18 the Pp inelastic cross section which was taken as 38.3 4 2.5 mb [38].
The flux was then obtained by dividing the counts per interaction by the sensitivity

factor scu as given in table 4.3.
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Figure 4.8: Fission Counter A vs Luminosity at Position 1.
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Figure 4.10: Fission Counter B vs Luminosity at Position 2.

’ The count rates obtained from the fission counter and the resulting neutron
ﬂux are given in table 4.6. No significant difference was observed between the fluxes
= fii}l‘ft‘,he forward and backward locations for position 2.

- It should be noted that the fluxes given here assume an energy spectrum that
hthe same as the one in the calibration. This assumption, however, is taken into

ég%é;dunt by correcting the values obtained with FLUKA. (See Section 4.3.6.)

- Table 4.6: Count rates and neutron fluxes as measured by the fission counters.

Position Fission Counts Flux
Counter per nb™* n/cm?/interaction
1 A 644 + 1 0.14 £0.01
2 (Forward) A 1224+0.1 | (2.64£0.2) x 10~8
2 (Backward) B 13.3+£0.1 | (25+£0.2) x 1078
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4.3.6 FLUKA Calculation of Neutron Fluxes in UA2

The source of secondaries from Pp collisions with parameters appropriate i'd;‘.
the SPS collider was generated with the program named DTUJET90 [39). Arounﬂc’l‘»'\v
50,000 secondaries were simulated corresponding to about 850 primary pp intera({; ‘
tions. a

Neutron fluxes were obtained in regions corresponding to the location of the -
fission counters using the standard track-length scoring option of FLUKA. The mean
and error were calculated by doing at least 5 separate runs. Figure 4.11 shows thie. )
neutron energy spectrum obtained in the two positions down to an energy of abouft
10 keV. By plotting Ed¢/dE (i.e. dg/d(InE)) when a logarithmic scale is used thé
area under the graph is representative of the number of neutrons. The neutron ﬂuke$
per beam particle with energy greater than 1.1 MeV (corresponding approximately :
to the energy threshold of fission in the counters) were 1.2 x 1073 n/cm? in position 1 | _
and 5.1 x 107* n/cm? in position 2. '

In a hadronic cascade a large number of secondaries are produced with pro- |
gressively lower energy. Many of the charged particles range out leaving a large
number of low energy neutrons. The peak at 1 MeV as seen in the spectra in ﬁg—
ure 4.11 is typical of neutrons produced in hadronic cascades in calorimeters. Mam :
of the neutrons make their way back into the inner cavity (these are referred to'a:sf :
“albedo” neutrons), and these neutrons may reflect one or more times off the wall_-si .
of the calorimeter. The net result is like a gas of neutrons with almost uniform ﬁu‘<
within the cavity. This uniformity can be seen by the similar neutron spectra in the

low energy region for both positions. The flux of low energy neutrons is smalle;jj;.iﬁ.

position 2 because neutrons passing through position 1 can easily come from ei
the forward or backward side of the detector as there is not much material to obstry

them. For position 2 most of the neutrons passing through the fission counter would -

have been produced in the same side of the detector since the central calorimet
shields the counters in this position.

In the high energy region the neutron flux is much higher in position 1 than
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m position 2. In position 1 the flux (above about 1 GeV) is dominated by neutrons
ploduced directly from the Pp interactions. This contribution varies approximately
V\mhthe inverse of the radial distance squared.

3 In order to compare the FLUKA calculated fluxes with the fluxes obtained
ﬁom the fission counters, it was necessary to take into account that the sensitivity is
a functlon of energy. The expected count rate is given by equation (4.3), where d¢/dF
15 obtamed from FLUKA. Dividing the count rate by s, gives a corrected flux which
caii be compared with the fluxes obtained in Section 4.3.5. Since s = k{0n,f)cal

thlis’:corrected flux can be calculated as

[P o(E)dE
¢corr: <
O'nf

>cal . (48)

rlhe corrected FLUKA fluxes were found to be 1.7 x 1072 n/cm? in position 1 and

G x 107* n/cm? in position 2. This correction has only a small effect in position 2
\nhel-e most of the neutrons are in a similar energy range to the PuBe spectrum. In
posmon 1 the correction is larger due to the higher flux of high energy neutrons which
haea significant contribution due to a larger fission cross section for these energies.
e Proton and charged pion fluxes were also calculated with a lower energy thresh-
'Ao"l:c‘lti of 10 MeV. Their spectra are shown in figure 4.11, and the total fluxes are given
in table 4.7. The pion flux is due predominately to pions produced in the Pp interac-
‘tlons and differ in the two position by approximately 1/r* (i.e., a factor of 50). The
pl'oton flux is also made up partly of protons from the Pp interactions. In position 1
"th’i{‘s contribution accounts for about 30% of the flux (mostly those above 1 GeV),
.t}ln_ie:'rest resulting from showers in the calorimeter. In position 2 the proton flux is
pi‘l‘ed‘ominately from showers in the calorimeter. Above about 100 MeV the proton
aj‘xiél’vneutron fluxes are very similar for both positions. Below this energy the charged

pa:_.rtj,icles tend to range out.
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Figure 4.11: Neutron, proton and charged pion spectra in UA2 at position 1 (neal
outer silicon) and position 2 (side of calorimeter).

Table 4.7: Neutron, proton and pion fluxes in UA2 calculated with FLUKA. Posi—__i
tion 1 is just within the outer SlllCOIl layer. Position 2 is on the side of the cent1 al"
calorimeter. Fluxes are per cm? per beam interaction. i

Position | Neutron (> 1.1 MeV) | Proton Pion

1 1.2 x 1073 24x107%|3.0x103
2 5.1 x 10~* 83x107%1(6.1x107°
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T ablé‘ 4.8: Comparison of neutron fluxes calculated with FLUKA with those measured
Ky the fission counters in UA2. Fluxes are in units of 102 n/cm? per Tp interaction.

Position FLUKA Measured
E, > 1.1 MeV | Corrected
1 1.2 1.7 140
2 0.51 0.56 2.5

437 Comparison of FLUKA Calculation with Measurements from the

Fission Counters

. Table 4.8 shows the comparison between the fluxes measured with the fission
cdiiinters and those calculated using FLUKA. In both positions the calculated values
ale much less than those measured, with better agreement in position 2. Possible

~ reasons for the discrepancies include:

e The calculated values only take into account the neutrons produced as a result
of hadronic showers initiated by particles from the Pp interactions. Neutrons
will also be produced as a consequence of beam losses. The beam is not perfectly
collimated and particles in the beam halo can interact in the beam pipe, mag-
o nets and shielding around the beam pipe, and the calorimeter to produce other
2 neutrons. Although it is likely that the beam halo will vary for different lumi-
nosities, the correlation plots show the counts versus the integrated luminosity

. . for a run and so it is expected that these variations would average out. It is
therefore expected that the contribution from beam losses will be proportional

:' to the integrated luminosity for a run. The disagreement between measured and
calculated fluxes in position 2 is less, probably due to this position being further

B from the beam pipe and because the end caps may have shielded a number of

these neutrons.

‘o The fission counters will also be sensitive to other particles. For example pro-

- ton, pion and photon induced fission are all possible. The sensitivity to these
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other particles is not known. However, using fission cross section data, an es-

timate of their contribution can be determined. As estimated in Section 438 :
below, the FLUKA calculated flux, taking into account the pion contribution, _
is 0.016 n/cm?/int. in position 1 and 8.4 x 107* n/cm?/int. in position 2. These -'
are in much better agreement with the measured values, however, the discrel'lvj';‘. :
ancy is still large with the measured value being higher than the FLUKA valﬁé’_

by factors of 9 and 3 in positions 1 and 2 respectively. The charged particlé‘?i-
themselves will produce ionization in the fission counter, but these pulses will be
below those from the alphas which are doubly charged. Only fission fragmen‘q%; '

that are multiply charged will produce a signal.

4.3.8 Contribution of Other Particles to the Fission Counter Measur,éj‘—"'«i’f

ments

Since the fission counters will be sensitive to particles other than neutrons,
an estimation of their contribution is helpful. The charged pions and protons havé:
energies in the range 10 MeV to 10 GeV with pions in position 1 peaking at around
1 GeV (see figure 4.11). The proton induced fission cross section in U is generally:
less than 1.6 b for high energy protons (see for example Refs. [40, 41]). Hicks et a,if.;
[42] obtain cross sections for 7~ roughly decreasing with energy from about 3.0 b at
60 MeV to 2.4 b at 100 MeV. For 7T the cross sections are around 2.0 b in thir‘:si
energy range. Khan et al. [43] obtain cross sections of 2.890 & 0.054 b for 7~ at
80 MeV and 2.260 + 0.048 b for 7+ at 100 MeV. The pion cross section (0 y=2.6 b)
has been taken as the average of these last two values and has been used to estlmate -
the contribution of pions to the measured flux from the fission counters. The protou
contribution has been ignored because of its much smaller flux (see table 4.7) and
the smaller fission cross section than that for pions. The pion contribution @z corr has h

been calculated by

O
¢7r,co1"r = ¢7r__7f_ . (49) :
(Un,f>cal L

Table 4.9 summarizes the results.
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Table 4.9: Comparison of fluxes measured by the fission counters in UA2 with those
’ca'l"‘culated with FLUKA. The contribution of pions is included. Fluxes have been
corrected to take into account the varying sensitivity with energy. Fluxes are in units
of10™% cm™2 per Pp interaction.

Position | FLUKA Corrected Fluxes | Measured
Neutron | Pion Total

1 1.7 14 16 140
0.56 0.28 0.84 2.5

439 Discussion of UA2 Comparison

The comparison between the measured and calculated neutron fluxes were
i'iivﬁ;'oilclusive due to the possible contribution of beam losses to the measured flux
\&;hiich were not included in the simulation. The sensitivity of the fission counters to
» _/‘tpiba_a"'ticles other than neutrons also made the comparison difficult. In position 2 where
| these contributions are expected to have less effect the comparison was better with the
= 1§iéasured value being 4.5 times greater than calculated, compared with a discrepancy
. of a factor 80 in position 1. Including an estimate of the pion contribution gave better
aggifeelnent, with the measured values being greater by a factor 3 in position 2 and a
{actor 9 in position 1.

- These large discrepancies highlight the importance of eliminating the contri-
lﬁgtibn of beam losses in the LHC. Their contribution in the LHC is considered not
t;):;-‘b‘e significant at full luminosity due to the planned use of very efficient collimation.
A13a1't from requiring this to reduce radiation levels in the detector, this collimation is
rlgiééessary to prevent quenching in the super conducting magnets used for the beam.
' ; Another important observation in the UA2 measurements was that the major-
1fyof the counts from the fission counters came from periods during fill, beam dump,
and sudden beam losses. The data shown in figures 4.8-4.10 were only taken during
clean beam. The improved collimation in the LHC is anticipated to reduce to an

insignificant level contributions such as these.
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4.4 BEDLAM Experiment

A lead/liquid argon calorimeter is being developed for the ATLAS detectdiy".f;f
When exposed to low energy neutrons (from thermal energies up to around 1 MeV‘)
41Ar is produced in the liquid argon. This isotope is radioactive and decays via beta f»
and gamma emission, the photon having an energy of 1.29 MeV. The half-life of “Ar
is 1.8 hours and if the activity is too high then, for safety reasons, the calorimeteij :
may be required to have double containment in case of leakage in the first contain‘ei; |
Also, this activity will contribute to the noise of the calorimeter. \T

To calculate the activity of ' Ar the program FLUKA has been used to detel— ,
mine the neutron flux and hence the rate of induced activity. :

Bench mark experiments such as those described in Section 4.2 have give{i
confidence in FLUKA’s predictions down to about 0.8 MeV. To test the predicti\ré‘_ A
capabilities of FLUKA for neutrons down to thermal energies an experiment (BED— .
LAM, BEam Dump in Liquid Argon Measurement) was carried out in which a leag;i :
slab structure in a container of liquid argon was irradiated in a 205 GeV/c hadrof_\l .:
beam. The resulting activity was compared with the activity predicted by FLUKA. |
Neutron activation detectors were also included in the slab structure to test how wel_i_f

the thermal neutron flux (below 0.4 eV) was being calculated by FLUKA.

4.4.1 Description of the Experiment

The experiment was carried out in the H6 line in the North Hall EXperimenﬁdi
Area EHN1 of the CERN SPS. Figure 4.12 shows the setup for the experime:il't;f?f )

Concrete shielding was used extensively around the experimental setup to minimize

radiation levels outside the beam area.

The “calorimeter” consisted of six slabs of lead measuring 50 X 50 X 2.5 cn
The slots between the slabs measured 0.8 cm deep. Seven aluminium plates of th1c
ness 0.1 cm where placed in the slots as supports for activation detectors and dosim
ters. The plates were numbered 1 to 7 with plate 1 upstream. :

The calorimeter was placed in a steel container referred to as the inner con:
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Fi.gure 4.12: Diagram of experimental setup. Aluminium plates were placed in the
slots numbered 1-7 as indicated.
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tainer. The inner container was designed to provide a reference volume in which to
determine the “*Ar activity. This container had dimensions 60 x 60 X 26 cm?. A
steel lid was placed on top of this with a 1 cm thick sheet of expanded polystyrexig
in between to act as a seal. The lid was secured down with four clamps. -
Pipes were attached to the inner container to allow filling and extraction of
the liquid argon. |
It was necessary to ensure minimal loss of liquid argon in the inner containe:x"
due to evaporation since this would change the volume of liquid argon during 111c1~
diation and hence introduce uncertainties in determining the activity of *'Ar. fo :
achieve this, the inner container was placed in a large insulated container, referreaf,
to as the outer container, which was also filled with liquid argon. Any liquid argoii ;
which evaporated from the outer container could then be replaced, maintaining th@ :
surface level above the top of the inner container, without altering the concentration -
of activity in the reference volume. During the irradiation the evaporation in ﬂliﬁ' .
outer container was low and topping up was not required. The outer container had -
inner dimensions of about one cubic meter. It consisted of a steel frame with an imieit :
lining of steel about 1 cm in thickness. The walls contained expanded polystyrene'o%‘fj
thickness 8.2 cm, the whole being contained in a wooden box 2.3 cm thick. K :
An iron block 160 cm long by 80x80 cm? was placed 5 cm behind the out"'e"r
container in line with the beam in order to increase the fluence of low-energy neutroné ‘

and to simulate the ATLAS calorimeter.

4.4.2 Description of the Irradiation

The calorimeter assembly was irradiated with a 205 GeV/c hadron beam WhiCh‘

consisted of two thirds protons and one third pions and which had a lateral width of :

approximately 2 cm FWHM. The irradiation lasted approximately 12.5 hours. Th '
beam intensity was very stable except for a stop of 1.5 hours about 4 hours after the
start of irradiation. The intensity of the beam averaged over the nominal irradiativ(')yﬁ

time of 12.5 hours was 2.5 x 107 beam particles per second.
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The irradiation time profile was monitored by three different methods. A
1lel plate ionization chamber was placed directly in the beam, and two other

ation monitors were located outside the concrete shielding. One of these was a

utron counter whose output is shown in figure 4.13.
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.» - Figure 4.13: Irradiation time profile obtained using a neutron monitor.

' | Corrections were made for the effect of the non-uniform irradiation in the de-
téf;minations of induced radioactivity. This was done by calculating Run Uniformity
factors which, when multiplied by the production rate calculated assuming uniform
ili{tleilsity over a nominal beam time, gives the corrected production rate. (See Ap-
15éildiX B.) The Run Uniformity factors calculated using the data from the three
11i:(§_'il1'itors were found to be consistent, and the values used are shown in table 4.10.
. _ The beam intensity was obtained by measuring the activity of **Na induced in
a 0.5 mm thick sheet of aluminium that was placed directly in the beam 2 m upstream
of the calorimeter. This made use of the reaction >"Al (h,x) ?*Na which has a cross
séeé?ti011 of 0 = 8.1+ 0.6 mb for a hadron momentum of 205 GeV/c [44]. The average
b_»e{;un intensity is given by
R Gsat A

Ia.ve - . 4.10
tNAO' ( )
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Table 4.10: Run Uniformity factors.

Isotope | Half-Life Run ;Jar:tfg;mlty

TAY 1.83 hr 0.93

64Cu 12.7 hr 1.00
1émly | 54.2 min 0.90
115mTp 4.49 hr 0.98

198 Ay | 2.70 days 1.00

24Na, 15 hr 1.00

where a4 is the saturation activity (calculated as described in Section 4.4.5), A is
the atomic mass of 27Al, ¢ is the thickness of the aluminium sheet in g/cm?, and N,\
is Avagadro’s number. |
The beam intensity was calculated to be (2.5 £ 0.2) x 107 beam particles per -
second. The error is dominated by the cross section uncertainty. This value has beeiiv
used is subsequent calculations of production rates. ‘
A second method for finding the beam intensity used data from the parallél‘
plate ionization chamber. The ionization chamber consisted of five parallel plate_s»
spaced 16 mm apart with an aperture of 185 mm in diameter. The centre plate is
the collector and the ones either side are at a potential of around 250-300 V. The
beam passes through 32 mm of air at atmospheric pressure in the sensitive part of thé i
detector. The mean ambient conditions at CERN are 725 mmHg and 20°C, henc%ﬁ

the effective thickness of air is

T = 0.001293(g/cm®) x 725/760 x 3.2(cm) = 3.95(mg/cm?) . (4.11)

Taking the mean stopping power as ¢ = 2.3 MeV g~lem?, and the mean enefg
required to create an ion-electron pair as w = 34.2 eV, the charge per beam part_ié ;

(i.e., the current per unit beam intensity) is given by

)T = (—eTe)/w = 4.25 x 10°1C (4.12)
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e is the electron charge. The average current was measured to be 1.02x 10~° A,
Iting in an average beam intensity of 2.4 x 107 beam particles per second. This

§inte lose agreement with the intensity measured using the activation method.

443 Filling and Extraction of the Liquid Argon

‘_ Liquid argon was transferred from filling tanks into the outer and inner con-
é ensuring that both containers were filled to capacity. Beam was started shortly
aftm ﬁlhng was complete. A rod with a piece of expanded polystyrene attached to
t:h_gend was used to indicate the level of the liquid in the outer container, which was
c}:h’iéjcked periodically during irradiation.

T At the end of the irradiation some liquid was transferred from the outer con-
f’éiﬁler into a holding dewar by the use of a cryogenic pump. After the level of the
;ﬁ gon was reduced to below the level of the lid of the inner container, liquid argon
exuactlon from the inner container commenced. This was done to reduce the chance
(.?_.f _:h'quld from outside the inner container seeping into the container and diluting
5 the activated argon concentration. About 30 litres of liquid argon from the inner

-+ container was transferred to a 50 litre dewar for subsequent measurement.

444 Efficiency for Argon Activity Measurements

A GeLi detector was used to assay the argon. To determine the efficiency for
ﬁ;gé,suring the argon activity in the gamma spectrometer assembly, a salt containing
" Lu was dissolved in water with an activity of around 50 Bq/l. This was placed in
two dewars of 2 litre capacity. The dewars were placed around the GeLi detector in
the gamma spectrometer assembly. The gamma spectrum of *2Eu has several peaks
f(:_)lr,;.‘;_WhICh the efficiency was determined and so an efficiency curve was fitted. For

1.29 MeV (from #!Ar) the interpolated efficiency for water was (0.059+0.005)%. The

iency is defined as the counts per second divided by the activity.
Since the efficiency was measured using water, this must be corrected to the

éifﬁﬁiency in liquid argon. This was done by performing a Monte Carlo using the
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photon attenuation lengths for argon and water. The photon attenuation lengths fO;p
1.29 MeV photons were calculated from photon total cross sections obtained froiij vf;
Ref. [45]. The geometry for the calculation is shown in figure 4.14. The dewar wasa 8
cylinder with a diameter of 10 cm and a height of 25.5 cm corresponding to a 2 Iit{é .'
volume. The detector was assumed to be a point located 5 cm above the base of the f
dewar and 8 cm from the axis of the dewar (point D in the figure). The procedufé :

was then as follows:

1. Obtain a random position P in the dewar as the source position.

2. Calculate the distance to the wall of the cylinder, ¢, along a line joining th@

source and the detector (t = WP).
3. Calculate the distance between the source and the detector, R=DP.

4. Calculate the weight of the event as

e—t/A

. R?

W =

where ) is the photon mass attenuation length as given below.
5. Accumulate this weight: Wi « Wiy + W.
6. Repeat this procedure Neyens times.

7. Calculate the efficiency as € = Wiot/Nevent -

This procedure was done for Ag,o = 15.9 £ 0.5 cm and Axr = 142+ 04 cm -
obtaining efficiencies for water and argon respectively. The ratio of the efﬁciency":-iii
argon over the efficiency in water was found to be 0.97 £ 0.01. e

Another correction that was made was the effect of using a different volux

of liquid in the calibration from what was used in the argon activity measureme;
The initial volume in each dewar for the argon measurements was estimated to»:

2.15 | rather than 2 | as used in the calibration. To calculate this effect the abQ\?!fé
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E-f‘éure 4.14: Layout of dewars in gamma spectrometer assembly. For the calculat_ign
of corrections to the efficiency the detector was assumed to be at point D, R = DP,

and t = WP.
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Monte Carlo was performed with a height of 27.4 cm for the dewar, correspondi_né
to a volume of 2.15 1. The ratio of the efficiency for 2.15 1 over the efficiency for 21
was found to be 0.94. This is approximately equal to the inverse of the ratio of the
two volumes (equal to 0.93). This is because most of measured activity comes fron;i :
regions in the dewar close to the detector. The variations in the height will affect the
volume (and hence the total activity), but they will have little effect on the counvti;-
received. The error on this correction will be dominated by uncertainties in the 1n1t141 :
volume estimated to be around 2%. The error was not included here as an overail '
estimate for the volume error was included when calculating the activity as describe;l ’_
in Section 4.4.6. i

After these corrections the efficiency for 1.29 MeV photons in argon w1tha

dewar filled with 2.15 1 was (0.054 = 0.005)%.

4.4.5 Calculation of Activity and Production Rates

The average activity in a counting time t. is given by

_ N, 1
a=-—
t. €

e a-d)b wig
where N, is the counts in time ¢, in a particular peak corresponding to some gamnia%. =
ray energy, € is the efficiency for that gamma-ray energy, d is the fractional dead timé}{,
b is the branching ratio or decay probability for that gamma-ray energy. In the caso _i
of measurements with the liquid argon, the activity was also divided by the volunifé :
to give the activity per litre. £

To calculate the instantaneous activity at the beginning of counting, the av :

age activity must be multiplied by

o= .
count 1 — eXp(_)\tC)

where ) is the decay constant. To calculate the activity at the nominal end of irr
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dlatlon, the activity at the beginning of counting must be multiplied by
flapse = eXP(/\tl) (415)

\x] igtl is time lapsed between the nominal end of irradiation and the beginning of

Cb@ﬁ_‘ting. To calculate the saturation activity a,,; the activity at the end of irradiation

1‘11’11’ t be multiplied by
1

1 — exp(—=Xt;) (4.16)

fz'rrad =

Wh’p‘i‘é t; is the nominal length of the irradiation. The saturation activity is therefore
gikﬁé:’n by
: Qsat = firmd . flapse ' fcount ‘a . (417)

The production rate (per mole of parent isotope per beam particle) is given by

U = Gsat A frRU (4.18)

Lowemz
V\hexe A is the atomic mass, Z,,. is the average beam intensity over the nominal
"_i%'l'.j;iéliation time, m is the mass of the sample, z is the relative abundance of the
1sotope being irradiated, and fry is the Run Uniformity factor. For the case of the
algon sample the mass of the sample was given as the mass of one litre of argon, i.e.,

140 kg.

446 Measurement of Argon Activity

= Some of the liquid argon from the 50 litre dewar was transferred to two dewars,
eé&i of 2 litre nominal capacity. These were placed around a GeLi detector and a
gé_,iﬁma spectrum was collected. The dewars were of the same type and placed in the
s_(an‘ie positions as those used in the efficiency determination. Figure 4.15 shows one
ovf'llf,he spectra collected. **Ar decays via beta emission followed by gamma emission
vuLh a 1.8 hour half-life. The decay results in a 1.29 MeV gamma ray with absolute
eliiission probability per decay of 99.2%. There is also a 1.68 MeV gamma ray with
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a branching ratio of 0.05% but this was not measurable. The “1Ar peak is veu 3
prominent. The energies of other peaks have been shown with the isotopes giving rise. v
to these peaks. Section 4.4.7 discusses the isotopes identified and their productioilv
rates.

Four measurements were taken. Table 4.11 summarizes the results from thesé'
measurements. The volume, assumed to be 2.15 1, was used to calculate the activit&
per litre. The error on the activity was dominated by the uncertainty in the voluﬂé?a .‘
of the liquid and the 8% error on the efficiency. The error on the volume was globall}};:-
estimated as being 4%. This was based on a 2% uncertainty in the initial volume and
on the loss of liquid argon in 20 minutes measured to be about 3%. The sta,tisti(éé}l

“errors from counting were less than 0.3% for the first three measurements and Was
4.4% for the fourth measurement. 5

The mean from the first three measurements of the activity at the end of |
irradiation was (9.5 £ 0.9) x 10° Bqg/l. The variation of the three measurements
gives rise to a standard deviation of 2%. This is expected to be mainly due to the
positioning of the dewar and volume variations. The latter is not expected to have
a large effect for reasons discussed in Section 4.4.8. The average production rate ,pevi' :
mole of “°Ar per beam particle was (1.02 & 0.12) x 1073, The error on this includes -
the errors as described above as well as the 7.5% error on the beam intensity. f

Only the first three measurements were used because of the larger error in th‘é_i

fourth measurement and because the decrease in volume was significant in the fourtl};'.

measurement which had a long counting time. The effects on the activity due to

evaporation of argon during the measurement are described in Section 4.4.8.

4.4.7 Production Rates of Isotopes Identified in the Argon Sample

The gamma, spectra of the argon samples (one of which is shown in figure 4
revealed peaks from a number of isotopes. The isotopes identified were 2*Na, **
383 38()] and 3°Cl. The isotope 38S decays to *Cl and so both isotopes are labe

for peaks resulting from the ®Cl decay. These isotopes are likely to be spalla
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Table 4.11: Argon Measurements.

Sample | Count | Percentage . Activity at End
. Activity o
Measurement | Age Time Dead (Ba/1) of Irradiation
(hrs) | (min) | Time d (Bq/1)
1 2.2 6.3 28% 4.17 x 10° 9.60 x 10°
2 5.1 22.5 9.5% 1.37 x 10° 9.54 x 10°
3 7.5 19.4 4.1% 5.31 x 10* 9.28 x 10°
4 24.7 119 0.1% 71.4 8.31 x 10°

products from the argon. Two peaks at 1.733 and 2.245 MeV were not identiﬁedi;
The production rates of the identified isotopes are given in table 4.12. These wefe
calculated in the same manner as for *'Ar, using only the first three measurement:s_[,
The efficiency curve as determined in Section 4.4.4 was used. The correction factors
(see Section 4.4.4) which were calculated for 1.29 MeV gamma rays were used f01
all energies. The peaks from the source used in the efficiency determination cover'ed_x
the energy range 100-1400 keV. A number of the peaks in the argon spectrum Wel‘v"et :
above this energy range and so extrapolation of the efficiency curve was necessal’iy;v
The resulting production rates should therefore be treated with caution. ‘
The production of 38Cl is complicated by the fact that apart from direct prd— ‘ |
duction it is produced by the decay of **S. The production rate was estimated from |
only the first measurement. For the other isotopes the first three measurements g‘ay‘:ygé )
consistent results. For the fourth measurement, however, results for **Na and 2E‘I\/Ig
(peaks for the other isotopes were no longer measurable) were about half of Whkaa;vt : '
they were expected to be based on the first three measurements. This is thop'ifg"htk .
to be due to these isotopes, which are lighter than the surrounding argon, IIlO\lQ)

toward the top of the 50 litre dewar. The cryogenic pump used to transfer liqui‘c‘ ; )

the 2 litre dewars took liquid from the bottom of the dewar where the concentration .
of the isotopes may have decreased over time.
During the operation of ATLAS the activities of these isotopes will reach"'

uration and so will equal the production rates. Because of the similarities between
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] aterials used in this experiment and the calorimeter proposed for ATLAS, the

j 0(1ﬁction rates here are a good indication of the relative activities of these isotopes

poct‘ed in ATLAS. The “'Ar activity clearly dominates. The 3°Cl and 3¥Cl activities
: comparable and their contribution will result in a total activity that is roughly
ble that of the *'Ar activity alone. Their shorter half-lives, however, will mean
' 'contrlbumon will be small a few hours after beam stops. The other isotopes
sroduction rates two to three orders of magnitude lower and therefore do not

i esent a problem.

’lable 4.12: Production rates of isotopes identified in the argon sample. Production
yatyés*are per mole per beam particle.

Isotope | Half-Life | Production Rate

Ay 1.83 hr 1.02 x 1073
39C1 | 55.6 min 3.7x 107
38C1 | 37.2 min 3.4 x 1074

38g 2.84 hr 1.0 x 1073
24Na 15 hr 9.6 x 1078
Mg | 20.9 hr 3.1x 1078

4.4.8 Effect of Evaporation of Liquid Argon During Assay

" Since liquid argon is evaporating during the assay, the volume is decreasing and

hen(e there is an additional decrease in the activity. The geometry is also changing
dIldWlH affect the efficiency. These two effects tend to cancel out as the efficiency is
"»c)i),proximately proportional to the inverse of the volume. In order to get a quantitative
ééf;iil‘late of this effect the volume variation as a function of time was required.

o A measurement of the volume variation with time was made during the fourth
ﬁieasurement. Since the level of the liquid argon in the two dewars inside the gamma
{ébéctmmeter assembly could not be monitored during the assay, a third dewar was
lept outside. All dewars were initially filled to about the same level. The volume of

The ‘third dewar was monitored throughout the measurement, resulting in the time




120 Chapter 4. Comparisons between FLUKA and Experimeﬁt

variation of volume as shown in figure 4.16. At the end of the measurement all dewa:ijs

were observed to have lost about the same amount of liquid.
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Figure 4.16: Variation of argon volume during assay as a function of time. Dash_ea :
line is the parameterization as given in equation (4.19). g

The volume variation was parameterized with the following polynomial:

V(t) = 2.15 — (3.28 x 1073)t + (9.97 x 107°)¢ (4.19)
where ¢ is the time from the start of measurement in minutes and V'(t) is the volume '
in litres at that time. ,

The efficiency for different volumes was determined as described in Sec-
tion 4.4.4. Table 4.13 shows the effect of this volume variation on the instantangeroiﬁsﬁv ,

activity at different times during the irradiation. It can be seen that the correc ion

factor is close to unity.
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Table 4.13: Effect of changing volume on instantaneous activity.

121

e Time Volume V(t) _eff(0) Correction Factor
min) | Gie) | V=) | T fv - fop
2.15 1.0 1.0 1.00
2.09 0.972 0.973 1.00
2.00 0.930 0.938 1.01
1.94 0.902 0.912 1.01
1.90 0.884 0.897 1.02

L49 Activation Detectors

I?i\vI‘cs;l‘—lQThermal Reactions

- In order to check the position of the beam centre on the calorimeter structure,

t he ‘4N a activity was measured in disks that were punched out of two of the aluminium
The

: waetector support plates.

Plates in slots 3 and 5 were used for this purpose.

'(.11 angement of the aluminium disks is shown in figure 4.17. On each plate 21 disks

v‘ _vql‘l,e‘ctlons. left, right, top and down. These were at radii of 20, 50, 100, 150 and
QOO._mm with diameters of 14, 18, 24, 26 and 34 mm respectively.

o ere obtamed one in the middle with a diameter of 14 mm and five in each of the

- In addition the *5™In activity induced in indium foils was measured. Details

’(rf Lhese foils are given below. Both this reaction and the aluminium reaction gave

a (ross check with previous experiments such as the ones reviewed in Section 4.2.

__:__able 4.14 gives further information for these reactions.

Table 4.14: Aluminium and indium reactions.

"\ Detector Reaction Half-Life Measurgment Energy
‘ Technique Range
' Aluminium | 27Al (n,o) #Na 15 hr Nal 6-25 MeV
- Indium | In(n,n') "5™In | 4.49 hr GeLi 0.8-15 MeV
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Thermal Reactions

To measure the flux of thermal neutrons, foils of gold, indium, and copper Wele
placed on slot 5. These all have a high cross section for thermal neutrons. Table 415
gives a summary of these detectors. The thermal cross section given is the 01039
section for neutrons having a velocity of 2200 m.s™*. The thicknesses of the foils a's
given in table 4.15 are thin enough so that the foils themselves do not perturb the
surrounding flux. Data for argon is shown in this table for comparison. |

Half the foils were placed in a sandwich of cadmium. Cadmium has an bejx—'
tremely high cross section for neutrons below 0.5 eV, the cadmium cut-off. Figure 418
shows the cadmium cross section. The foils with cadmium were placed on the 1(it :
side of the plate (with beam into the page) and those without cadmium on the r1ght
side, the intention being that both sides receive the same flux. By taking the dlﬁ'el—‘
ence of the activity one obtams the activity due to neutrons with an energy below the '
cadmium cut-off. The arrangement of the detectors is shown in figure 4.17. Detectors
were placed at radii of 5, 10, 15, and 20 cm from the nominal beam centre. The gol&
and indium foils were both 16 mm in diameter while the copper foils were 36 mm "i1_1
diameter. The cadmium cover consisted of two disks each of 1 mm thickness. The
foil was placed between the two cadmium disks which were 2 mm greater in diameter

than the foils that they surrounded.

Table 4.15: Activation detectors used for thermal neutron measurements. Argon is
also included for comparison. s

Thickness Thermal
Detector Reaction (um) Cross Half-Life
# Section
Gold | ¥"Au(n,y)%®Au 61 98.8b | 2.70 days
Indium | *In (n,y) *%™In 106 157 b 54.2 min
Copper | %Cu(n,y)%Cu 112 45b 12.7 hr
Argon | *PAr(n,y)*Ar - 0.66 b 1.83 hr
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4.4.10 Measurement of Activation Detectors

After the irradiation the indium, gold, and copper foils were removed f101n
slot 5. Gamma spectra were collected for each foil using a GeLi type detector. The
efficiency curve used for these measurements had a 5% uncertainty. ‘ :

The production rate of the relevant isotope was determined for each of the '; h
indium, gold, and copper foils. The results plotted as a function of radius (using the
corrected beam centre which was calculated as described in Section 4.4.11 below) are -
shown in figures 4.19-4.21. Data points on the figures for gold and copper COI‘I‘GSpQI}ti '
to individual measurements and so where more than one data point is shown foyrff‘é'
given radius this corresponds to a repeated measurement. In general those measul}ég :
ments that were repeated agreed well. Error bars (due only to the statistics of b/th“e vvf."
counts) are shown where they are larger than the symbols used. Curves shown. on
these plots are exponentials fitted to the data. g

The aluminium disks punched out from slots 3 and 5 were assayed with a Nal .’:
crystal. The production rates of 2*Na from 27Al as a function of corrected radi%us |
are shown in figure 4.22. The production rates of **"In from the indium foils alE‘
shown in figure 4.23. These plots show the comparison with FLUKA calculation‘s“ as

described in Section 4.4.18.

Indium Foils

Only one measurement was made for each of the indium foils on the ﬁlSt
day after irradiation (except for one foil which was not recovered). Two foils We1e :

remeasured the following day but there were no measurable amounts of 16™In due to

its 54 min half-life. The 6™[n decays via = decay 100% of the time with subseq

emission of gamma rays at several energies. Three of the main peaks were use

obtain the activity. The peaks used were 1.294 MeV, 1.097 MeV and 0.416 MeV

emission probabilities per decay of 84.4%, 56.2% and 29.2% respectively.
Data from the three main peaks have been plotted in figure 4.20. The original -

efficiency curve resulted in systematic differences between the results from the
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Pligtire 4.19: Measured production rate of 198 Ay from %7Au. Curves shown are an
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Figuie 4.20: Measured production rate of 116™In from 15In. Three peaks were mea-
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exponential fit to the data. Horizontal error bars show width of samples.
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peaks. These efficiencies were modified so that the points were consistent. This was
achieved as follows. The original efficiencies are denoted ¢;, where ¢ = 1,2,3‘,f§1'
the three peaks at energies of 1.295, 1.097, and 0.416 MeV respectively. Correctibwi:l
factors fi; were found for each sample j, such that fi;¥;; = ¥;, where ¥;; is the
production rate calculated for peak ¢, sample j, and ¥; = %Z;?’:l U,; is the aver.ag’é
of three production rates for that sample. The average of these factors was found for B
each peak: f; = T3, fi;. New efficiencies ¢; = fte; were then calculated. The

productions rates were then recalculated using these new efficiencies. The values of f7

were found to be 1.004, 0.956, and 1.045. The variations observed here are consi

with the 5% error on the original efficiency curve.

In the indium foils, the isotope *™In is also produced. '**In decay
isomeric transition resulting in a 0.336 MeV photon with emission probability per -

decay of 45.8%. The half-life is 4.49 hours.
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Flgule 4.22: Comparison of radial distribution obtained from FLUKA calculation
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width of samples.




128 Chapter 4. Comparisons between FLUKA and Experiment

/o‘)\ 1 T T T T Tt &1 T 1 01 T 1 T 1 T T 1 T T 71T | LI | T 1 11 T

:§ _ 4

=

£. Slot 5

& :@:_O__

§ 10_1 o Measured

5 . =Y e FLUKA ]

a C - 7
L ‘.. §

s .':.4:“ ——

(=% - N

& 0

2 ¢ =Bo— -

[+

S -2 ‘e

L ~_

g C ]

= - .

o - =

& L ]

| I | [ | S5 I | | | | l 11 1t | 1 10t I G D | | I | | I | | 1011 | i

0 2.5 5 7.5 10 12.5 15 17.5 20 22.5
Radius (cm)

Figure 4.23: Comparison of radial distribution obtained from FLUKA calculation and
measured data of production rate of 1'*®In from In. Horizontal error bars show .
width of samples. .

Gold Foils

The 19 Au decays 100% via B~ decay with subsequent gamma rays of eneii"gy
0.411 MeV (95.6%), 0.676 MeV (0.80%), and 1.09 MeV (0.16%). The half—lif(é‘.;isvi ‘
2.7 days. Only data from the 0.411 MeV peak was used. Five of the eight foils were .

measured twice and the results were consistent.

Copper Foils

The %4Cu decays via -, Bt and electron capture with a half-life of 12.7 houls
The branching ratio of 8+ is 18.1%. The annihilation of the positron results in:t

0.511 MeV gamma rays. A 36.2% gamma emission per decay was used.
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Alumlmum Disks
The **Na decays via 8~ and gamma emission with a 15 hour half-life. The

;iliotéhs have energies of 1.369 MeV and 2.754 MeV (100%). The isotope was assayed

Nal crystal by measuring the counts in a window around the 2.754 MeV peak.

4411 Determination of the Beam Position

v‘f‘:then plotting data from the aluminium disks from slots 3 and 5, if the beam
1\ asxumed to be centred on the plate then the production rates are found not to lie
ondsmooth curve. That is, the production rates from disks at the same nominal
xa,dijﬁ.é were found not to be the same.
| The actual beam centre was calculated by fitting the sum of two exponentials
to the data allowing the function parameters and the beam coordinates to vary.
MIN UIT [15] was used to perform the minimization of the x*. The procedure was
‘fi‘fép'éatéd for both slots. The resulting beam coordinates (with beam into the page)
Wele (—0.6 cm,0.2 ¢cm). Although it is possible for the beam centre to be different
Afér"the two slots due to the calorimeter not being exactly normal to the beam, the
'ci'i‘ﬂ'evrence between the beam centres calculated for the two slots was not significant
enough to necessitate using different beam coordinates.

- Using this new beam centre the resulting radial variation of the production
réa‘t’e“ of **Na in aluminium is seen in figure 4.22. The corrected beam centre was
. 1,{fsv‘ed‘j11 the FLUKA simulations and also for determining the radial positions of the

detectors.

4.4.12 FLUKA Simulations of BEDLAM

~ The following sections give details of the FLUKA simulations and comparisons

with the measured data.
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4.4.13 Description of the Geometry used for FLUKA

The geometry used in the FLUKA simulation is shown in figures 4.24 and 4. 2‘5. v
Materials used are indicated. For those regions in contact with the liquid argon ;tﬁé
87 K materials were used. (These take into account the reduced doppler broaden‘ii;g ,
at lower temperatures.) The composition for the non standard materials such as
wood, expanded polystyrene and concrete are stated below. . | :

Wood is not a very well defined material. It was assumed to have a density of
0.8 g/cm® and a composition of 88% cellulose (CgH;oOs) and 12% water by Volumé. N
The resulting composition was H 51.1%, C 23.2%, and O 25.6%. For the expanded
polystyrene a density of 0.015 g/cm?® and a ratio of H/C = 1.0 were used. For
concrete the density was 2.35 g/cm?® and the composition was O 51.1%, Si 35.8%, .
Ca 8.6%, Al 2.0%, Fe 1.2%, H 0.6%, C 0.4%, and Na 0.3% by weight. Studies of the
effects of different wood densities and the inclusion of 4% Sb in the lead are giveﬁ 111

Section 4.4.21.

4.4.14 Run Conditions

A user source routine was written which generated 205 GeV/c protons and
pions. Protons were generated on average 2/3 of the time and pions 1/3 of the tixxie. ‘
The radial profile of the beam was assumed to be Gaussian with standard deviation iof "
1.2 and 0.9 cm in the horizontal and vertical directions respectively. These correspond
to measurements made in a previous experiment carried out under similar conditi"ons
[29]. For the main simulation 1200 beam particles were transported. For other épx;—

figurations the number of beam particles transported were 300 for simulations Wlth ’

different wood densities and 600 for a simulation with 4% Sb in lead.
Electrons, photons, muons, neutrinos and w%-mesons were immediatel
carded. These have an insignificant contribution to the quantities measured here.
Protons and pions were transported down to 20 MeV. Neutrons were transp‘cirftled"‘
down to the thermal group. Neutrons in the thermal group were set a 95% sur:\'if al

probability. (An explanation of the survival probability is given in Section 4.1
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other particles were transported down to 50 MeV.

4.4.15 Description of Scoring

To determine the production rate of 41 Ar in the reference volume, track—length:s.v
were scored using FLUKA'’s track-length detector option. The flux is given by ;t.h_e
total track-length divided by the regions volume. This was done in the region of liqui_d |
argon in the inner container. A spectrum of neutron flux with energy was obtained.
Five runs were done to allow a mean and error to be calculated for each point. The
resulting spectrum is shown in figure 4.26. For each bin 7 a flux ¢; is obtained between
the lower and upper energy limits Ey,; and Ey;41.. Each point on the energy spectrum,
except for the thermal group, is taken as E; - ¢;/AE;, where E; = VEviEviv1 'and“-_'.
AE; = Ey;1 — Ey;. The points are plotted at the geometric mean L;. 5

For the thermal group the Maxwellian distribution is shown:

%(EE) = ¢th(—kB£T?e-E/kBT (4;20)
where ¢y, is the thermal flux (E < 0.4 eV), kp is Boltzmann’s constant, andT
is taken as the temperature of the medium, i.e. 87 K. Note that this distribut»ionf
assumes the neutrons have been fully thermalized. This is not likely to be the case ;, 
but the distribution is expected to be approximately as shown with some smdoth {
connection with the next group.

Figure 4.27 shows the cross section for “Ar (n,y) *'Ar as a function of enérgy_ :
calculated [46] from data from the ENDF/B-VI dosimetry file. The cross se‘c‘éioht
shows the 1/v slope at lower energies and some resonances at the higher energ:i‘i_gs..‘ '
The gap in the data between these two sections is a region in which the cross sefcvgi-bh_'
may be less reliable. -

The production rate is given by

_ [~ de(E)
¥ = /0 S o(E)dE .
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fo deté}rmine the production rate of **Ar the following sum was computed:

U =1y, + Xn: &; - (T(Ei) (422)
1=2

where

'(E;) was obtained from linear interpolation, as shown by the solid line in
figure 4.27, at the point F;. The contribution to the production rate from neutrons

iﬁithé_ hermal group, Uy, was calculated by

293.6
Uy, = ? % Goben, T =87K (4.23)

ﬁdmre éo is the thermal cross section (¢, = o(v,), v, = 2200 m.s~! which is the most
1§I{Qb,ébie neutron velocity at T' = 293.6 K for a Maxwellian distribution). Equa-
‘uon (4.)23) is obtained by assuming a 1/v cross section and the Maxwellian distribu-
tlon given in equation (4.20).

e :"‘f To obtain comparisons involving the flux on the slots a routine was written
‘ ’V%hi(':h’ was called at each boundary crossing. This routine determined if the boundary
‘ »(i;{a_x"l‘esponded to one of the slots. Each particle crossing the boundary was given a
‘ v\_\.reighting of 1/ cos(#) where § is the angle between the particle’s direction and the
1:%(’}:1‘.@;&1 to the boundary. A further weighting was calculated for each reaction equal
:pgi':th.e cross section for that particle at that particular energy. (Cross sections are
cv:i’ieisvc1‘r.il)’ed in Section 4.4.17.) In this way radial distributions were obtained for the
expected production rates of >*Na from 2’Al and of **In from *In.

. To calculate the average production rate expected in an area corresponding to
‘t,h‘,é area covered by the aluminium and indium disks (rather than in a radial bin) a
fﬁi*,fher- weighting as given in equation (4.24) below was applied. This weighting was
a.:i)plied for particles in an annulus with a radial extent equal to that covered by the
dk"i.lsi'k,‘-‘ taking advantage of the azimuthal symmetry of the situation. Note that the
g}ééhwtry is not exactly symmetric in azimuth but the experimental data is consistent
“}ith such symmetry in the development of the cascade.

... For a particle crossing the plate at radius R from the beam centre, the weight-
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Figure 4.26: Spectrum of neutron flux in the argon surrounding the calorimeter.
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ing 1s given by the fraction of the circle of radius R inside the disk. That is,
w = Z/{??TR where [ is the length of the arc of radius R covered by the disk. This
resﬁlt{g}in the following expression for the weight for a disk of radius r4 with centre

at-."iaifdigtance R, from the beam centre:

: 1 for'rd>RdandR§7"d—Rd
w=1< 1 24 R2_ 2 (4.24)
= arccos ( E——g#) otherwise.

4416 Comparison for Argon Measurements

: “ - The FLUKA calculation yielded an argon production rate of (8.540.2) x 10~*
per 1110ie of “0Ar per beam particle, which is 17% lower than the measured value. The
c-q‘ipparison is summarized in table 4.16. Section 4.4.22 discusses the comparisons
: ,bé’t;Weeh FLUKA and measurement.

| . ; Figure 4.28 shows the running sum as given by equation (4.22). The FLUKA
. 1‘,11:§>a}surement has a 61% contribution from the thermal group, with ¥y, = (5.240.1) x
10“1 “The remaining contribution comes from energies up to 50 eV where the cross
v;s:e‘.j;ct-ion is high, and from energies in the range 50 keV to 1 MeV where the neutron
'vsijj'e__égltlv{um starts to peak. Most of this contribution is in regions where the cross section
is reiiable. The parts of the cross section which are less reliable are therefore expected

to :hjzjve a minimal effect on the determination of the ** Ar production rate.

Table 4.16: Comparison for ' Ar production rates. Production rates are per mole of
“OAr per beam particle.

Measured (102 £1.2) x 10*
FLUKA (8.5+0.2) x 1074

Ratio FLUKA /Measured 0.83 £0.10
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Figure 4.28: Running sum of **Ar production rate given as percentage of total.

4.4.17 Reaction Cross Sections for Production of **Na and *In.

Figures 4.29 and 4.30 show the cross sections used for production of %Na 'anq "
15m[p  These are the same cross sections used in the comparisons made with the
Rosti experiments. (See Section 4.2.) i

Below 20 MeV cross sections for the neutron-induced reactions, 2'Al (n,a) *Na .
and In (n,n’) **5™In were taken from the ENDF/B-VI dosimetry file. Cross sections: ’
extrapolated up to 44 MeV by Greenwood [47] were used, and for energies ab_ové
50 MeV neutron cross sections were assumed to be constant. A‘

Proton and charged pion induced reactions are also important in aluminiwm.
Cross sections for the reaction 27Al(p,3pn) 2*Na were taken from Hitz and Ramsev
[48] for energies from 40 to 100 MeV, from Tobailem et al. [49] from 100 to 220 MeV
and from Baker et al. [50] at 28 GeV and above. The cross sections for productxonlf

of #Na from %"Al by 7~ and 7+ are those recommended by Dropesky et al. [51] " e
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4.4.18 Comparison of Results for Production of **Na and Hsmyy,

Figure 4.22 shows the radial distributions in slots 3 and 5 of the production
rate of 24Na from 27Al obtained with FLUKA and measured from the alumin‘i‘un.i‘
disks. Figure 4.23 shows the comparison for the reaction rate of ***In (n,n’) 115”1{1 |
at slot 5. Since this reaction is not sensitive to thermal neutrons, data from ali
the indium foils were used in this graph. In the plots the dashed histogram is ‘the
radial distribution in 0.5 cm radial bins. The solid points are the production rdtés _
calculated by FLUKA averaged over the disk as described in Section 4.4.15. These are
consistent with the histograms. The open circles are the measured data. The shapé
of the distribution as obtained by FLUKA compares well with the measurement,
however, the FLUKA calculation is systematically lower. Figure 4.31 shows the ratio |
of the FLUKA calculation to the measured data for each disk. The average ratio ‘
was 0.55 + 0.01 for aluminium on slot 3, 0.63 & 0.01 for aluminium on slot 5,'&1}&}
0.62 + 0.01 for indium on slot 5. The errors on these ratios exclude the 8% ervor

on the beam intensity for ease of comparison. This is a systematic error for all the -

ratios. These comparisons are discussed in Section 4.4.22.

4.4.19 Comparison of Thermal Neutron Measurements

The difference between data obtained from foils with and without cadmium fofk v
gold and indium, as shown in figures 4.19-4.20, showed little radial dependence. :Thé
average difference between exponential curves fitted to the data was compared with
the average thermal production rate obtained from FLUKA. The average therlnalj
flux ¢y, in a 24 cm radius region of the slot, as obtained from FLUKA, was (7831:
0.5) x 10~* n/cm? per beam particle. This was used in equation (4.23) to obta"i?rigthez |
thermal production rate. The error on the measured difference was estimated by the :
variation of the cadmium/no cadmium difference with radius (about 9% for 1”"In

and 17% for 98 Au,) a 5% error in the efficiency and a 7.5% error in the beam intépsiwt,y,}_

The results are summarized in table 4.17. The average ratio of FLUKA/me?; Tu‘ed ;

for gold and indium was 0.57 & 0.07. The measured results for copper have not een
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included as the difference between the with and without cadmium data was small,
although the value estimated from FLUKA of the thermal production rate for coﬁper

seems consistent with what appears in figure 4.21.

Table 4.17: Comparison for thermal neutron flux.

Measured Thermal | ¢, | FLUKA Thermal FLUKA/

Isotope Production Rate | (b) | Production Rate | Measured
H6myy 0.22 +£0.03 157 0.12 +£0.01 0.55 + 0.08
198 Ay 0.12 4+ 0.02 08.8 | 0.076 £0.005 0.63 +0.13
64Cu - 4.5 0.0034 -

4.4.20 Comparison of Production Rates in Gold, Indium and Copper
Foils o

The expected production rates in gold, indium and copper were obtained using .
shielded resonance cross section data for the neutron induced reactions. The Ci'oss'
sections were calculated [52] from resonance parameters taken from ENDF/B VI for
Au and In and ENDF /B 1V for Cu. They are appropriate for thin foils where the ﬂux
outside the foils is not perturbed. The shielding refers to self-shielding in the foils
which results from the flux within the foils being depressed at resonance energies. The -
shielding is significant even in thin foils and is increased due to the reduced doppler
broadening at 87 K. The cross sections were calculated to match the energy groupihg' :
given by FLUKA and they assume that the resonance is entirely within a group,; ; '

The average production rate in a 24 cm radius circle on slot 5 was calcqlaté;{
in the FLUKA simulations. This was done by multiplying the flux ¢; in the applo—

priate neutron energy group with the cross section for that group os(E;). T

contribution was also included. The contribution from the thermal group is g

Section 4.4.19 above. The calculation can be represented by

¥ = Uyt 3 v (00(8) + 0w/ Bl ) (425)
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Wllle;li_e E, = mv?/2. The other symbols are defined in Section 4.4.15. For the samples
enclosed in cadmium the thermal contribution was excluded.

- To compare this with the measured data, the average production rate in a

- 24 radius circle was calculated based on the exponential fit to the data. For
(v:Oplf'.i’e; -the sum of two exponentials was used. Given a fit to the experimental data

.with‘:-fﬁhction f(r), the average production rate in a region of radius R is given by

1 (R
= /O omr f(r)dr . (4.26)
The‘iwcviomparisons are shown in table 4.18.

fi[‘-&ble 4.18: Comparison of production rates in gold, indium and copper foils.

Sample Measured | FLUKA FLUKA/

Measured
In/No Cd 0.76 0.54 0.70
In/With Cd 0.54 0.42 0.76
Au/No Cd 0.54 0.39 0.73
Au/With Cd 0.40 0.32 0.78
Cu/No Cd 0.023 0.010 0.44
Cu/With Cd 0.019 0.0068 0.36

4421 Study of the Effects of Material Composition

 "'_’ One uncertainty in the calculation was the composition and density of the
WQOd; To investigate the sensitivity of the wood to the calculation, two runs were
perf()lmed with the density of wood equal to 0.5 and 1.1 g/cm?.

‘ In the simulations materials such as iron and lead were assumed to be pure
whlch. is not likely to be the case. Small amounts of other elements in these materials
can ;il-a:\/e a significant effect. For example, lead typically has about 4% antimony by

Wéi ght :
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Table 4.19 shows the comparison of the results from these different cases.’.
Table 4.20 shows the results relative to the reference configuration in which pyoed =

0.8 g/cm? and pure lead is used.

Table 4.19: Comparison of 'Ar production rate, average thermal neutron ﬂux on
slot 5, and ratio of FLUKA to measured values of production rate of **Na and '*"In.
The 8% error on the beam intensity has been excluded for the ratios. Production
rate unlts are x10™* per mole of parent atom per beam particle. Thermal flux units

are x107* n/cm? per beam particle.
Pwood = 0.8 Pwood = 1.1 Pwood — 0.5 Pwood = 0.8
Pure Pb Pure Pb Pure Pb | 4% Sb in Pb
“1Ar Production Rate | 85+02 | 95+£02 | 7.5+01 75+02
(Thermal contribution) | (5.2+£0.1) | (6.1£02) | (48+01) | (47% 0.2)
Thermal Flux on 78405 | 102+08 | 7.0+08 | 73+1.4 -
Slot 5 -
24Na on Slot 3 0.55 4 0.01 | 0.47 £0.01 | 0.544+0.02 | 0.54£0.01
N3, on Slot 5 0.63+0.01 | 0.57+0.01 | 0.67+0.02 | 0.60+0.01
150 on Slot 5 0.6240.01 | 0.57+£0.01 | 0.60+0.01 | 0.61£0.01 | .

Table 4.20: Comparison of *'Ar production rate, average thermal neutron flux on
slot 5, and ratio of FLUKA to measured values of production rate of 24Na and 115“‘111
Values are given as the ratio to the reference configuration, i.e., pwood = 0.8, and pure

Pb.

Pwood = 1.1 Pwood = 0.5 Pwood = 0.8

Pure Pb Pure Pb 4% Sb in Pb

41Ar Production Rate 1.12+0.04 0.89 +£0.02 0.874+0.04
(Thermal contribution) | (1.17 £ 0.04) | (0.91 £0.03) | (0.88 £0.05) |

Thermal Flux on 1314013 | 090+0.13 | 0.93+0.19

Slot 5

24N3, on Slot 3 0.854+0.03 | 0.99+0.04 | 0.9840.03

**Na on Slot 5 0.90£0.02 | 1.05+£0.04 | 0.94+0.02

15m1y on Slot 5 0.92+0.02 | 096+0.02 | 0.98+0.02

Increasing the density of wood introduces more moderating material thch .
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resultsm an increase of neutrons in the thermal and epi-thermal regions and a decrease
in tl‘e ;ﬁmber of neutrons with high energy (E, > 10 keV). The neutron spectrum in
the hquld argon in the inner container was observed to show an increase in the flux for
ener‘é;i‘e;;i:{’ from the thermal group up to around 10 keV. There was a slight decrease in
the ﬂuxm the energy range 0.1~10 MeV. This is reflected in the decreased production
raﬁe' of 24N a and 1%™In. The increase in the production rate of **Ar is predominately
~due -‘?‘to zthe increase in the thermal group. The thermal flux in the inner container (as
‘indigz“itz’ed by the thermal contribution in the ' Ar production rate) increased by 17%.
In slot 5 the increase was about 30%.

Decreasmg the density of the wood has the opposite effect. However, for
this conﬁguratlon there was no significant change in the high energy neutron flux
- (E, > 10 keV). Subsequently there was little change in the production rates of %4Na

. and ..;‘:1-9’“111. The thermal flux decreased by about 10%.
Similar results were observed when 4% antimony was introduced to the lead.
‘ _ Tlleffller1nal and epi-thermal flux is reduced here due to a large number of resonances

in the neutron cross section for Sb up to around 1 keV.

. 4.4.':‘2‘2"‘ Discussion of BEDLAM Comparisons

.~ The production rate of *'Ar as calculated by FLUKA was 17% lower than
the measured value. For this type of simulation, where a cascade is simulated from
ah. initial high energy particle down to the thermal neutrons, agreement to within
20% is very good. For the other comparisons agreement was not as good, with the
F LUI{A calculations underestimating the measured quantities. This disagreement is
of céncern and is not fully understood. In all the comparisons, except for the copper
' f01ls FLUKA agreed within 45% of the measured value.

~Many of the results calculated with FLUKA, in particular those in Sections
4.4.18‘and 4.4.19, underestimated the measured data by roughly the same amount (a
factcl):rbof 1.6-1.8). This suggests the possibility of a systematic error in the measure-

ments or in the FLUKA simulations.
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One quantity that was used in all measurements was the beam intensity, and so
errors in this would give rise to systematic differences. The error for the beam interisity
was 8% which was dominated by the error in the cross section. The same technique
was used for determining the beam intensity in the Rdsti runs (see Section 4.2) where
a systematic underestimation was not observed. It therefore seems unlikely that any
error inherent in the techniques used for determining the beam intensity (for example,
a larger error in the cross section) would explain the observed discrepancies. Also,
the agreement with the beam intensity calculated using the parallel plate ionization
chamber gives confidence in this value.

The production rates of *Na from " Al in slots 3 and 5 are independent of the
efficiency of the Nal gamma spectrometer. This is because the same spectrometer nv!'asv
used to assay the 2*Na in the aluminium sheet used for determining the beam intenéi\ty.’,
The same efficiency was therefore used, and so cancels out in the determination
of the production rate. The measurements for gold, indium and copper, and:the
measurement of the *'Ar activity involved separate gamma spectrometers. Thbse
measurements are therefore sensitive to errors in the efficiency of their respect"i’ve‘
gamma spectrometers as well as the efficiency used in calculating the beam intensi.ty.

The 4 Ar production rate has a 61% contribution from thermal neutrons. The
good agreement for the ' Ar production rate indicates that the thermal neutroﬁ ﬂux’
is being calculated adequately by FLUKA. The thermal flux in slot 5 as calculé.t-ed
by FLUKA is lower than the measured value by a factor 0.57 & 0.07. Considerihg
the complexity of the simulation where a thermal flux is determined which is a c‘onSe—“
quence of a high energy cascade and subsequent thermalization of the neutrons, tiiesev
comparisons are reasonable. _‘ ‘ '_

The thermal neutron flux is very sensitive to the setup used. It is mterestmg ,
to note the large effect the concrete shielding has on the thermal flux. A sunulatlon :

without the concrete resulted in a reduction in the thermal neutron flux in sl

a factor of 3. The thermal contribution to the production rate of *' Ar was reduced

by a factor of 6. Inéreasing the wood density from 0.8 to 1.1 g/cm? introduced;ihbre‘v
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1110d.étating material and resulted in an increase of 17% in the thermal contribution

to the "' Ar production rate.

v ;The production rates calculated by FLUKA for 1®®Au and ''®™In using reso-
;'f'oss sections gave reasonable agreement, with FLUKA underestimating the
d values by 22-30%. This suggests that the flux in the 0.5 eV-1 keV range
g_calculated reasonably by FLUKA. The production rates in the copper foils

; 1ed less favourably with FLUKA. This may be partly due to the radial varia-
tion ofthe production rate being large for the copper measurement. (See figure 4.21.)
The byn,’_léthod used for determining the measured production rate involved fitting a
func};ifdl}i‘to the data and calculating the average over the whole slot. Because of the
larg{g :r&_idial variation this method could lead to large uncertainties. Also, the diam-
eter _,jc‘>f the copper foils (3.6 cm) was much larger than for the gold and indium foils
( 1{.650'111). This would lead to further uncertainty in fits to the copper data.

: In Section 4.4.21 a study was made of the effects of uncertainties in the material
"‘:c“.<)j1n~};>,ositions. Based on these studies the uncertainty due to the compositions of

. :1.1"»_1“awt(;1jials used is likely to be around 20-30% for the thermal flux and less than 10%

for -‘O'i;liver quantities.
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Chapter 5
Particle Fluxes and Damage in ATLAS

5.1  Introduction

_ This chapter describes a simulation of the ATLAS detector to determine the
ijafticle fluxes expected in the inner detector. The displacement damage to the silicon
has been calculated in terms of the equivalent 1 MeV neutron flux that would produce
the same damage. Simulations have been made with different detector configurations.
Two‘ designs for the inner detector layout have been studied. Ome is the Cosener’s
_Houée design which contains a number of barrel transition radiation tracker (TRT)
1ﬁodﬁles interspersed with silicon tracking layers. The other contains a single barrel
TRT, with the silicon layers all inside the inner radius of the TRT.

Only radiation levels in the inner detector are given here. Radiation levels in
the whole detector have been studied in various papers. See for example Refs. [1, 26,

=

52 Details of the Simulation

Simulations have been carried out with FLUKA. (See Section 4.1 for an
overview of FLUKA.)
: The neutron fluxes quoted have a minimum neutron kinetic energy cut-off of
150 keV. As the neutron energy drops below 150 keV, the damage cross section drops
éhafply by more than a factor of 10. Therefore, this energy corresponds approximately
£o the minimum energy at which neutrons damage silicon. Although it is possible for

heutrons below 150 keV to contribute to the damage if the flux in some part of the
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spectrum between thermal energies and 150 keV were to increase by a large factor, -
such an increase is generally not seen in neutron spectra obtained in calorimeter based
detectors. Neutron fluxes are often quoted as above 100 keV. There is not a large
difference due to this lower threshold; normally less than a 5% increase in the neutron
flux.
Hadronic interactions have an energy threshold of 20 MeV for protons and o
pions and 50 MeV for other hadrons. Below this energy charged hadrons are ranged |
out to rest. A minimum kinetic energy cut-off of 10 MeV for all particles other than o
neutrons has been applied. This cut-off will exclude very few particles as can be -
seen from figure 5.5 which shows the energy spectra for particles in the first silicon
layer of the Cosener’s House design. Leptons and photons have been discarded in tihe .
simulations. These particles make an insignificant contribution to the bulk damage '

to silicon compared to the damage caused by hadrons.

Because FLUKA is capable of transporting neutrons down to thermal energies .

(although in this case we are only interested in transporting down to 150 keV) the -
simulations include the two main components of the radiation environment which -

result in bulk damage. These are:

1. the secondaries themselves produced in the primary proton-proton collisions,

and

2. the “albedo” neutron flux originating from showers in the calorimeter.

5.2.1 The Source Term

The source of secondaries from proton-proton collisions has been generated -

with the DTUJET90 code [39]. These secondaries have been stored in a file ahid -

the order has been randomized to help avoid any selection effects. Single diffractive '
events are excluded. These events are very forward peaked and have an insignificant

contribution to the calculations carried out here. The uncertainty in the source term E

is estimated to be around 50%, due to the choice of structure functions, and is the

major systematic error in the quoted numbers. This uncertainty arises due to thie l 8
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Table 5.1: Multiplicity of secondaries generated in p-p events by the DTUJET code.
[26]

LHC “Standard” Structure Functions

Multiplicity
n | Total | Charged | #® | v | Strange
0-2 45. 25. 13. ) 1.1 5.9
2-4 50. 28. 13. | 1.1 8.0
4-6 39. 22. 10. | 0.8 6.5
6—-8 23. 13. 6.1 0.5 3.8

810 | 8.0 4.7 191 01 1.2
10-c0 | 0.7 0.4 0.1]0.01 0.08
O0-co | 165. 93. 45. 1 3.7 26.

LHC “Extreme” Structure Functions

Multiplicity
n Total | Charged | 7% | ~ | Strange
0-2 71. 41. 21.1 1.9 9.1
2-4 75. 42. 20. | 1.8 12.
4-6 57. 32. 15.] 1.3 9.4
6-8 29. 16. 7.31 0.6 4.9

8-10 | 8.2 4.7 1.9 01 1.3
10-00 | 0.7 0.4 0.1]0.01 0.08
0—co0 | 241. 136. 66. | 5.7 37.

extrapolation from existing data, where the structure functions agree, to LHC ener-
gies. About a 50% increase is observed in the multiplicity from the use of “extreme”
étructure functions [26]. This can be seen in table 5.1 which shows the multiplicity
for “standard” and “extreme” structure functions for LHC energies. Figure 5.1 shows
the multiplicity of charged hadrons as a function of pseudorapidity for the “standard”
~ structure functions.

—24—1

Annual fluxes are presented which assume a luminosity of 1.7 x 10** cm™2s71,

an inelastic cross section (single diffraction excluded) of 60 mb and an operating time
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Figure 5.1: Multiplicity of charged hadrons as a function of pseudorapidity as obtained ‘
from DTUJET. o
per year of 107 sec. The uncertainty in the cross section is of the order 10-20%.

Systematic errors have not been included in any of the plots presented here.

Estimation of the Charged Hadron Flux

The multiplicity of charged hadrons dN/dn is approximately flat with respect
to the pseudorapidity for |n| < 3 as seen in figure 5.1. The pseudorapidity is defined
as

n = —Intan(6/2) (51) f

where 6 is the angle from the beam axis. For a cylinder of radius r, the longitudinal .

distance z from the interaction point is given by z = r/tan@. It follows that |
d ingdN oy
dv _ sinfdlV. (5.2)
dz r dn _
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The flux ¢ per p-p interaction through the cylinder at a distance z is given by

5o Lav 1
27r dz sin6

_ #%;Y . (5.3)
The 1/sin 6 is due to the increased amount of material that a particle passes through
when it transverses the detector obliquely. Since dN/dn is approximately constant,
the flux will be uniform along z in the absence of a magnetic field. From figure 5.1 the
plateau has the value dN/dn ~ 6. It follows for a luminosity of 1.7 x 10%* cm~2?s7?,
an inelastic cross section of 60 mb and an operating time of 107 sec, that the charged
hadron flux per year is approximately 10'®/r? cm=2yr~!, where 7 is in cm.

Due to the 2 Tesla magnetic field in the inner detector region charged particles
with a momentum less than about 300 MeV/c will not hit the barrel calorimeter and
1hay loop a number of times through the inner detector increasing the flux. This
increase was found to be about 15% in the first layer at a radius of 11.5 cm and up

““to 70% for layers at radii around 50 cm.

5.2.2 Description of the Detector

‘ The design of the outer detector is based on the liquid argon option described
in the ATLAS Letter of Intent [1]. The geometry used is shown in figure 5.2. The
differences expected with the current design of the barrel calorimeter, which consists
of Pb-LAr in the EM part and Fe-Scint in the hadronic part, are expected to be small
(< 15% decrease) based on studies made by Ferrari et al. [26].

The calorimeters have been simulated by a homogeneous mixture of the ma-
terials making up those detectors. The electromagnetic calorimeter consists of lead,
liquid argon and iron with volume ratios of 1.8 : 3.8 : 0.4 respectively. This is based
on the design of the accordion electromagnetic calorimeter described in the Letter of
Intent. In this design each converter plate has a 1.8 mm thick sheet of lead which is

clad between two 0.2 mm thick sheets of iron. There are 3.8 mm gaps between the
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plates which are filled with liquid argon. The hadronic calorimeter consists of iron and
liquid argon with a ratio of 12 : 2.5 by volume. The densities of these homogeneous
mixtures for the electromagnetic and hadronic calorimeters are 4.82 and 6.76 g /cm?®
respectively. The walls of the cryostat have also been included. The end-caps give
coverage to |n| = 2.8 which is less than the coverage of |1 < 3 specified in the Let-
ter of Intent. Studies described in Section 5.3.4 show that there is not a significant
decrease in the fluxes due to this smaller coverage.

The inner detector region is in a 2 Tesla magnetic field parallel to the beam .
axis.

Two variations of the inner detector barrel layout were studied. The first was
the Cosener’s House design. (See Section 2.2.2.) In this design barrel TRT modules
are located between radii 55.5-76.5 cm and between 82.5-103.5 cm with longitudinal
extent z = +95 cm. Two short TRT units are located between radii 33-49.5 cm. ?
which extend from |z| = 50 to 95 cm. Silicon layers are placed at 52, 53, 79, 81 and
105 cm radius, each with a longitudinal extent of z = 95 cm. This layout is shown '
in figure 5.2. |

The second design simulated differed from the Cosener’s House design by using
a single barrel TRT with radial extent 70-110 cm. This arrangement contains silicon
layers at radii of 50, 60, and 69 cm. A diagram of this layout is shown in figure 5.3.

Both arrangements have silicon layers at 11.5, 14.5, 20, and 30 cm. All the
silicon layers, except for the first three, extend from z = £95 cm. The first three
layers extend from z = £35, £40, and £55 cm. A thickness of 300 um has been used.
This does not take into account the effects of material in the supports. A simulation

of the Cosener’s House design was carried out with 1 mm thick layers of silicon rather

than 300 pum to simulate the material in the supports. The effect was not found to '

be significant.
In both arrangements the end-cap TRT has an inner radius of 50 cm and an
outer radius of 100 ¢cm and extends from z = 105-330 cm. The TRT modules are.

assumed to contain polyethylene (CHy) of density 0.059 g/cm®. The MSGC wheels -




5.3. Results 153

have not been included.

Wheels of detectors are included at z = 58.5, 70, 96, and 109 cm. The ones at
58.5 and 70 cm extend from 15-22.5 cm. The others extend from 15-25 cm. These
wh‘eels are referred to as GaAs wheels although they have been simulated with silicon
of 300 pm thickness. The use of silicon rather than GaAs is not expected to have any
effect dn the fluxes obtained.

The Cosener’s House design has a moderator placed on the inside of the bar-
rel calorimeter vessel and the calorimeter entrance face in the end-cap region. The
moderator is 5 cm thick in the barrel region and 10 cm thick in the end-cap region.
This has been assumed to be polyethylene (CH,) of density 0.92 g/cm?.

In the “single barrel TRT” design four moderator configurations have been
simulated to determine the effectiveness of the various parts of the moderator in
¢ reducing the “albedo” neutron flux.

The configurations are:
o Configuration A: No moderator
o Configuration B: 10 cm moderator in the end-cap region only

o Configuration C: 10 cm end-cap moderator + 5 cm barrel moderator for

|z] > 100 cm

Configuration D: 10 cm end-cap moderator + 5 cm barrel moderator for all 2.

5.3 Results

Neutron, proton, anti-proton, charged pion, and charged and neutral kaon
fluxes were obtained in each silicon layer and each GaAs wheel. For the silicon layers,
the full longitudinal extent was used when determining the flux and so the fluxes
reported are the average over the whole layer. Similarly for the GaAs wheels, the
fluxes are averaged over the full radial extent. Fluxes were calculated by writing a

routine that was called at each boundary crossing. The contribution to the flux was
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Figure 5.2: Geometry of the ATLAS detector used in the simulations with the -
Cosener’s House design for the inner detector. ‘
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Figure 5.3: Inner detector region showing the layout used for the Single TRT design.

given by 1/cos(d) where 6 is the angle the direction of the particle makes with the
normal to the boundary.
The variation of flux over the detectors was studied. Figure 5.4 shows the z
variation of the neutron flux, charged particle flux and total damage for the Cosener’s
. House design. The z variation of charged hadron fluxes in the silicon layers was such
that the maximum was generally about 10% higher than the average, with fluxes
observed to increase with z. For neutron fluxes the statistical variations dominated
and the maximum was in general within 20% of the average. The maximum total
damage for a layer was generally within 20% of the average, and for most cases the
deviation was around 10-15%. The radial variation for the GaAs wheels roughly
follows the radial variation observed for the average flux in the silicon layers and the
maximum is expected to be about that obtained in the layer at 7=14.5 cm.
To determine the damage that would result from such fluxes, the equivalent
1 MeV neutron flux that would produce the same damage in silicon detectors has
been calculated. As stated in Section 3.4 the displacement damage is approximately
proportional to the non-ionizing energy loss (NIEL). Figure 3.2 shows the NIEL in
silicon as a function of energy for different particles. The equivalent 1 MeV neutron
flux has been calculated by normalizing this plot to 1 MeV neutrons and folding the

data in with the corresponding particle flux energy spectrum. Examples of these
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Figure 5.4: Variation with longitudinal distance z from interaction point for (a) neu-
tron flux, (b) charged hadron flux, and (c) total damage in equivalent 1 MeV neutron
flux. Data are for silicon layers in the Cosener’s House design with radii as indicated
in figure (c). The average has been taken for the pairs of layers at radii 52 & 53 cm
and at radii 79 & 81 cm.
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. spectra are shown in figures 5.5 and 5.6. Damage from neutrons, protons, anti-
protons, charged pions and kaons (sum of charged and neutral kaons) have been
calculated separately. The total damage has been calculated as the sum of the damage
from these particles. The kaon damage has been calculated using the proton NIEL

- data, and so is expected to be slightly over estimated.

5.3.1 Particle Fluxes and Damage

The particle fluxes and damage (in equivalent 1 MeV neutron flux) in the
ATLAS detector with the two variations of the inner detector layout are given in
tables 5.4-5.7. These results are presented graphically in figures 5.7-5.10. These
values were obtained using the complete moderator.

‘The data for the GaAs wheels are included in the plots and are plotted as the
first four points with increasing z from left to right.

Most values have a statistical error below 10%. This error was obtained from
5 or more independent runs comprising of about 6000 secondaries from p-p collisions
each. Error bars corresponding to these statistical errors are included on the plots
where they are larger than the symbols. Systematic errors as discussed in Section 5.2.1
are not included.

Both the Cosener’s House design and the single barrel TRT design showed
similar radial variation of the particle fluxes and the neutron-equivalent flux. The
charged hadron flux approximately follows a 1 /r? distribution. The pion flux domi-
nates making up 85% of the charged hadron flux. The proton and antiprotons have
similar fluxes for the inner radii. For larger radii the proton flux is much higher than
for antiprotons. This is due to the contribution of protons produced in showers in

the calorimeter (i.e. back-splash).

The neutron flux is approximately uniform throughout the inner detector. The
“albedo” neutrons make up the majority of this flux. For the inner radii part of the
neutfon flux is made of neutrons produced in the beam p-p interactions. For the outer

layers it is almost all “albedo”.
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Figure 5.5: Flux energy spectra for different particle species in the first layer of the
Cosener’s House design with complete moderator.
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Figure 5.6: Neutron flux energy spectra in the outer layer of the Cosener’s House

design, comparing configurations with moderator/with TRT and no moderator/no.
TRT.
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For the inner layers, the total 1 MeV neutron-equivalent damage is due mainly
fo charged hadrons. Further out this contribution reduces and around a radius of
80 cm there is an equal contribution from the neutrons and charged hadrons. For
1arger radii the neutron contribution dominates, although there is still a significant

contribution from charged hadrons.

5.3.2 Relative Effect of Moderator and TRT on Neutron Fluxes

The radiator in the barrel TRT plays a significant role in moderating the
“albedo” neutrons. Figure 5.11 shows the comparison of neutron fluxes with the

following configurations:
1. No Barrel TRT and No Moderator.
2. With Barrel TRT and No Moderator.
3. With Barrel TRT and With Moderator.

Figure 5.12 shows this comparison for the total neutron-equivalent damage. This
data is also given in tables 5.8 and 5.9.

| The effect of the moderator on the neutron spectrum is shown in figure 5.6. The
inoderator is very effective in “removing” the neutrons in the energy range 100 keV
to 10 MeV (that is, reducing them to energies below 100 keV where they no longer
damage the silicon). For higher energies the flux is not significantly affected.

The TRT clearly reduces the total neutron flux. For example at the radius
of 52 cm (inside the barrel TRT), the neutron flux is reduced by a factor of 2 from
the no moderator/no TRT simulation. The moderator produces a further reduction
of a factor 3. In the total neutron-equivalent damage this effect is diluted by the
charged hadrons (mainly pions) which dominate at radii less than 50 cm. For the
inner layers at radii less than about 30 cm the introduction of the moderator has
little effect in reducing the total neutron-equivalent damage. At the outermost layer,

which is outside the barrel TRT, the TRT is not as effective as for those layers within
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the TRT. For example, the introduction of the barrel TRT causes a 30% decrease of
the neutron flux in the outer layer and a 50% decrease for the layer at r=80 cm.

A simulation that was carried out with a 5 cm thick end-cap moderator, gave
about the same fluxes as with a 10 cm thick end-cap moderator. This may no longer be
the case if the density of the end-cap TRT is reduced, in which case a thicker end—éap

moderator could be beneficial. A study of these effects is described in Section 5.3.4.

5.3.3 Comparison of Different Moderator Configurations in the Single
Barrel TRT Design

A comparison of the neutron fluxes in the single barrel TRT design with the
four moderator configurations described in Section 5.2.2 above, is summarized in
table 5.10 and figure 5.13. The comparison of the total damage in equivalent 1 MeV
neutron flux is given in table 5.11 and figure 5.14.

The effect of the moderator is quite dramatic on the neutron flux calculated.
For example the full moderator reduces the neutron flux by a factor of 4 in the radial
region 50-70 cm. However, with the dilution of the neutron damage by the addition
of the damage caused by protons, pion and kaons, the overall effectiveness of the
moderator is reduced. With the full moderator the neutron-equivalent damage is
reduced by a factor of 2. Removing the moderator from the central barrel region
(]z| < 100 cm), the neutron flux increases about a factor of two while the total
peutron-equivalent damage is only increased by approximately 20-30%. Layers with
r < 30 cm do not benefit from the introduction of the moderator.

Simulations were also carried out with the moderator in the end-cap region
being 5 cm thick rather than 10 cm. The resulting difference for neutron fluxes in the
50-70 cm radial range was insignificant in configuration B. In configuration C there
was around a 10-15% increase, and in configuration D there was about a 20-30%

increase.
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'5.3.4 Effect of TRT Density, Thickness of End-Cap Moderator and End-
Cap Coverage

In the above simulations the calorimeter covered |n| < 2.8. The effect of
changing the coverage to |n| < 3 was studied. Also studied was the effect of changing
the density of the TRT. The TRT (previously with a density of 0.059 g/cm?®) was
simulated with a density of 0.025 g/cm® and with no TRT present. The effect of having
either a 5 or 10 cm thick end-cap moderator was also compared. The comparison for
neutron fluxes at 7=79 cm in the Cosener’s House design is given in table 5.2.

It can be seen from this table that the effect of changing the n coverage of
the end-cap calorimeter from 2.8 to 3 is insignificant. For the case where there is
no moderator and no barrel TRT, the presence of the end-cap TRT has a significant
effect on reducing the neutron flux. At r=79 cm decreasing the density of the end-cap

~ TRT from 0.059 to 0.025 g/cm? gave an increase of 40%. Removing the end-cap TRT
" resulted in a further increase by a factor of 2. For the cases where the moderator
is present, the increase is still significant but not quite as large. This is because
" the neutrons are already moderated to some extent. The effect of the thickness of
“the end-cap moderator increases as the TRT is removed. For a TRT with a density
~of 0.059 g/cm?®, changing the thickness from 10 cm to 5 cm has little effect. For a
density of 0.025 g/cm?® there is about a 17% increase, while for no TRT there is a
50% increase.

These variations have an insignificant effect for charged hadrons since their

contribution comes predominantly from secondaries produced in the p-p interactions.

5.4 Comparison with a Different Event Generator and
Transport Code
Mouthuy [54] has calculated fluxes in the inner tracking layers using the event

generator Pythia 5.6 with Jetset 7.3 along with the transport code Geant 3.16.

Table 5.3 shows the comparison of fluxes in the first layer. The values from Mouthuy
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Table 5.2: Comparison of the effect of the TRT density, the thickness of the end-
cap moderator and the end-cap calorimeter coverage. Neutron fluxes are given at
r=79 cm in the Cosener’s House design and are in units of 10'* n/cm?®/yr.

With Barrel TRT With Barrel TRT
With Moderator With Moderator
End-cap mod. 10 cm | End-cap mod. 5 cm

No Barrel TRT
No Moderator

In| < 2.8 0.15 0.16 1.2

In| <3 0.14 0.16 1.3
TRT p = 0.025 0.18 0.21 1.8
No TRT 0.24 0.36 3.5

were originally for a luminosity of 103 cm~2s~! and an inelastic cross section of 80 mb.
These have been scaled to the parameters used in this thesis. For the neutron flux,
Mouthuy adds 0.38 x 10'? n/cm?/yr as the contribution from the “albedo” neutron |
flux since Geant is not able to transport the low energy neutrons. The comparison
is observed to be quite close which suggests that the event generators DTUJ ET and

Pythia are in close agreement.

Table 5.3: Comparison between fluxes from this work and from Mouthuy [54] for the
inner silicon layer. Fluxes are in units of 10*° particles/cm?/yr.

Particle | ppic Work | Mouthuy
Type

n 0.95 0.70-+0.38
P 0.41 0.58
7t 7.3 6.7
K* 0.53 0.55
K? 0.25 0.28
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5.5 Conclusion

Accurate modelling of the ATLAS detector has been carried out using the
FLUKA package. Both primary particle production and “albedo” particle fluxes
have been simulated to obtain total fluxes expected in the inner detector tracking
layers.

Total fluxes, averaged over the inner detector layers, are calculated to vary
from near 10 equivalent 1 MeV neutrons per cm? per year at the innermost radius
considered (11.5 cm), to 103 at 7=40-50 cm, further reducing with increasing radius.

The neutron moderating effect of the TRT was compared with that of the
moderator in the Cosener’s House design. The TRT produces a significant reduction
in the neutron flux in the inner detector.

A layout with a single barrel TRT was studied. Calculations show very similar

“fluxes in the inner barrel region to those calculated for the Cosener’s House design.
Removal of the moderator from the central barrel region, was shown to have only
‘a 20-30% effect on the total expected radiation damage in the silicon layers, which
“in this design are all inside the inner radius of the barrel TRT. This could have
important consequences for the barrel layout if the additional radial space becomes
essential for the active detector elements. With this design, the equivalent 1 MeV

neutron flux of 10'® cm™? per year occurs at a radius of 40-50 cm.

56 Discussion of Uncertainties

It should be kept in mind that there are large uncertainties in the fluxes quoted

here.

o The largest of these is the 50% uncertainty in the source term as discussed in

Section 5.2.1.

e There is about a 10-20% uncertainty in the inelastic cross section. Data from
Ref. [55] suggests that an inelastic cross section (excluding single diffraction) of

71 mb may be more appropriate. (See Ref. [56] for details.)
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e The accuracy of FLUKA as discussed in Section 4.2 is estimated to be around
+20%. In some comparisons, including those described in Section 4.4, up to
a factor 2 discrepancy has been observed with FLUKA underestimating the

measured quantity. This uncertainty will mainly affect the neutron contribution.

e There will be uncertainties in the damage calculated due to uncertainties in the
NIEL data. In particular, there is very little experimental data on the damage
caused by pions. The uncertainty in the NIEL corrections is not well known

and is taken to be 20%.

e Variations in the detector configuration can have large effects on the neutron
fluxes. This is particularly the case when hydrogenous material is involved.
Charged hadron fluxes which mainly come from the p-p beam collisions are not
sensitive to these variations. So in the inner layers, where the charged hadron

flux dominates, the damage will not vary significantly with any design variation.

Since these uncertainties are not statistical errors, but rather they are an at-
tempt to quantify the extent to which these numbers are reliable, it is not possible to
follow any standard statistical analysis to obtain an overall uncertainty in the fluxes.
Nevertheless, an upper bound has been estimated by adding these uncertainties in
quadrature. The non-neutron contributions are mainly due to the direct flux from
particles produced in the p-p collisions. Therefore, only the uncertainties in the source
term (50%), the inelastic cross section (20%), and the NIEL corrections (20%) are
important for the non-neutron contribution. Adding these errors in quadrature gives
an error of approximately 60%. The upper limit for the non-neutron contribution of
the 1 MeV neutron-equivalent flux has therefore been taken as a factor 1.6 higher
than the calculated flux. The lower bound is assumed to be the calculated flux di-
vided by 1.6. For the neutron contribution the uncertainty in the FLUKA simulation
is important since this contribution is mainly due to the production of “albedo” neu-
trons. A conservative estimate of a factor 2 in the FLUKA simulation is assumed
based on the discrepancies seen in Section 4.4. Since this is now the dominant error,

the overall error for the neutron contribution of the 1 MeV neutron-equivalent flux
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has been taken as a factor of 2. That is, the upper limit is found by multiplying by

2 and the lower bound is found be dividing by 2.
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Table 5.4: Annual particle fluxes for different particle species in the Cosener’s House
design with complete moderator. Units are 10'® particles/cm?/yr.

n P P 7t K* K?
Region Flux | Flux | Flux | Flux | Flux | Flux
S1Sir=11.5cm | 0.95 | 0.41 0.34 7.3 0.53 0.25
S2 Sir=14.5 0.62 | 0.26 0.21 4.9 0.32 0.15
S3 Si r=20 0.45 | 0.16 0.11 2.8 0.17 | 0.079
S4 Sir=30 0.29 | 0.079 | 0.051 1.5 0.073 | 0.035
S5 Si r=>52 0.20 | 0.032 | 0.015 | 0.55 | 0.021 | 0.012
S6 Si r=53 0.20 | 0.035 | 0.015 | 0.53 | 0.020 | 0.011
S7 Si r="79 0.15 | 0.013 | 0.0053 | 0.21 | 0.0093 | 0.0050
S8 Si r=81 0.14 | 0.013 | 0.0053 | 0.19 | 0.0088 | 0.0048
59 Si r=105 0.14 | 0.0075 | 0.0023 | 0.078 | 0.0043 | 0.0025
G1 GaAs z=58.5 | 0.41 0.23 0.16 3.2 0.23 0.12
G2 GaAs z=T70 0.39 | 0.25 0.17 3.2 0.23 0.14
G3 GaAs z=96 0.37 | 0.21 0.16 3.0 0.21 0.11
G4 GaAs z=109 | 0.38 | 0.20 0.16 3.0 0.21 0.11

Table 5.5: Annual damage in silicon due to different particle species and the
total damage for the Cosener’s House design with complete moderator. Dam-
age is expressed as the equivalent 1 MeV neutron flux. Units are 10" (1 MeV)
neutrons/cm? /yr.

n P P i Kaon Total
Region Damage | Damage | Damage | Damage | Damage | Damage

S1Sir=11.5cm 1.3 0.74 0.57 6.1 1.3 9.9
S2 Sir=14.5 0.84 0.47 0.35 4.1 0.78 6.5
S3 Sir=20 0.63 0.30 0.18 2.3 0.42 3.9
S4 Si r=30 0.41 0.15 0.084 1.2 0.18 2.0
S5 Sir=>52 0.30 0.065 0.027 0.46 0.055 0.91
56 Si r=>53 0.30 0.069 0.026 0.44 0.053 0.89
S7 Sir=79 0.21 0.026 0.0093 0.17 0.025 0.45
S8 Si r=81 0.21 0.029 0.0092 0.16 0.024 0.42
S9 Si r=105 0.19 0.016 0.0040 0.064 0.012 0.29
G1 GaAs z=58.5 0.51 0.37 0.23 2.7 0.51 4.3
G2 GaAs z=70 0.48 0.37 0.24 2.6 0.52 4.2
G3 GaAs z=96 0.46 0.31 0.22 2.5 0.44 3.9
G4 GaAs z=109 0.48 0.29 0.22 2.5 0.43 3.9




167

Table 5.6: Annual particle fluxes for different particle species in the Single TRT design
with complete moderator. Units are 10'% particles/cm?/yr.

n P P | K* K?
Region Flux | Flux | Flux | Flux | Flux | Flux
S1Sir=115¢cm | 1.0 | 042 | 034 | 73 | 0.53 | 0.30
S2 Sir=14.5 0.63 | 0.30 | 0.21 48 | 0.34 | 0.19
S3 Si r=20 0.42 | 0.16 | 0.11 2.7 | 0.17 | 0.099
S4 Sir=30 0.36 | 0.087 | 0.050 | 1.5 | 0.076 | 0.045
S5 Si r=>50 0.19 | 0.032 | 0.017 | 0.58 | 0.024 | 0.014
56 Si r=60 0.18 | 0.026 | 0.011 | 0.40 | 0.017 | 0.0098
S7 Si r=69 0.16 | 0.016 | 0.0084 | 0.28 | 0.013 | 0.0076
G1 GaAs z=58.5| 0.43 | 0.25 | 0.16 34 | 023 | 0.14
G2 GaAs z=T70 048 | 0.28 | 0.18 3.2 | 023 | 0.14
G3 GaAs z=96 047 | 0.24 | 0.15 29 | 021 | 0.12
G4 GaAs z=109 | 0.45 | 0.23 | 0.15 3.0 | 0.22 | 0.12

Table 5.7: Annual damage in silicon due to different particle species and the total
damage for the Single TRT design with complete moderator. Damage is expressed
as the equivalent 1 MeV neutron flux. Units are 10** (1 MeV) neutrons/cm?/yr.

n P P nt Kaon Total
Region Damage | Damage | Damage | Damage | Damage | Damage

S1 Sir=11.5 cm 1.6 0.79 0.56 6.1 14 10.
S2 Si r=14.5 0.92 0.56 0.35 4.0 0.87 6.7
S3 Si r=20 0.61 0.31 0.18 2.3 0.45 3.8
S4 Si r=30 0.55 0.17 0.082 1.3 0.20 2.3
S5 Si r=>50 0.26 0.066 0.030 0.48 0.066 0.90
S6 Si r=60 0.25 0.057 0.020 0.33 0.046 0.70
S7 Si r=69 0.23 0.033 0.015 0.23 0.035 0.54
G1 GaAs z=58.5 0.54 0.44 0.23 2.8 0.55 4.6
G2 GaAs z=70 0.56 0.45 0.26 2.6 0.54 4.4
G3 GaAs z=96 0.61 0.37 0.21 2.4 0.46 4.0
| G4 GaAs z=109 0.58 0.34 0.21 2.5 0.46 4.1
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Table 5.8: Comparison of annual neutron fluxes in different detector configurations of
the Cosener’s House design. Units are 10'® particles/cm?/yr. Configuration numbers
correspond to those given in fig. 5.11.

Configuration

Region 1 2 3
S1Sir=11.5cm |1.9] 1.4 | 0.95
S2 Sir=14.5 16| 1.2 | 0.62
S3 Sir=20 1.5 1.1 [ 045
S4 Si r=30 1.310.77 ] 0.29
S5 Si r=>52 1.3 0.65 | 0.20
S6 Si r=53 1.2 0.610.20
S7 Si r=79 1.2 10.55 ] 0.15
58 Sir=81 1.110.520.14
S9 Si r=105 1.110.72|0.14
Gl GaAsz=585 (16| 1.0 | 0.41
G2 GaAsz=70 |1.4|0.85|0.39
G3 GaAsz=96 |1.3|0.95]0.37
G4 GaAsz=109 | 14| 1.0 | 0.38

Table 5.9: Comparison of annual total damage in equivalent 1-MeV neutron
flux in different detector configurations of the Cosener’s House design. Units are
1013 (1 MeV) neutrons/cm?/yr. Configuration numbers correspond to those given in
fig. 5.12.

Configuration

Region 1 2 3
S1Sir=115cm |11.| 10. | 9.9
S2 Sir=14.5 73| 7.3 | 65
S3 Si r=20 46| 46 | 3.9
S4 Si r=30 271 24 | 2.0
S5 Si r=52 1.71 1.3 | 091
S6 Si r=53 1.6 1.2 |0.89
S7 Sir=79 1.2 {0.77 ] 0.45
S8 Sir=81 1.2 10.73 | 0.42
S9 Sir=105 1.0 1 0.75 | 0.29
G1 GaAsz=585 (51| 49 | 43
G2 GaAsz=70 |51 | 46 | 4.2
G3 GaAsz=96 |45 43 | 3.9
G4 GaAs z=109 |4.7| 44 | 3.9
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Table 5.10: Comparison of annual neutron fluxes in different detector configurations
of the Single TRT design. Units are 10'® particles/cm?/yr. Configuration letters
correspond to those given in fig. 5.13.

Table 5.11:

flux in different detector configurations of the Single TRT design.
neutrons/cm?/yr. Configuration letters correspond to those given in

101 (L MeV)
fig. 5.14.

Configuration
Region A B C D
S1Sir=115cm | 16 | 1.2 | 1.1 | 1.0
S2 Sir=14.5 1.2 [ 0.95 | 0.86 | 0.63
S3 S5i r=20 1.0 | 0.71 | 0.62 | 0.42
S4 Si r=30 0.77 | 0.58 | 0.45 | 0.36
S5 Si r=50 0.73 |1 0.49 | 0.36 | 0.19
S6 Si r=60 0.66 | 0.47 | 0.34 | 0.18
S7 Si r=69 0.61}0.44 | 0.31 | 0.16
Gl GaAs z=585|0.92 | 0.75| 044 | 0.43
G2 GaAs z=70 1.0 [ 0.72 | 0.55 | 0.48
G3 GaAs z=96 1.0 [ 0.64 | 0.56 | 0.47
G4 GaAsz=109 | 1.2 {0.77 | 0.51 | 0.45

Configuration
Region A B C D
S1Sir=11.5cm | 11. | 10. | 10. | 10.
S2 Sir=14.5 72 |70 | 67 | 6.7
S3 Sir=20 45 | 41 | 40 | 3.8
S4 Si r=30 24 | 23 | 22 | 23
S5 Si r=50 1.4 | 1.2 | 1.0 | 0.90
S6 Si r=60 1.1 1099 |0.84 | 0.70
S7 Si r=69 0.94 | 0.83|0.70 | 0.54
Gl GaAsz=585| 46 | 45 | 45 | 4.6
G2 GaAs z=T70 51 | 45 | 45 | 44
G3 GaAs z=96 45 | 41 | 40 | 4.0
G4 GaAsz=109 | 46 | 43 | 43 | 41

Comparison of annual total damage in equivalent 1 MeV neutron

Units are
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Chapter 6

Predictions for Silicon Operation in

ATLAS

6.1 Introduction

In this chapter, predictions have been made of the increase in leakage current
and depletion voltage during a possible 10 year LHC scenario. These predictions
are based on the fluxes in the inner detector as calculated for the Cosener’s House
design in Chapter 5 along with results from radiation damage studies. Results of the
neutron irradiations as described in Chapter 3 have been used to estimate changes in
leakage currents at 20°C. This has been compared with results from another group.
For the changes of leakage current at 0°C and for the change in depletion voltage,

data compiled by the RD2 collaboration have been used.

6.2 Operating Limits for Silicon

The foreseen maximum limits for depletion voltage, leakage current and charge

collection efficiency as given by the RD2 collaboration [57] are given below.

- o Depletion voltage < 150 V. During operation the detectors will need to be
over-biased in order to achieve better charge collection efficiency. The operating

voltage should remain below 200 V.

e Leakage Current < 2 pA. This limitation is mainly to keep power dissipation

less than 20% of the power dissipation of the amplifier. If extra cooling is
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provided this limitation could be increased to < 5 pA.

e The charge collection efficiency should be > 70% from a mip (minimum ionizing
particle) signal. With a leakage current below 5 pA and this charge collection

efficiency the signal to noise ratio should be greater than 8:1. (See Section 3.5.3.)

6.3 An LHC Scenario

It is expected that the LHC will initially run at low luminosity, not reaching
maximum design luminosity for a number of years. For the purpose of predicting the
degradation of the silicon the luminosity for the first ten years has been assumed to

be

10%! cm~2%s7! for year 1.

1032 cm~2s™! for year 2.

1032 cn~2s7! for year 3.

e 10% cm~2s7! for years 4 and 5.
e 1.7 x 10* cm~2s! for years 6-10.

The average luminosity over 10 years for this scenario is about 10% cm~%s7!. The

running time per year is expected to be around 107 sec spread over about 7 months.

Leakage currents can be reduced by operating the detectors at low tempera-
ture. Keeping the detectors at low temperature also slows down the reverse annealing
of the effective impurity concentration and hence prolongs the detectors useful life-
time. For the latter reason it is necessary to keep warm up periods (for maintenance)

to a minimum. A possible yearly operating scenario could be:

e Beam on for 7 months. Temperature: 0°C.
e No beam for 1 month. Temperature: 0°C.
e No beam for 1 month. Warm up period with temperature: 20°C.

e No beam for 3 months. Temperature: 0°C.

Scenarios where the temperature is always at 20°C and always at 0°C have also been

studied.
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6.4 Prediction of the Increase in Leakage Current

For a given set of self annealing parameters and damage coefficient the leakage
current can be calculated as a function of time as described in Section 3.6. It is useful
to calculate the increase in leakage current in a time interval in which the flux is

constant. The current I is given by
I=>1 (6.1)

where I; corresponds to the component which anneals with time constant 7;. The
change in [; in a time interval At (which does not necessarily need to be small) with

constant flux d®/d¢ is given by
_ d@ —At/7;
Al = (Ai mia Vol — — Ii> (1 —e ) . (6.2)

Using these equations the leakage current can be calculated as a function of time by
an iterative process. This has been done for a flux time profile corresponding to the

LHC luminosity scenario proposed in the previous section.

Running at 20°C

The self annealing parameters and damage coefficient obtained from Melbourne
Irradiation 1 (see Section 3.9) were used to predict the leakage current for running at
20°C. This set of parameters will be referred to as the Melbourne set. The damage
coefficient from Melbourne Irradiation 1 has been used rather than the one calculated
from Melbourne Irradiation 2 for reasons discussed in Section 3.11. The self annealing
parameters and damage coefficient as obtained by the Hamburg group have also been
used for comparison. This set has been modified so that after about 100 days no
further annealing takes place reflecting the uncertainty in the behaviour for longer
periods. Unless otherwise stated references to the Hamburg set will refer to this
modified set. The damage coefficients used were 1.4 x 1076 A /em for the Melbourne

set and 8.0 x 10717 A /cm for the Hamburg set. The self annealing parameter sets are
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given in table 6.1. Figure 6.1 shows each parameter set as given by
I(t)/To =Y Awe™/™ (6.3)

where I, is the leakage current increase in the absence of self annealing.

Table 6.1: Self annealing parameters.

0.4

N\

Melbourne Set Old Hamburg Set Hamburg Set (Modified)
1 Ti (mln) Ai 1 Ti (mln) Ai 1 Ts (mm) Ai

1 00 0.255 1]6.70 x 10° | 0.396 || 1 00 0.320
2 | 3.54 x 10* | 0.159 911.47x10%]0.201 || 2| 1.0x 10° 0.076
3| 2440 |0.196| 3| 1000 |0.131 | 3] 1.47x10*| 0.201
4 63 0.390 4 119 0.116 |} 4 1090 0.131
5 17.8 0.156 || 5 119 0.116
6 17.8 0.156
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Figure 6.1: Comparison of different self annealing parameter sets.

Figure 6.2 shows the ratio I(t)/I in an LHC scenario in which the luminosity
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is the same in each year, with a running period of 7 months per year. Here, Iy is
the. leakage current increase expected at the end of 10 years if no self annealing took
place. Since annealing is occurring continuously during operation, types of damage
with time constants much less than a year do not contribute greatly. This is seen in
figure 6.2 where, except for the unmodified Hamburg set, the ratio after 10 years is
equal to the constant term in the self annealing parameter set. Because of this, the

final leakage current (after a fluence @) can be estimated as
I=0x % Vol (6.4)

where ., = Aja and A; is the constant term in the parameter set. For the Melbourne

set (oo = 3.6 x 10717 A/cm and for the Hamburg set aeo = 2.6 X 10717 A/cm.
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Figure 6.2: Ratio of leakage current I to Iy, where Iy is the current increase expected
at the end of 10 years if no self annealing took place. Shown are the ratios predicted
using the self annealing parameter set from Melbourne Irradiation 1 (Melbourne set),
" the modified Hamburg set and the unmodified Hamburg set.
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Running at 0°C

For 0°C running the damage coefficient, oo = 2.2 x 1077 A//cm, obtained by
Dortmund [19] has been used. The Hamburg annealing set has been used since in
Ref. [19] the rate of annealing for the 0°C data was observed to be approximately
the same as that predicted by the Hamburg set. This does not mean that the same
damage mechanisms are annealing at 0°C and 20°C, only that the overall annealing

rates are similar.

Running with a 1 Month Warm Up

A warm up period is likely to result in lower currents than if the detectors are
kept constantly at 0°C due to an increased rate of annealing at higher temperatures.
To estimate the leakage currents for the scenario where there is a 1 month warm up
period, the following procedure was used.

During both cold and warm operation (but not during the transition from
one to the other) AI is given by equations (6.1) and (6.2). The parameters A;
and 7; are not necessarily the same for both temperatures. The value of o is the
one corresponding to operation at the temperature being considered. For the warm
periods both the Melbourne and Hamburg sets have been used. For the cold periods |
the parameters used ai*e the same as for 0°C running as described above.

To determine the current after transition between different temperatures, the
temperature dependence as given in equation (3.29) is used. From this equation
Io /1,00 = 0.15. After transition the current must be divided up into its constituents
I;. This is done as follows.

After transition from cold to warm, the part of the current I, gained during the
previous irradiation is calculated. That is the difference between the current directly
after warm up and the current at the end of the previous warm up period. The ratio
I,/Io, is determined where Iy, is the current that would have been gained without
annealing in a warm irradiation of the same fluence as the previous irradiation. This

ratio can be thought of as the remaining fraction of the damage that would have been
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produced in a warm irradiation. Other damage that would anneal immediately at
20°C (i.e., damage not seen in 20°C irradiations) is assumed to have had sufficient
time to anneal out completely at 0°C. Also damage that anneals with the shorter
time constants at 20°C is assumed to be completely or partially annealed at 0°C. The

remaining fractions A} of the different damage types are found so that

YA =1o/log (6.5)

where the index 7 corresponds to the indices in the self annealing parameter set. Each
A? in turn, from the longest to shortest time constant, is given the value A; so that
the ratio I,/Ip 4 is not exceeded. The next coefficient is assigned the remainder. Any
other coefficients are assigned zero. For example if I/, = 0.5 and the Melbourne
parameter set is being used, then A} = 0.255, A} = 0.159, A} = 0.086, and A7 = 0.

The components of the current are then given by
I = AZIO,g -+ Ii,p (66)

where I;, are the components from the previous warm up period.

After the transition from warm to cold, the remaining damage is assumed to
be stable. (It may, however, continue annealing in the next warm up period.) All the
current is assigned to the constant term [;. The other components are set equal to

Zero.

The Predictions

The expected leakage currents in layer 5 of the Cosener’s House design (this
layer has the highest leakage current increase) for the LHC scenario as proposed in
Section 6.3 are shown in figures 6.3 and 6.4. Figure 6.3 shows predictions made using
the Melbourne set for 20°C operation (including the 1 month warm up period) while
figure 6.4 shows the predictions made using the Hamburg set. Predictions made

for 0°C, 20°C, and 1 month warm up scenarios are shown. The leakage currents
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scale with flux and sensitive volume. Silicon detectors in layer 5 have a sensitive
volume of 7.02 x 1073 cm® and receive a fluence (over 10 years) of 5.7 x 10" (equiv.
1 MeV neutrons)/cm?. Leakage currents at the end of 10 years are 14 and 2.8 pA for
20°C (using the Melbourne set) and 0°C scenarios respectively. The same values are
obtained using equation (6.4).

For the scenario where there is a 1 month warm up, after this warm up the
currents are higher than those for the irradiation at 20°C. This is due to damage that
would have annealed out at room temperature being stable or annealing more slowly
at cold temperatures. Annealing follows with currents approaching the level obtained
for the 20°C irradiation. The extra annealing results in the currents for the 1 month
warm up scenario being less than if the detectors were kept at 0°C continuously. The
leakage currents at the end of 10 years for the 1 month warm up case are only slightly
higher than what would be obtained if operated continuously at 20°C for 10 years
and then cooled down to 0°C. For example in layer 5, using the Melbourne set, the
leakage current at the end of 10 years is 14.2 pA for the 20°C scenario. Cooling
the detector down (i.e., multiply by Ije /I, = 0.15) results in a current of 2.13 pA.
For the 1 month warm up scenario the final current is 2.19 pA. This suggests that -
a 1 month warm up period is sufficient time to get most of the benefit from room
temperature annealing.

The increase in leakage current at the end of running each year is given as
a function of radius in figures 6.5, 6.6 and 6.7 for 20°C, 0°C, and 1 month warm
up running respectively. The values are taken directly after the end of the beam on
period (i.e., after 7 months). It is at this time that the currents are highest, after
which time some annealing takes place. For 20°C operation the Melbourne set has
been used. This includes the warm up periods in the 1 month warm up scenario.
Figure 6.8 shows the 1 month warm up scenario predicted using the Hamburg set for
the warm periods. Using the Hamburg set gives values a factor 1.2 lower for the final
years.

The sensitive volume of the detectors are those given in table 2.1. Layer 5 has




6.4. Prediction of the Increase in Leakage Current 183

16
14
12

10 — o 1 Month

Warmup
00

Leakage Current (HA)

III|I|l||Illllllllllllllllllllll
IIIII]IlII![IllIIlIlI'|||II‘llll

o
18]
-
(]

Time (years)

Figure 6.3: Predicted leakage current in layer 5 for a 10 year LHC scenario. Data
is shown for three temperature scenarios: operation at 0°C, at 20°C and 0°C with
1 month warm up to 20°C. The Melbourne set has been used for 20°C operation.
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Figure 6.4: As in figure 6.3, except that the Hamburg set has been used for 20°C
operation.
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the highest leakage current increase. Although layers at smaller radii receive higher
fluxes, they have smaller sensitive volumes than the outer layers.

For 20°C the maximum limit of 2 pA is exceeded in the outer layer in 7 years.v
Layers 5 and 6 exceed this limit after 5 years and exceed 5 pA after 6 years. It is
clear from this that cooling is essential. For 0°C running, the currents remain below
2 pA for all layers, except 5 and 6, after 10 years of operation. Layers 5 and 6 reach
the limit after 8 years with layer 5 reaching a maximum of 2.9 A after 10 years. A
1 month warm up period improves the situation. For this temperature scenario layers
5 and 6 remain within the limit for 9 years, reaching a maximum of 2.3 pA after 10
years. Using the Hamburg set in the 1 month warm up scenario, the currents remain

below 2 pA for the 10 years, reaching a maximum of 1.9 pA in layer 5.

6.5 Prediction of the Change in Depletion Voltage

The change in the effective impurity concentration Ng, for times much greater
than the irradiation time, is given by equation (3.13). In the long term running of
the LHC the reverse annealing will occur during the irradiation. The predicted N.g

was calculated numerically. Consider the following quantities:

Np: Part of the donor concentration. These are neutralized during irradiation with

dNp _ _ o1}
arate <52 = —cNp<,.

N,4: Concentration of acceptor like defects. These are created during irradiation with

dNg _ de
arate g4 = +6,5;-

N,: Concentration of neutral defects which later combine to form an acceptor like
defect. These are created during irradiation with rate %Jr = +6,%2 and are

removed at a rate 4= = —kNZ.

N,: Concentration of acceptor like states created by the combination of neutral type

defects N, with a rate %1 = 4" = kN2
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.. Figure 6.5: Predicted leakage currents at the end of running each year as a function
of radius. This data assumes operation at 20°C at all times. The Melbourne set has
been used.
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Figure 6.6: Predicted leakage currents at the end of running each year as a function
of radius. This data assumes operation at 0°C at all times.
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Figure 6.7: Predicted leakage currents at the end of running each year as a function
of radius. This data assumes operation with a 1 month warm up period of 20°C each
year. The temperature at all other times is 0°C. The Melbourne set has been used
for the 20°C periods.
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Figure 6.8: As in figure 6.7, except that the Hamburg set has been used for the 20°C
periods.
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The time was divided into small intervals AT. In a time AT the change in

fluence is given by A® = %%At. The changes in the above quantities in time AT are:

ANp = —Np(1 —eA®)
ANy = +B,A®
AN, = +B,A® —kN?
AN, = +kN?

where k=k(T) as given in equation (3.12). The initial values are Np(0) = N,

N4(0) = Ny(0) = No(0) = 0. The value of N,z is given by
Negg = Negro— Ny + Np — Ny — N, (6.7)

where Ng o is the effective impurity concentration before irradiation. The depletion
»_‘v:o‘ltage is then calculated using equation (3.7). The values used for Neg o, Ni, Bs,
Bn, and c are given in table 3.1.
Figure 6.9 shows the expected depletion voltage for a few layers of the Cosener’s
‘House design. Three temperature scenarios have been considered. One with operation
ét 0°C at all times, one with 0°C at all times except for a 1 month warm up period at
20°C and one with 20°C at all times. The thickness of the detectors has been taken
as 300 pm for all layers except layers 1 and 2 for which the thickness was 150 pm. The
depletion voltage is observed to initially decrease until it reaches zero after which it
increases. This inflection corresponds to the silicon changing from n-type to p-type.
(See Section 3.5.2.) The effect of the different temperature scenarios is quite dramatic
“on the depletion voltage as a result of the strong dependence reverse annealing has
with temperature.
| Figures 6.10-6.12 show the depletion voltage expected at the end of each year
as a function of radius. The three temperature scenarios are shown. The thickness of
the detectors was taken as 300 um for all layers. For the actual depletion voltage in

the first 2 layers it is necessary to divide by 4. Because of this layer 3 has the highest
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Figure 6.9: Prediction of the depletion voltage in a 10 year LHC scenario for different
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increase in depletion voltage. The inflections in these plots are due to type inversion.
For running at 20°C the depletion voltage remains below the 150 V limit after 10
years operation for layers with a radius greater than 55 cm. Operating the detectors
at 0°C with a 1 month warm up reduces this minimum radius to 42 cm. Without the

warm up period, layers with radius greater than 33 cm remain below the limit.
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Figure 6.10: Predicted depletion voltage at the end of each year as a function of
radius. This data assumes operation at 0°C at all times. The thickness for all layers
is 300 pm.

6.6 Predictions with Different Luminosity Scenarios

The predicted depletion voltage and leakage current will be dependent on the
LHC luminosity scenario. Five luminosity scenarios were studied (Scenario 1 is the
one described in Section 6.3). These were as follows (luminosities are in units of

cm~2s7h):
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Figure 6.11: Predicted depletion voltage at the end of each year as a function of
radius. This data assumes operation with a 1 month warm up period of 20°C each
year. The temperature at all other times is 0°C. The thickness for all layers is 300 pm.
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Figure 6.12: Predicted depletion voltage at the end of each year as a function of
radius. This data assumes operation at 20°C at all times. The thickness for all layers
is 300 pm.
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Scenario 1: 1 yrat 103, 1 yr at 10%%, 1 yr at 10%, Average: 1.06 x 10**
2 yrs at 10%4, 5 yrs at 1.7 x 10%

Scenario 2: 10 yrs at 103 Average: 1.0 x 103
Scenario 3: 3 yrs at 1033, 7 yrs at 103 Average: 0.73 x 10*
Scenario 4: 3 yrs at 10%, 7 yrs at 1.7 x 10% Average: 1.22 x 103
Scenario 5: 10 yrs at 1.7 x 10% Average: 1.7 x 103

The leakage current and depletion voltage at the end of 10 years running for the 5
scenarios are shown in figures 6.13 and 6.14. The leakage currents after 10 years are
approximately proportional to the integrated luminosity. For the depletion voltage,
the final value varies roughly with the integrated luminosity although they are not
proportional. For scenarios 1 and 2, which both have about the same integrated
luminosity (6% higher for scenario 1), the final depletion voltages are almost identical.
Luminosity scenarios which have higher luminosity during the earlier years will have
a larger final depletion voltage than for a luminosity scenario which has the same
integrated luminosity but where the luminosity is higher during the final years. This
is because the reverse annealing has had more time to take effect on the damage
produced in the first few years. The resulting difference, however, is not large (about

6%) for the variations between scenarios 1 and 2.

6.7 Estimate of the Uncertainty in the Predictions

The predictions given in the previous sections have all used the “best guess”

values for all parameters. A number of uncertainties must be considered. These are:

e The uncertainty of the fluxes as calculated in Chapter 5. An estimate of these
uncertainties is given in Section 5.6. For the neutron contribution, the upper
limit on the flux is obtained by multiplying by a factor of 2 and the lower
limit by dividing by a factor of 2. Similarly, for the limits on the non-neutron

contribution a factor of 1.6 is used.
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Figure 6.13: Predicted leakage current at the end of running in the 10th year as a
function of radius. Data is shown for five different LHC luminosity scenarios (see
~ text). Scenario 1 (solid line) has a similar integrated luminosity to that of scenario 2.
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Figure 6.14: Predicted depletion voltage at the end of 10 years as a function of radius.
Data is shown for five different LHC luminosity scenarios (see text). Scenario 1 (solid
line) has a similar integrated luminosity to that of scenario 2. The thickness for all
layers is 300 pm.
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e The uncertainty in the effective impurity concentration parameters. To obtain
the upper limit the upper or lower limit of each parameter is used such that it
results in an increase in |N.z|. Similarly for the lower limit; the limits are chosen
which result in a decrease in [Nz|. In effect, the errors are added linearly and

so they are conservative.

o The luminosity scenario. The previous section gives some indication of the

sensitivity to the luminosity and has not been considered in this section.

Figure 6.15 shows the upper and lower limits due to the uncertainty in the flux for the
leakage current at the end of running in the 10th year. A 1 month warm up scenario
has been assumed with the Melbourne set used for the warm periods. Figure 6.16
shows the upper and lower limits of the depletion voltage after 10 years. The limits
correspond to the uncertainty in the flux and the uncertainty in the effective impurity
concentration parameters. Also shown is a case where both the fluxes and effective
impurity concentration parameters are at their extremes. In effect, the errors are
added linearly. This will be a conservative procedure as the two sources of uncertainty

are uncorrelated and so it is unlikely that both will be at their extremes.

6.8 Discussion and Conclusions

Using the “best guess” values for all parameters, layers with 7 > 42 cm will
be operable for 10 years. The limiting quantity that determines the survivability of
silicon is the depletion voltage. However, the leakage currents for the intermediate
layers (around a radii of 50 cm) exceed the 2 pA limit after 10 years reaching a value
of 2.3 uA. Using the Hamburg parameters, the currents remain below this limit for
the full 10 years. These currents are well below the 5 pA limit which may be possible
if extra cooling is provided. The intermediate layers have the highest increase in
leakage current despite the inner layers receiving higher fluxes. This is due to the
larger pad sizes used for the outer layers. In current designs of the ATLAS inner

detector the pad sizes have been reduced which will result in lower leakage currents.
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Figure 6.15: Upper and lower limits for the predicted leakage current at the end of
running in the 10th year as a function of radius. Shown are the upper and lower
limits as estimated by taking the extremes of the fluxes. A 1 month warm up period
has been assumed with the Melbourne set used for the warm periods.




~

6.8. Discussion and Conclusions 195

9 10 E T T T T T T H T T T T T l 1 T T | T
© i ]
g - OB N Parameters
S s I /] Fluxes
c 10%E _
% E [ ] Both Cases ]
2 C ]
@ - i
102 =
10 & E
1 1 1 L | | Il 1 ‘ 1 I 1. I 1 Il L l 1 1 1 ‘
0 20 40 60 80 100

Radius (cm)

Figure 6.16: Upper and lower limits for the predicted depletion voltage at the end of
10 years as a function of radius. Shown are the upper and lower limits as estimated by
taking the extremes of the effective impurity concentration parameters, the extremes
for the fluxes, and a linear combination of these. A 1 month warm up period has
been assumed. The thickness for all layers is 300 pm.
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There are many uncertainties. With the effective impurity concentration pa-
rameters and fluxes at their extremes, silicon detectors with r < 70 cm may not be
operable for the full 10 years. With only the fluxes at their maximum, this gives a
minimum radius of 60 cm. The leakage currents are likely to remain below 5 pA even
with the fluxes at their extremes. A 2 pA limit, however, could easily be exceeded. -

The inner layers according to these predictions are unlikely to be operable for
the full 10 years. For layer 3 the depletion voltage reaches 150 V after an integrated
luminosity of about 4 x 10%! cm~2 in the case of a 1 month warm up. For luminosity
scenario 1 this occurs after 6 years.

Since both the Cosener’s House design and the single barrel TRT design studied
in Chapter 5 showed similar radial variation of the fluxes, results here are applicable
for both designs. Clearly the pad geometry and detector thickness must be taken into

consideration when studying different designs.




Chapter 7

Conclusion

The damage to silicon detectors due to neutrons was studied by monitoring leakage
currents in two neutron irradiations. In both experiments, the detectors were kept
under bias with leakage currents monitored both during and after the irradiations.
The currents were observed to reduce after the irradiation due to self annealing. This
annealing was parameterized enabling damage coefficients to be determined which
were corrected for self annealing. The first experiment, Melbourne Irradiation 1,
vielded a damage coefficient of (1.4 & 0.3) x 107*¢ A/cm. In this experiment the
temperature was measured but not controlled and data was normalized to 20°C.
‘Currents were monitored for up to 80 days enabling the long term annealing to be
measured. This resulted in a damage coefficient ae, = 3.6 X 101" A/cm due to the
‘unannealed fraction. Data from this experiment was used to predict leakage currents
in possible LHC scenarios.

The second experiment, Melbourne Irradiation 2, in which the temperature
was maintained at 20°C, yielded a lower damage coefficient of 8-9x 10717 A/em.
Variation was observed in the short term annealing in supposedly identical pads. The
ratio of the decrease in current after 10 hours of annealing to the current at the end
of the irradiation varied from 13-25%. This variation led to a variation in the dam-
age coefficient obtained. Since the irradiation was around an hour, the short term
annealing could be accurately determined, allowing an accurate correction for the self
kannealing to be made. Because of this, and since the experiment was done under
more controlled conditions, the damage coefficient corrected for self annealing ob-

tained in Melbourne Irradiation 2 is considered to be a more accurate value than the
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one obtained in Melbourne Irradiation 1. The difference in the two irradiations was
possibly due, in part, to an overestimation in the short term annealing in Melbourne
Irradiation 1 in which the irradiation was over 3 days. The long term annealing is
not sensitive to the components with short time constants and so Melbourne Irradia-
tion 1, which gave information about the long term annealing, was used for the LHC
predictions.

Two experiments were performed to test the validity of the Monte Carlo code
FLUKA. In the first experiment comparisons were made between the neutron fluxes
calculated using FLUKA and those measured in an operating detector UA2. The
results were inconclusive due to contributions suspected to be from beam losses. This
comparison highlighted the importance of eliminating such contributions in the LHC.
These contributions, however, are unlikely to be a problem since the design of the
LHC incorporates efficient beam collimaters which will reduce beam losses to an
insignificant level at full luminosity.

In the second experiment a calorimeter-like structure, which was comprised
of lead plates immersed in a tank of liquid argon, was irradiated with a 205 GeV/c
hadron beam. The isotope **Ar, which is radioactive, is produced when argon is
exposed to low energy neutrons. Good agreement was found for the ' Ar production
rate with the simulation agreeing with the experiment to within 20%. Comparisons
with other dosimeters placed throughout the “calorimeter” were less favourable, al-
though all were within a factor of two. All comparisons had FLUKA underestimating
the measured value. Measurements that were sensitive to neutrons in the 1-10 MeV
range agreed within 37-45%. The thermal flux as measured by gold and indium foils
agreed within 45%. Comparisons which were sensitive to the 0.5-1 keV range as mea-
sured by the gold and indium foils gave agreement within 22-30%. Considering the
good agreement for the argon activity and the reasonable agreement for the activity
measured by the gold and indium foils, the flux from thermal neutrons up to around
1 keV appear to be calculated adequately by FLUKA.

Accurate modelling of the ATLAS detector with FLUKA was carried out. Par-
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ticle fluxes in the inner detector region were calculated. Since FLUKA is able to trans-
port low energy neutrons, these fluxes contain the contribution from “albedo” neu-
'tfons asbwell as particles (mostly charged hadrons) coming directly from the p-p beam
interactions. Equivalent 1 MeV neutron fluxes were calculated using non-ionizing en-
ergy loss data.

Two designs were considered; the Cosener’s House design and a design which
had all silicon layers within the inner radius of a single barrel TRT module. Both
designs showed a similar radial dependence for the fluxes. The 1 MeV neutron equiv-
alent fux was observed to range from (0.3-10)x 10" cm~2yr~* with 10" cm™?yr™
occurring at r=40-50 cm. These values assume an inelastic cross section of 60 mb
and an integrated luminosity of 1.7 x 10* cm~? per year. In the Cosener’s House
- design the moderating effect of the radiator in the TRT was seen to have a significant
effect on reducing the neutron flux. In the single barrel TRT design the removal of
the moderator in the |z| < 100 cm region was shown to have only a 20-30% increase
on the 1 MeV neutron equivalent flux. For the inner radii the charged hadron com-
pbnent dominated. In the outer radii the “albedo” neutron flux dominated, although
- there was still a significant contribution from charged hadrons.

Fluxes calculated here, along with radiation damage studies including the neu-
tron irradiations described in this thesis, were used to predict the degradation of sili-
con detectors in LHC scenarios. Although fluxes obtained using the Cosener’s House
design were used, these had a similar radial variation to the single barrel TRT design.
Therefore the results are applicable to both designs. For an average luminosity of
104 cm~? per year the leakage current remained below 2 pA for 9 years reaching
2.3 uA in the 10th year. Allowing for uncertainties in the particle fluxes, it is possible
for the leakage currents to remain below 5 pA. The 2 pA limit may be viable but
cannot be guaranteed. The limiting factor is the depletion voltage. Using the best
estimates of all parameters, the depletion voltage remains below the 150 V limit for
10 years for silicon layers with a radius greater than 40 cm.

With fluxes at the extremes of their uncertainty the depletion voltage remains
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below the 150 V limit for r > 60 cm. A worst case scenario, with both fluxes and
effective impurity concentration parameters at their extremes, gives a minimum radius ‘
of 70 cm.

The silicon layer at a radius of 20 cm has the highest increase in depletion
voltage. This layer is expected to survive up to an integrated luminosity of 4 x
104 cm~2 which is likely to occur in 4-6 years depending on the initial luminosity.

In conclusion it is possible to operate silicon detectors with r > 70 cm for the
full 10 years of operation at the LHC. A more optimistic estimate gives a minimum
radius of 40 cm. The leakage currents are not likely to be a problem, but they may
exceed 2uA for layers around r = 50 cm. A 5pA limit is more reasonable. The
depletion voltage may be improved by reducing the length of warm up periods or

having them at lower temperatures.




Appendix A

Definitions of Flux and Fluence

The terms flux and fluence are used extensively in this thesis. The definition of
flux, and some methods for determining it, will be given here. Fluence is the time
integrated flux. A detailed explanation of flux and some related concepts can be
found in Ref. [58].

If considering particles moving in a single direction normal to a plane detector,
then the flux is given by the number of particles passing through the plane per
unit area per unit time. For a real detector the measured flux will depend on the
interaction probability. For a thin detector, if a particle’s direction of travel is not
perpendicular to the surface of the detector, the particle will travel through more
material and hence have a higher chance of interacting than in the perpendicular
case. As shown in figure A.1 the path length of the particle through the material is
greater by 1/cosf where 8 is the angle the particle makes with the normal to the
surface. The flux through the detector can therefore be obtained by weighting each
particle with 1/ cosf. That is, the flux is given by
2 Wi - (A1)

A-T wi_cosQi

Flux =

where A is the area of the detector and T is the time interval. This is referred to as
inverse cosine weighting.
A definition of flux which can be applied to an arbitrary region is the sum of

track-lengths of the particles divided by the region’s volume. This gives the average
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flux in the region:

Total track-length

A2
Volume - T (A2)

Flux =

This definition is correct because the track-length is proportional to the interaction
probability. The normalization by 1/volume is easily seen to be correct by considering
the case of particles moving in a direction perpendicular to the surface of a cuboid.
Consider figure A.1: for a flux F perpendicular to the surface A, the total track-length
per unit time is - A-d = F - Vol. In the case of a thin detector the track-length
definition of flux gives the same result as the inverse cosine weighting method since
the track-length is proportional to 1/ cos®.

When referring above to a measured flux, this assumed that the interaction
probability was low. If the interaction probability is high, such that every parti-
cle passing through a thin detector is counted, then a more appropriate quantity is
the current. The current is the number of particles, regardless of direction, passing
through a surface per unit area per unit time. Unlike the usual definition of current,
where particles moving in one direction cancel with particles moving in the opposite .

direction, there is no cancelling out with this definition.

Area A

d / cos ® d
vt/ T

Figure A.1: A thin detector with particle travelling through it with an angle 6 to the
normal. '




Appendix B
Calculation of the Run Uniformity Factor

" The Run Uniformity factor as used in Section 4.4 corrects for the non-uniformity in
the beam intensity when calculating the production rate of a radioactive isotope.
The production rate of the isotope is proportional to the beam intensity Z(t):

dNt
dt

PI(%) (B.1)

_where Z(t) is given as the number of beam particles per unit time. The proportionality
constant P is the production rate per beam particle and is the quantity of interest.

The rate of decay is

dN-
= -)N. B.2
dt N (B:2)
Th_e differential equation for NV is therefore
N
_ddt — PI(t)— AN . (B.3)

The activity is given by a = AN. Solving equation (B.3) results in the following

expression of the activity for an irradiation starting at time ¢:
t A+ A
a(t) = AP { / T(t*)eM dt*} e (B.4)
ts

This is analogous to the equations used for self annealing as described in Section 3.6.

Consider an irradiation of uniform beam intensity Z, between times ¢, and ¢y
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as shown in figure B.1a. The activity at t; is then given by
ar =PI, (1-e?tr%)) . (B.5)

The saturation activity is

Qsat = PIu . (B6)

In general the beam intensity will vary and the actual start and end of irradi-
ation may differ from the nominal times ¢, an t; (for example, if the actual start and
end of irradiation is determined after the nominal times are chosen). Consider a mea-
surement of the activity a; made a time ¢; after the nominal end of irradiation. The
saturation activity calculated from this measurement assuming a uniform irradiation

over the nominal times is (see Section 4.4.5):
At 1
Qgor = Q1+ €1+ ————~ . (B.7)

From equation (B.4) the activity a; is

T,
a; = AP [ / T T dt*} e A+t (B.8)

where T and T} are the start and end of the actual irradiation. From equation (B.7)

the saturation activity assuming uniform irradiation over the nominal times is

T.
AP { / "I dt*} e

1 ___ e_A(tf_ts) (Bg)

Aot =

Equating (B.6) and (B.9) gives the following expression of the uniform beam

intensity needed to give the same activity as in the non-uniform irradiation:

T
A {/ fI(t*)e’\t* dt*] e M1

I’u = 1 - e—)\(tf-—ts)

(B.10)
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The quantity to be extracted is P = /Z.. The uncorrected production rate P’ is
given by

p = Jeot B.11
IH/UE ( )

where 7, is the beam intensity averaged over the nominal length of the irradiation:
Ty
/ 7(t) dt

Ia.ve - y . B.12
. (B.12)

The corrected production rate is given by

Gsat Qsat Iave !
- — . = P. B.13
P I, Tove Zu fru ( )

where fgy is the Run Uniformity factor:

T
= 2 B.14
fru T, ( )

In practice the integrals in equations (B.10) and (B.12) are replaced by a sum.
Consider the profile in figure B.1b which has been divided up into a number of uniform
irradiations with time limits tg = Ts, t1, ..., tn = T¢. The beam intensity between

times t;_; and ¢; is Z;.

(a)
I .
z s 2z =
B ‘D :
< < H
i) 2 :
£ £ :
£ = é
® ® :
[0] (] :
m m :
t t t =T t t - t =T
) 1 2 ) n-1 t
: Time f 0= Time

Figure B.1: Beam intensity time profile for (2) a uniform irradiation and (b) a non-
uniform irradiation.
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The expressions for Z,,. and Z, are given by

Ia.ue = =1 (B'15>

and

n
[ Ii (ekt{ _ e)\ti_l)} e—-)\tf
i=1

Iu - 1 _— e—)\(tf—ts)

(B.16)

Note that when calculating fry any quantity proportional to the beam intensity can

be used.
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