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Abstract

We present a measurement of the cross section for the process ete™ — 717~ at en-
ergies on and around the Z° resonance using data collected by the OPAL detector at
the LEP collider in the years 1992 and 1993. Careful studies of the event selection
cuts, Monte Carlo background simulation and cosmic ray background were carried
out in order to produce a well understood precision result. The 1992 peak data at
an energy of 91.299 + 0.018 GeV produced a cross section of 1.479 + 0.009(stat) +
0.011(syst), the 1993 pre-scan data at an energy of (91.319 + 0.005) GeV produced
a cross section of 1.483 + 0.021(stat) £+ 0.007(syst) 4+ 0.009(lumi syst) and the 1993
scan-peak data at an energy of (91.208 + 0.005) GeV produced a cross section of
1.480 + 0.018(stat) + 0.008(syst) + 0.003(lumi syst). The +2GeV data sets in 1993
produced cross sections of 0.681 + 0.009(stat) + 0.008(syst) + 0.001(lumi syst) and
0.499+0.006(stat)40.009(syst) +-0.001(lumi syst) for the peak+2 and peak—2 points
respectively. All results are in agreement with the Minimal Standard Model predic-

tions and the cross section results so far published by the other LEP experiments.
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Chapter 1
Introduction

In this thesis we present a measurement of the taupair production cross section

te™ — 7%77) at energies on and around the Z° resonance using data collected in

o(e
the 1992 and 1993 LEP running periods utilising the OPAL detector. Chapter 2 gives
a brief overview of the Minimal Standard Model, paying particular attention to the
Electroweak sector. Chapter 3 briefly describes the tau lepton and outlines how the
mechanics of the Minimal Standard Model outlined in Chapter 2 are exploited in order
to calculate a theoretical prediction for the taupair cross section, paying particular
attention to energies close to the pole. Chapter4 briefly describes the OPAL detector
and the LEP accelerator together with the OPAL trigger system, pre-trigger, filter
and OPAL software suite. Chapter ) describes the taupair pre-selection, detector and
trigger status cuts, track and cluster quality cuts and the cuts used to isolate taupair
events from other final states. A brief description of the luminosity determination
and LEP energy calibration is also given. Chapter 6 is concerned with the choice of
Monte Carlo tau branching ratios and how they affect the measurement. Chapter7
describes the application of photon conversion and split track joining algorithms used
to reduce the final selection cut systematic error. Chapter 8 briefly describes a multi-
tude of systematic enhancement checks used to examine the Monte Carlo simulation
of signal and background and Chapter 9 describes the determination of the cosmic ray
and beam gas background. Chapter 10 summarises the 1992 and 1993 measurements

together with the improvements that can be made by combining event samples.
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Chapter 2

The Standard Model

The Standard Model [1] attempts to describe the interactions between the three
known families of matter particles comprising the quarks and leptons, these being
shown in table 2.1 listed horizontally in generations. All particles have been experi-
mentally observed with the exception of the tau neutrino, experimental evidence for
the top quark recently having been released by CDF [2] and DO [3]. In the model,
all matter is composed of spin—% point-like fermions, the ‘fermionic matter fields’ and
the interactions between them take place via the propagation of spin-1 gauge bosons,
the ‘gauge fields’. The Standard Model is a relativistic quantum field theory based
upon a series of ‘local gauge symmetries’, comprising Quantum Chromodynamics
(QCD) [4] and ‘Electroweak Theory’ [5][6][7][8][9]. QCD is the sector which justifies
the existence of three quark hadronic ‘baryon’ states such as the proton and two
quark ‘meson’ states such as the pion. It also introduces 8 massless gluon fields and
predicts such effects as ‘quark confinement’. Electroweak Theory combines Quantum
Electrodynamics (QED) with the ‘weak’ interaction responsible for nuclear 3-decay
and generates the charged W* gauge bosons and the neutral Z° and photon fields.
By the introduction of the ‘Higgs field’ [1], the W* and Z° bosons acquire mass and
the photon remains massless in a way that does not destroy the gauge symmetry and
renormalizability of the model. Indeed, the Higgs particle is necessary to guarantee
the renormalizability of the theory even if it is not introduced to generate the heavy

gauge boson masses [10]. As yet there is no direct evidence for the existence of the
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Higgs [11] but this in no way limits the predictive power of the Standard Model. No
attempt is made in the Minimal Standard Model (MSM) to include the effects of
gravity due to its extremely small coupling. Even attempts to embed the Standard
Model symmetry group inside a larger single group (grand unification [12]) can be

made without taking the gravitational force into account.

2.1 Quantum Electrodynamics

Quantum Electrodynamics (QED) [13] is the quantum field theory that de-
scribes the electromagnetic interaction between charged particles. The premise of
‘local gauge invariance’ of the QED Lagrangian under unitary phase transformations
necessitates the introduction of a vector field (the photon). The addition of mass

terms to the Lagrangian breaks the U(1) symmetry, hence the photon must be mass-

less.
Baryon Lepton
Name Spin' | Number | Number? | Charge
B L Q

Quarks
u c t : : 0 2
d s b : : 0 -1
Leptons
e ,u T : 0 1 -1
Ve v, v, : 0 1 0
Gauge bosons

~ 1 0 0 0

W+,2° 1 0 0 +1,0

g(i=1,---,8) 1 0 0 0

Table 2.1: The elementary matter and gauge particles of the Standard Model. For the matter
fields, their corresponding antiparticles are not listed - these have B, L and Q quantum numbers of

opposite sign.

!Spin is given in units of .
2There is a separate lepton number for each generation ie. the electron number, muon number
and tau number.
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2.2 Electroweak Theory

The weak force was first postulated in 1935 by Fermi [14] to explain the
phenomenology of -decay. He suggested the existence of a four fermion pointlike
interaction of coupling strength Gz which proved to be satisfactory for first order
calculations and ¢*<(100 GeV)2. It was the combined effort of Glashow, Salam and
Weinberg [5][6][7][8][9] however that provided us with a respectable (ie. renormal-
izable) theory capable of describing the high energy regime. It is centred around
the existence of massive gauge bosons (W*,Z°) and the discovery of ‘spontaneously
broken non-Abelian gauge symmetries’.

The first step is to attempt to form a symmetry group of weak interactions
(that is the charged and neutral weak currents) in the same way that the electromag-
netic interaction obeys a U(1) local gauge symmetry. The charged weak currents are
observed to have a V— A structure, that is they must be constructed from vector and

axial-vector bilinear covariants in the form:

This means that the charged weak currents are purely left handed (maximal violation
of parity). The observed weak-neutral current however must have a right as well as
a left handed component, seemingly destroying all hope of finding an appropriate
symmetry group. The observation however that the electromagnetic current contains
right as well as left handed components provides us with a way in which to introduce
a weak interaction symmetry group.

For the weak current interaction we use the group SU(2); where the L is
used to indicate the fact that only left handed particles couple to the weak fields.
The generators of the SU(2)y group are the ‘weak isospin’ generators which obey the
SU(2) group algebra:

[T%,T7] = e T .
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The Standard Model fermionic matter fields thus consist of left handed isospin dou-
blets and right handed isospin singlets (see table 2.2).

The combined ‘electroweak’ symmetry group is given by SU(2)@U(1)y. Y,
the ‘weak hypercharge’ is defined by the Gell-Mann-Nishijima relation:

Y
Q:T3‘|‘§

where @ (the charge operator) is the generator of the U(1).,, symmetry group, T is
the third weak isospin generator and Y is the generator of the symmetry group U(1)y.
Forcing the Lagrangian to be locally gauge invariant creates an isotriplet of vector
fields W(s = 1,2,3) which obey the SU(2)r group algebra and a B° isosinglet vector
particle. Terms appear in the Lagrangian which describe the interactions between
fermions and the boson fields, the kinetic energy of the B, and W, fields and the
W, field self interaction due to the non-Abelian nature of the SU(2) group. Since
we have a product of symmetry groups, the generator Y must commute with the
generators T%, the consequence of which being that members of an isospin multiplet
must have the same value of weak hypercharge. Table 2.2 shows the weak isospin
and weak hypercharge assignments for the first generation of Standard Model isospin

multiplets, second and third generations having the same structure.

‘Lepton‘T‘T3‘Q‘Y‘ ‘Quark‘T‘T3‘ Q‘ Y‘
| 3] ] w o |3| 3] 1]
R PR Y e A
er 0 0| —-1] -2 dg 0 0 —% —%

Table 2.2: Weak isospin and weak hypercharge quantum numbers of the first generation of leptons

and quarks.
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The massless v, and the left handed electron can be seen to form the upper
and lower member of a T:% doublet whereas the e is an isospin singlet. Similarly
w and d quarks form a doublet, the difference this time being that we introduce a
right handed upg singlet due to the u-quark’s finite mass. Care should be taken here
however as the quark weak isospin eigenstates listed in table 2.2 are not the quark
‘mass eigenstates’ but instead mixtures of them, this mixing being described by the
‘CKM Mechanism’ [15]. This introduces flavour changing charged currents between
generations.

By forming two orthogonal combinations of the electromagnetic and weak-
neutral currents we have formed two new currents; one combination completes the
weak isospin triplet and the other ‘hypercharge current’ forms an isospin singlet which
remains unchanged by SU(2) transformations - in a sense we have ‘unified’ the weak
and electromagnetic sectors, however rather than a single unified symmetry group, we
have two groups, each with an independent coupling strength. The basic electroweak
interaction is therefore:

—ig(5")' Wi —i5 (" ) Ba (2.1)

ie. the isotriplet vector fields are coupled to the weak isospin current with strength
g and the isosinglet vector field is coupled to the weak hypercharge current with
strength conventionally taken as g’/2. The charged weak W= fields are related to the
W, fields by:

1
+ _ 1 2
Wi = \/;(WM FiW?).
We must now extract the electromagnetic and weak-neutral currents from equation
2.1. We shall describe in section 2.3 the process by which the observable weak fields

acquire mass leading to a mixing of the W} and B, fields to produce the massless

electromagnetic (A4,) and massive weak-neutral (Z,) fields:

A, = B,cosfwy + Wj’ sin Oy, (2.2)
Z, = —B,sinfw + Wj’ cos Oy (2.3)
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Substituting 2.2 and 2.3 into 2.1, the electroweak-neutral current interaction becomes:

/ Y
—igjz(W3)“ — i%j}:B“ = — (g sin 9Wj3 + g’ cos GW%) A*
jY
—1 (g cos 9Wj3 — ¢'sin 9W7“) Vs (2.4)

The first term in brackets is the electromagnetic interaction - combining this with the

Gell-Mann-Nishijima form of the electromagnetic current ie.

cem ) 1.
ej,  =e <]3 + 5]3) , (2.5)
we find
gsin by = ¢’ cos by = e, (2.6)

that is we can re-express the couplings g and ¢’ in terms of the electromagnetic
coupling and the weak mixing angle 8. Combining the second term of 2.4 with 2.5

and 2.6 we find that the weak-neutral current interaction is given by:

. g .3 . 9 em _ . g NC
—1 — sin“ 60 IH= —4—F— Z+
cos O <]“ Wi ) cos O Ju

where we have defined the weak-neutral current to be:

:NC _ -3 2 cem
Ju =3, —sin”Owii™.

Inserting the V — A form of ]3 and the electromagnetic current j5™ gives:

g
cos Oy

. 9 1 5\ 3 - 2
—i 9W1/}f'y“ [5 (1 — )T — sin GWQ] VeZ,.

— (42 — sin® 6w jc™) 2+ =

It is conventional to group the vector and axial-vector terms together and to define
vector and axial-vector couplings cy and c4 such that the weak-neutral current vertex

factor is written:
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and
c{, = T;’ —2sin’® 0w Q;,
cf; = T;:’.

The vector and axial-vector couplings for the ‘Minimal’ Standard Model (MSM)

fermionic matter particles are now completely specified and shown in table 2.3.

i Qs [ch [ o
Ve VyyVsr 0 % %
e ,u 7 | —1 —% —% + 25sin? Oy
u,c,t % % % — % sin? Oy
d,s,b —% —% —% + %sin2 Ow

Table 2.3: Charge, axial-vector and vector couplings of the MSM matter particles.

The vertex factors for the electromagnetic, charged-weak and neutral-weak currents
are summarised in figure 2.1.

In the next section we shall discuss the proposed mechanism by which the
W+ and Z° gauge fields obtain mass whilst leaving the photon massless and defining

the mixing in equations 2.2 and 2.3.

2.3 The Higgs Mechanism

So far, we have constructed a theory which contains two charged W vector
gauge bosons, a neutral Z° gauge boson and the QED photon, all of which are so far
massless. To ensure the short range force of the W+ in order to model nuclear 3-decay
we must somehow introduce masses for the W* and Z° whilst leaving the photon

massless. Simply adding mass terms to the Lagrangian breaks the group symmetry
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and renormalizability of the model, obliterating its predictive power. Instead, it is

proposed that mass is introduced by the process of ‘spontaneous symmetry breaking’.

Y eyt

(charge — )

(cf —hn”)

M| —

cos Oy

Figure 2.1: The vertex factors of the Standard Model Electroweak sector, namely the QED photon

vertex and the charged and neutral weak current vertices.

We add to the Lagrangian:
2

/:'HIGGS =

<i6u T, — g'§3u> 8 —V(¢)

where the ¢; belong to SU(2)@U(1) multiplets. The simplest choice is to arrange the

fields in an isospin doublet of weak hypercharge Y =1:

-(2)
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with

ot = (b1 +id)/V2,
¢ = (¢s+ida) /V2.

This is the choice proposed by Weinberg in 1967 and completes the Minimal Standard
Model of electroweak interactions.

To generate masses for the W+ and Z°, we introduce the ‘Higgs potential’

V(9):
V(¢) = 1’¢'d + A(4'¢)’

and choose p* < 0 and A > 0. We then introduce a ‘non zero vacuum expectation

value’ ¢o:

ie. we have chosen a ground state where:

¢$1 = ¢2 = ¢4 = 0, ¢’§:—§502,

thus ‘breaking’ the symmetry of the Lagrangian. Vacuum fluctuations have to be
calculated using perturbation theory around this minimum rather than the unstable
zero point, these fluctuations creating three massless ‘Goldstone bosons’ which get re-
interpreted as terms in the Lagrangian which describe the longitudinal polarizations
of the now massive gauge fields. Terms also now appear corresponding to the masses
of the gauge bosons, the mass of the single neutral ‘Higgs boson’ and interaction
terms. The masses of the charged W;t, the neutral Z, and the neutral photon A4,
fields are given by:

MW - %’Ug,
My= Lovgt T g%,
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and by re-writing the couplings in the form

/

I _ tan Ow,

g
we arrive at the equations for the Z, and A, fields (equations 2.2 and 2.3) in terms
of the weak mixing angle and the W2 and B, SU(2);@U(1)y gauge invariant fields.
We can see therefore that the weak mixing angle not only relates the electroweak

couplings, but also the ratio of the W* and Z° masses:

My
—— = cos By,
z

a prediction which can be tested. The same Higgs model also provides masses for
the lepton and quark matter fields. Unfortunately, the masses are free parameters
and similarly, the mass of the Higgs itself is not predicted. The model does predict
however that the Higgs will couple to the matter fields proportionally to their mass,
a prediction which can be tested if and when the Higgs is discovered. The fact that
the most readily experimentally accessible particles are the light fermions (with the
exception of the Z° of course) has meant that up until now, the Higgs has eluded
detection [11]. The discovery of the Higgs thus remains an important experimental

goal.

2.4 Quantum Chromodynamics

The Standard Model is completed by expanding the interaction symmetry
group to SU(3)@SU(2)@U(l)y where the SU(3) group is used to generate the 8
gluon fields and explains such phenomena as ‘confinement’. The interested reader is

directed towards such texts as [1],[4] and [16].
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Chapter 3

T-pair Production

3.1 eTe  annihilation

In order to test the predictions of the MSM, it is necessary to choose suit-
able measurable observables which are strongly dependent upon the MSM parameters.
This thesis is concerned with measurement of the taupair production (ete™ — 7177)
cross section o, at the Z° resonance using the OPAL experiment at LEP, a measure-
ment which when combined with the other LEP observables yields the vector and
axial-vector couplings of the 7 and other leptons and thus tests of lepton universality
and the predictions given in table 2.3. Performing the combined multi-parameter fit is
in itself a highly complex analysis, requiring careful consideration of the correlations
between parameters introduced by such things as the LEP beam energy calibration
and the luminosity measurement. The main aim of this thesis is to provide an ac-
curate value of o, to be used by the OPAL [17] and LEP [18] combined fit and to
provide greater insight into the OPAL taupair signal. We shall discuss some aspects
of tau physics which have relevance to the measurement of o, and briefly outline the
theoretical prediction of o.

_|_

eTe” colliders are ideally suited to probing the electroweak interaction. The

initial state is very clean with pointlike particles (experimentally » < 107'®*m) and

the initial state particles completely annihilate. All fermion pairs with m; < EgM are

produced in the final state allowing tests of lepton universality and at LEP, where
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Eom ~ Mz, taupairs are produced in large numbers due to the Z° resonance thus
providing the high statistics suitable for precision measurements. The fact that v and

Z° exchange diagrams interfere also provides us with interesting, testable predictions.

3.2 Properties of the 7 lepton and its decays

The 7 lepton was discovered between the years 1975-1978 [19] using the
SPEAR storage ring at SLAC and the DORIS ring at DESY during which time
its leptonic nature was confirmed. The 7 lepton has a mass of 1777.173% MeV [20]
and thus can readily undergo weak decay through a large number of modes, the
more dominant of these being listed in table 6.1. This makes the 7 lepton an ideal
testing ground for weak interaction decay theory [21], precision measurements of the 7
branching ratios determined at LEP [22] showing strong agreement with the charged
current V — A structure of the Minimal Standard Model.

Due to the fact that 7 decays are accompanied by neutrinos, one of the
most notable signatures of a taupair event is that of missing energy. The decay track
multiplicity of a 7 lepton is either 1, 3 or 5 in the absence of photon conversions, thus
providing a means by which final states containing quark pairs can be separated. Jets
in a taupair event at LEP are almost back-to-back due to the large boost provided
by the 45 GeV beam energy, a degree of acolinearity! being introduced however by
initial state radiation or by the missing energy.

The 7 lepton can decay leptonically into either an electron or muon or,
because it is sufficiently massive, it can decay into hadronic final states providing a
means by which the strong coupling constant a, can be measured. It is these hadronic
states that provide the decays with track multiplicity in excess of one.

The average polarisation of the final state taupairs has a geometrical be-
havior defined by the MSM, this being revealed in the momentum distributions of
the decay particles thus providing further tests of the MSM. The interested reader is
directed towards [23] for further reading.

lacolinearity = 180° minus the angle between the two jet axes.
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3.2.1 7-pair production in ete™ annihilation

Taupair events (ete™ — 7777) are produced in eTe™ colliders by the 1st

order annihilation (s-channel) processes shown in figure 3.1.

Figure 3.1: First order diagrams for the production of taupair events in an ete~ collision.

All considerations here will be restricted to the case where both initial state particles
have equal and opposite momenta (the laboratory frame is the barycentric frame)

and are unpolarised. The appropriate form of the differential cross section is given

by:

do,  a?(hc)?

a0 = 4s (f'y’y‘|‘f'yZ‘|‘fZZ) (31)

where £, is the pure photon exchange term, fzz is the pure Z° exchange term and
fvz is the y—Z° interference term. We shall now discuss the behavior of the taupair
production cross section with centre of mass energy and pay particular attention to

the behavior around the Z° resonance.

3.2.2 From threshold to 10 GeV

For centre of mass energies below 10 GeV, the direct Z° and v — Z° inter-

ference terms of equation 3.1 can be neglected. The differential cross section for a



3.2. Properties of the T lepton and its decays 29

spin—% tau particle to first order due to direct photon exchange is then given by:

do, a’(hc)? 5 . o
0 - s B(2 — B sin” 9) (3.2)

and the total cross section by:

B dra®(he)?B (3 — B?)
oy = 25 . 5 (3.3)

where 3 is the speed of the final state particles divided by c and 6 is the angle
between the final state particles and the beam axis. Equation 3.3 should be modified
at threshold [24] by a multiplicative factor:

ra/B

fo = T op(-—alp)

to account for the attractive coulomb force between the 7 and the 7. This means
that rather than o, being zero at threshold where s = 4m? and 3 = 0, the threshold
cross section in the absence of radiative corrections is given by:

m2a®(hc)?

2
T

= 0.23nb .

2m

A general discussion of the higher order corrections that need to be applied to equa-
tions 3.2 and 3.3 in order to perform precise comparison of measurement and theory
in the low energy regime of taupair production is given in [25] and [26]. Study of the
behavior of the taupair production cross section at threshold has resulted in precise
measurements of the 7 lepton mass and confirmation of its fermionic nature. Figure
3.2 shows the rise in the total taupair production cross section from approximately

0.23nb at threshold to a maximum of ~3.5nb at ~4.2 GeV.

3.2.3 From 10 GeV to M,

The energy region between 10 GeV and 70 GeV was studied in detail by
experiments at the PETRA [27], PEP [28][29] and TRISTAN [30][31] e*e™ storage



30 Chapter 3. T-pair Production

rings. Here, the taupair production cross section is still dominated by direct photon
exchange and hence predominantly decreases as 1/s. As the energy increases towards
the Z° resonance however, the £,z interference term starts to become observable [32].
This provided the first opportunities to study the 7—Z°—r vertex [33]. Various models
were used to parametrise deviations from the predictions of conventional electroweak

theory [34][35][36] however no such deviations were observed.

10 gyt ppepreny 10,000
. z° -
tE -4 1000
G E Trreshold E 100
g 3
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00001 Lok 1L Lol IR I
1 10 100 1000
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Figul‘e 3.2: The first order behavior of o, as a function of E.,, from threshold to 1 TeV. Above
96 GeV, the curve is based upon conventional Electroweak theory since as yet no measurements of

o, above 96 GeV exist.
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3.2.4 Taupair production at the Z° resonance

Close to the Z° resonance, all three parts of equation 3.1 are important.
The 1st order cross section or ‘Born level’ cross section is constructed using equation
3.1, the Feynman rules and the vertex factors listed in figure 2.1 with appropriate

massive and massless propagator factors (see for instance [37]). The factors are given

by:
fry = 1-+cos’h,
fvz = 8 [c;c{, (1 + cos’ 9) + 2¢5 ¢y cos 9] Re(x),
fzz = 4 [(ci,Z + 022> (c{,2 + c’f) (1 + cos’ 9) + 8¢y ey ey cos 9] Ix|”.

The x term describes the resonant shape of the cross section about the mass of the

Z° and is given by:

. GF .S]‘IZ2 (3 4)
X = 8Vara \s— Mg +iMjT' )" :

It can be seen that in the absence of radiative corrections, the resonance is symmetric

about /s = Mz and the v — Z° interference term f,7 vanishes at the pole. It is

convenient to reparametrise the differential cross section as:

;l_g — @ [Asym (1 + cos? 9) + Aasym Ccos 9] y (35)

that is in terms symmetric and antisymmetric in cos 8:

Agym = 1+8cyepRe(x) +4 (ci,2 + 022> (c{,2 + 022> X%, (3.6)
Awsym = 16 (e Re (x) + 8¢y cjcsicy [x[*) - (3.7)

Integrating 3.5 over the full solid angle demonstrates that there is no contribution to

the total cross section from the asymmetric part of the differential cross section:

o = 4ma’(he)® Asymn.

3s
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At /s= Mz, the resonance function is such that:

Re(x) = 0 and

=G Mz
X_2\/§7ra'rz

The pole cross section without radiative corrections is then given by:

~ 53.6 . (3.8)

4:71'0(2(72,0)2 e 2 e 2 T2 T2 GF Mg ’
UT(\/EZMZ):W 1‘|‘<CV +CA><CV —I_CA) mﬁ . (39)

—1 C’A:—l and the

Substituting equation 3.8 into equation 3.9 together with ¢§ = —3z, 5

approximations that ¢j; ~ 0 and ¢, ~ 0 shows the second term of equation 3.9 due
to Z° exchange to dominate the first term due to the pointlike QED interaction by

approximately 180 times. This gives a pole cross section of:

o, <\/§ = Mz,no rad. corr.) ~1.9nb . (3.10)

Further, the pole cross section can be written in terms of the Z° partial decay widths:

B 127 ]-‘EE]-‘Tﬂ_' (3 11)
or = M2 TR .
where:
GrM: 2 2
7= 6“/; o+ (3.12)

for fermion species f [39] thus relating the partial widths.

3.3 Radiative corrections

Radiative corrections add to the series of amplitudes shown in figure 3.1.
There are three classes, namely photonic corrections, non-photonic corrections and

QCD corrections, only the first two of these being important for leptonic final states.
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3.3.1 Photonic corrections

Photonic corrections are due to the addition of diagrams with real or virtual
photons to the Born level diagrams of figure 3.1, some of which are shown in figure
3.3. They are large O(30%) and depend upon experimental cuts, the dominant con-
tribution coming from the first diagram ie. initial state radiation (ISR) where a real
photon is radiated off the initial state, hence reducing the centre of mass energy of
the collision. This seriously modifies the line-shape close to the Z° resonance. These
corrections are taken into account by convoluting the cross section for the hard scat-
tering process by a radiator function [23]. Theoretical accuracy is estimated to be at
the level of 0.1% ie. well within the statistical and systematic uncertainty of current

measurements.

3.3.2 Non-photonic corrections

Non-photonic corrections constitute the electroweak complement of the pho-
tonic corrections, some of which are shown in figure 3.4. The first diagram represents
the vacuum polarization of the photon which results in an s-dependent correction to
the electromagnetic coupling constant. The dominant uncertainty of a(M%) is due
to the contribution of light quarks to the vacuum polarization of the photon [40].

The second diagram shows a similar correction for Z°exchange and the third
a correction for W¥ exchange between final state neutrinos. A startling consequence
of the broken electroweak symmetry is that unlike in QED, radiative corrections
involving heavy virtual particles affect observables measured at much lower energy
scales, hence providing a window with which to probe the complete particle spectrum
without direct observation. Measurement of LEP observables hence allow mass limits
to be placed on the top quark and the elusive Higgs boson. Non-photonic corrections
require modifications to the Born description of the hard scattering process which

can be handled to a very good approximation by the following:

o exchanging c{, and ¢/, with ‘effective’ vector and axial vector couplings gy and

ga whose s-dependence is negligible in the vicinity of the peak,
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e- T

Figure 3.3: Typical photonic corrections for the production of taupair events mediated by inter-
mediate Z° or photon propagators. The first process comprises initial state radiation (ISR), the

second final state radiation (FSR) and the third a vertex correction.

et T+ et

e- T

Figure 3.4: Typical non-photonic corrections for the production of taupair events mediated by
intermediate Z° or photon propagators. The first two represent loop corrections and the third a

vertex correction.
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e an s-dependent vacuum polarization correction Aa(s) ie. choosing the electro-

magnetic coupling constant appropriate at the LEP energy scale and lastly

e by choosing an s-dependent Z° total width ie. T' — T'(s) = (s/M2).T'(s = M%)

in equation 3.4.

This is known as the ‘Improved Born Approximation’. Precise calculation of the
radiative corrections within the MSM to multiple orders demonstrates the difference
between the full MSM calculation and the Improved Born Approximation (when
appropriate values for g4 and gy have been inserted) to be much smaller than the
present experimental accuracy. The fitting procedure and extraction of gy and g4

are standardly carried out inside the framework of ZFITTER.

3.3.3 Background channels

Background to the taupair signal occurs due to other electroweak channels
having a similar energy deposition or topology to that of taupairs, predominantly in
the tails of the taupair selection cut distributions. The dominant background signals
are direct mupairs (two p leptons in the final state), multihadronic events (two quarks
in the final state), Bhabha events (two electrons in the final state) and two-photon
events comprising muons or electrons in the final state produced by the hard scattering
of two initial state virtual photons (yyete™ or yyu™p™). All these backgrounds are
discussed in chapter 8 together with appropriate systematic checks. Further to these, a
Monte Carlo determination of the 4-fermion background (predominantly four leptons
in the final state) was carried out (section 8.5) and a detailed study of the cosmic ray

background undertaken (chapter 9).
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Chapter 4

The OPAL Detector and LEP

The Large Electron Positron (LEP) collider at CERN is a circular synchrotron [38]
having a radius of approximately 26.7 Km, situated 100 m below the Franco-Swiss
border. It collides electrons and positrons at four interaction points with beam spot
dimensions of approximately 1.4 cm along the beam line, 100 ym radially out of LEP
and 10 pm vertically at centre of mass energies on and around the Z° resonance. In
1992, a LEP fill consisted of four electron bunches and four counter-rotating positron
bunches providing luminosities at the four interaction points such that the four LEP
collaborations recorded a total of 4.7 x 10% hadronic Z° decays. The bunch number
was doubled in 1993 with the implementation of a pretzel beam orbit mechanism [41]
to increase the absolute luminosity, luminosities of ~1.5x103cm™2s7! being reached
for many fills. The introduction of a ‘bunch train’ mechanism is also hoped to double

the absolute luminosity in 1995.

4.1 The Injection System and LEP

To produce the 45 GeV electron and positron bunches required to carry
out precision electroweak studies, electrons are first thermionically produced and
accelerated up to 200 MeV by the LEP Injector Linac (LIL). A fraction of the beam
is then deflected onto a tungsten target whence it rapidly decelerates producing ete™

pairs. The positrons are magnetically extracted and accelerated up to 600 MeV by a
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second linac together with the remainder of the electron beam, and subsequently fed
into the Electron Positron Accumulator (EPA). When the EPA beam luminosities
have become sufficiently large, the beams are injected into the Proton Synchrotron
(PS) and finally the Super Proton Synchrotron (SPS) for further acceleration up to
20 GeV. Finally, bunches are fed into LEP where they are steered by 3368 dipole
bending magnets and raised to 45 GeV by LEP’s niobium RF cavities which also
replenish lost energy due to synchrotron radiation. The LEP beam pipe is evacuated
to a pressure of less than 3 x 107° torr to minimise luminosity losses due to collisions
with gas particles. Beam orbit corrections and focusing are carried out using LEP’s
808 quadrupole and sextupole magnets, the end result being stable high luminosity
bunches with an energy resolution of approximately 20 MeV and orbital lifetimes of

approximately 12 hours.

4.2 The OPAL detector

OPAL [42] is one of the multipurpose composite detectors situated at each of
the LEP interaction points (the other three being ALEPH [43], DELPHI [44] and L3
[45]). Its active area encloses a solid angle of almost 47 steradians and was designed to
unambiguously identify all possible decay signatures occurring at the Z° resonance by
accurately reconstructing particle momenta, decay vertices and by identifying decay
particles.

OPAL’s geometry can be subdivided into two sections. The ‘Barrel’ com-
prises a set of concentric cylindrical subdetectors enclosing the beam pipe, centred
on the beam spot and can be separated into two ‘C’s to gain access to the inner sub-
detectors. The acceptance is completed at either end by the ‘Endcap’ subdetectors.
The coordinate system adopted by OPAL is one of right handed cartesian coordinates
with the z-axis pointing along the beam pipe in the e™ direction, the y-axis pointing
approximately to the vertical' and the z-axis pointing approximately to the center of

LEP. Spherical polar coordinates are defined by taking ¢ to be the angle between 7

lthe y-axis lies at an angle to the direct vertical due to the 13.9mrad slope of the LEP ring.
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and the z-axis in the z—y plane and 6 to be the angle between 7 and the z-axis. Figure
4.1 shows an r—¢ view and figure 4.2 a three dimensional exploded representation of
the detector.

The central region of OPAL consists of a set of tracking chambers immersed
inside a warm solenoidal magnetic field of 0.435T allowing the reconstruction of track
momenta. A precision silicon microvertex detector (SI) surrounding the inner beryl-
lium beam pipe is used to accurately deduce primary and secondary vertices, and
particle momenta are determined from the track sagita resulting from fits to hit
points found by the Central Vertex detector (CV), the Central Jet chamber (CJ) and
a set of Z-chambers (CZ) which help to improve the momentum resolution in z. These
detectors comprise the OPAL central tracking (CT) system and tracks constructed
by these detectors are known as ‘CT tracks’. CJ also provides a degree of particle
identification by measuring the ionization loss with distance of particles. Outside CZ
after the pressure vessel and magnetic coil lie a set of time of flight counters (TB),
used to reject cosmic ray events as well as providing a fast trigger. Next are situated
the barrel (EB) and endcap (EE) electromagnetic calorimeters (collectively known as
the ECAL) which are used to detect hard photons and electrons by total absorption
due to electromagnetic showering. Preceding the ECAL are electromagnetic presam-
plers which in theory can be used to correct ECAL cluster energy when showering
has commenced prior to the ECAL. Outside the ECAL lie the barrel (HB), endcap
(HE) and poletip (HP) hadron calorimeters (collectively labelled the HCAL), used
to detect both neutral and charged hadronic particles by total absorption as well as
acting as a return yoke for the magnetic field. Outside the HCAL are situated a
set of barrel (MB) and endcap (ME) muon chambers which detect the presence of
highly penetrating muons. Lastly a pair of luminosity monitors (FD/SiW) are fitted
at either end of OPAL in the far forward region which measure the luminosity using
the QED process of extremely low angle Bhabha scattering. There follows a brief
description of each of subdetector, a short description of the OPAL trigger and data

acquisition system and a brief description of the OPAL software suite.
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Figure 4.2: Exploded view of the OPAL detector
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4.2.1 Central Tracking

CV,CJ and CZ all use the same gas mixture: 88.2% argon, 9.8% methane
and 2.0% isobutane at a pressure of 4 bar whereas SI is housed inside an envelope of
dry nitrogen at a little over atmospheric pressure. All four detectors are immersed in

a warm solenoidal field of 0.435T.

The Silicon Microvertex Detector (SI) [46] is situated between the inner and
outer beam pipe and comprises two cylinders of single sided microstrip detectors. The
inner layer at a radius of 6 cm consists of 11 ladders and the outer radius at 7.5 cm has
14 ladders. Each ladder is 18 cm long and comprises three detectors chained together.
Each detector has 629 strips of pitch 25 um and every other strip is read out at 50 gm
pitch. The positional resolution of SI has been measured to be approximately 5 pm

in r—¢ and 13 pm in z.

The Central Vertex detector (CV) [47] consists of a cylindrical drift chamber,
1m long in z and 470 mm in radius surrounding the outer beam pipe. It comprises an
inner layer of 36 cells, each containing 12 axial anode wires staggered by +41 pm to
resolve the left right ambiguity and an outer layer of 36 stereo cells each containing 6
sense wires inclined at an angle of 4° to the beam pipe. Axial wires cover an angular
range of | cos | < 0.95 and axial and stereo wires combined the range |cos 8| < 0.92.
Axial chambers provide a spacial resolution of o, ~ 55 pum from the drift time and
a coarse z resolution of o, ~4 cm from the time differential at the ends of the wires.

Stereo wires provide a z resolution of o, ~ 700 pm.

The Jet Chamber (CJ) [48] is situated directly after CV and consists of a cylindri-
cal drift chamber having a length of 4m, an inner radius of 0.5m and an outer radius
of 3.7m. CJ comprises 24 sectors each containing 159 sense wires running parallel to
z, each sector being separated by radial cathode wire planes. Left right ambiguities
are resolved due to a +100 gm nominal stagger to the sense wires which increases to

approximately 170 ym when CJ is at full voltage and the magnetic field turned on.



4.2. The OPAL detector 41

The hit point resolution in r—¢ is 6,4~135 pum and in z 0, ~6 cm. For well measured
tracks the momentum resolution of the chamber, o,/p* is 2.2x107% (GeV/c)™!. Lim-
ited particle identification can be achieved by measurement of the charge collected at

the sense wires, thus providing a d£/dz measurement [49].

The Z-Chambers (CZ) [42] comprise a cylinder of 24 drift chambers surrounding
CJ, each 4m long, 50 cm wide and 59 mm thick, each containing 8 cells. They cover
the angular region |cosf| < 0.72, and 94% of azimuth. Each cell contains 6 anode
wires running perpendicular to the beam axis providing a z resolution of approxi-
mately 150 pum. Charge division is also used to determine ¢ with a spatial resolution

of 15 mm.

4.2.2 The Time of Flight System (TB)

The time-of-flight system (TB) [42] comprises 160 scintillation counters at
a radius of 2.36 m covering the angular range | cos #| < 0.82. It is useful in providing a
fast trigger and for cosmic ray rejection as described in chapter 9. The time resolution

of TB has been determined to be 460 ps and the z resolution o,~5.5 cm.

4.2.3 The Electromagnetic Calorimeter (ECAL)

The Presampler Barrel (PB) [42] consists of a 6.62m long cylinder of radius
2.39m surrounding the magnet return coil. It comprises 16 limited streamer mode
chambers, each containing two tubes with axial anode wires and two sets of cathode
strips, each 1cm wide orientated at +£45° to the wire direction. This geometry pro-

vides a spacial resolution of approximately 2mm for minimum ionizing particles.

The Presampler Endcap (PE) [42] covers the region 0.83 < |cos | < 0.95 and
is situated after the pressure vessel. It comprises 16 sectors, each sector contain-
ing one small chamber parallel to the r — ¢ plane and one large chamber inclined at

18° with respect to the r—¢ plane in order to follow the shape of the pressure bell.
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A resolution of 2—4 mm is obtained from the readout of groups of four wires and strips.

The Barrel Lead Glass Calorimeter (EB) [42] is a cylindrical assembly of 9440
lead glass blocks located after PB at a radius of 2.46 m in a non-pointing geometry.
Each block has an absorption length of 24 X, and is approximately 10 x 10 cm? in
cross section. The whole array covers the range |cos 8| <0.82 and provides an energy
resolution of op/E ~0.2%+(6.3%/\E) where E is in units of GeV, however the

material in the magnet return coil degrades this value by approximately 50% (for a

particle of 6 GeV).

The Endcap Lead Glass Calorimeter (EE) [42] consists of two assemblies of
1132 lead glass blocks, each 9.2 x9.2cm? in cross section positioned directly after
PE. EE covers the geometrical region 0.81 < |cosf| < 0.98 and provides an energy
resolution of approximately 5%/v'E, subject to degradation due to the amount of

material preceding it.

4.2.4 The Hadron Calorimeter (HCAL)

The Barrel (HB) and Endcap (HE) Hadron Calorimeters [42] are sampling
calorimeters constructed by positioning detectors between layers of the magnet re-
turn yoke. HB comprises 9 layers of chambers sandwiching 8 layers of 10 cm thick
iron and provides a hadronic energy resolution of og/E ~ 120%/+/E. Similarly HE
comprises 8 layers of chambers sandwiching 7 layers of iron. Chambers consist of

limited streamer devices made up of anode wires separated by 1cm in a gas mixture

of isobutane (75%) and argon (25%).

The Hadron Pole-Tip Calorimeters (HP) [42] extend the coverage of the hadron
calorimeter from |cos §|=0.91 down to 0.99. They comprise 0.7 cm thick multiwire
proportional chambers containing a gas mixture of CO,(55%) and n-pentane (45%)

instrumented with anode wires at a spacing of 0.2 cm.
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Collectively, the HCAL presents at least 4 interaction lengths of material to

incident particles and covers a solid angle of 97% x 47 steradians.

4.2.5 The Muon Chambers

The Muon Barrel (MB) [50] consists of 110 large area drift chambers arranged
in four staggered layers covering the region |cos | < 0.7. Chambers are 1.2m wide,
90 mm deep and 10.4m long except for chambers which are necessarily shorter at
8.4m or 6m in order to accommodate the OPAL support legs, gas supply pipes and
electronics cables. Each chamber contains two drift cells with a central anode wire
and is filled with a mixture of 90% argon and 10% ethane. 7—¢ coordinates are mea-
sured from the drift time with a resolution of 2mm and z-coordinates from charge
division and a set of diamond shaped cathode pads running along the drift plane
under the anode wires. The z coordinate is measured using a three stage process. A
‘coarse z’ measurement is obtained from charge division on the wire, a ‘medium 2’
measurement is found from diamond pads of wavelength 1710 mm and then a ‘fine
z’ found using cathode pads of wavelength 171 mm. A z resolution of approximately

2mm is obtained by combining these measurements.

The Muon Endcaps (ME) consist of two endcap detectors, each comprising eight
6 x 6m? quadrant chambers and four 3 x 2.5m? patch chambers. Each chamber has
two layers of streamer tubes [51] along the x and y directions with cells spaced every
10 mm. The resolution of ME is between 1 mm and 3 mm depending upon the position

of the readout strips .

4.2.6 The Forward Luminometers

The Forward Detector (FD) [42] consists of two highly forward detectors which
detect particles between 47 mrad and 120 mrad to the beam pipe. Each comprises four
separate detectors - a calorimeter, tube chambers, a gamma catcher and a far forward

monitor. The forward calorimeter consists of 35 sampling layers of lead scintillator
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sandwich divided into a presampler of 4 radiation lengths and the main calorimeter
of 20 radiation lengths. Tube chambers consist of three layers of proportional tube
chambers positioned between the presampler and the main sections of the calorime-
ter. Their position is known to £0.05 cm and they can give the position of the shower
centroid to £0.3 cm. The Gamma Gatcher is a ring of lead scintillator sandwich sec-
tions of 7 radiation lengths thickness. It completes the acceptance between the edge
of EE and the start of the forward calorimeter. The Far Forward Monitor counters
are small lead-scintillator modules of 20 radiation lengths thickness mounted either
side of the beam pipe, 7.85m from the intersection region. They detect electrons

scattered in the range 5-10mrad that are deflected outwards by the LEP quadrupoles.

The Silicon Tungsten Luminometer (SiW) [52] was installed in 1993. It com-
prises two finely segmented position sensitive small angle SiW calorimeters placed just
infront of the FD units. The fiducial acceptance of SiW is approximately 80 nb (about
two times the multihadron cross section at the Z° peak and about 2.8 times that of
the FD fiducial acceptance.) This fact together with the high level of calorimeter seg-
mentation both radially and logitudinally, the systematic metrology of each detector
and a stable mechanical structure have improved the OPAL luminosity determination

considerably. We shall discuss this in section 10.1.2.

4.2.7 The Trigger

The central trigger processor [53] receives signals from five subdetectors, the
input being mapped to a ‘0 —¢ matrix’ (TP) of overlapping bins in order to detect
spacial coincidences. A high degree of redundancy is obtained by combining the
inputs from several subdetectors, the appropriate input trigger signals being listed in
table 4.1. These signals are combined by the trigger map to form composite triggers
which can individually trigger the process of event recording. In such a case, data
are read out from the subdetectors and processed locally before being sent to the
‘event builder’ which concatenates the information. This ‘event record’ is then fed to

the ‘filter’ [54]. The overall trigger efficiency for taupair selection has recently been
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studied in detail in [55] and determined to be 100% efficient to within 0.01%

‘ Abbreviation ‘ Trigger Description ‘
TT Track trigger
TO Time of flight trigger
EM Electromagnetic calorimeter trigger
HA Hadron calorimeter trigger
MU Muon trigger (barrel or endcap)
MB Muon Barrel trigger
ME Muon Endcap trigger

TM1,TM3 | Track Multiplicity trigger of 1 or 3

MEL,MER | Muon Endcap in left or right side
MELR Triggers in both muon endcaps

TPAABB | Trigger AA in same 6, ¢ bin as BB

TPAACL | Back-to-back AA trigger (collinear)
TOFOR One or more TB triggers

Table 4.1: Trigger terminology. AA and BB refer to any of the standalone triggers listed in the

first seven rows of the table.

4.2.8 The Filter

Approximately 35% of the events reaching the filter are noise, hence neces-
sitating a set of filter cuts [54]. The filter rejects events that do not satisfy any of the

following criteria:

e The sum of all electromagnetic clusters is greater than 2 GeV,

back-to-back electromagnetic clusters exist in the barrel region, both of energy

greater than 200 MeV,

o two clusters exist in opposite endcaps with energy in excess of 200 MeV,

the highest energy recorded track has an energy in excess of 400 MeV,

the second highest energy track has an energy in excess of 250 MeV,
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o the summed tracking energy exceeds 700 MeV or
e a muon endcap segment points towards the event vertex.

The filter also performs the task of ‘packing’ the data and checking the trigger logic.
Finally, the data are processed by the OPAL reconstruction software which is de-

scribed briefly in section 4.3.

4.2.9 Pre-trigger

In 1993, ‘8 on 8’ running necessitated the introduction of a ‘pre-trigger’ [56]
at the trigger front end due to the decrease in the inter-bunch crossing time from
~22.2 us to ~11.1 us. The pre-trigger is essentially a simplified version of the trigger,
making decisions based upon stand-alone signals and 12 ¢ bins. The maximum time
it takes for a subdetector signal to reach the pre-trigger logic is ~5.3 us compared

with ~14.5 us for the trigger (ie. well within the inter-bunch crossing time.)

4.3 OPAL Software

There follows a brief description of the major software packages utilised by

the presented analysis.

4.3.1 ROPE

The reconstruction of OPAL events is carried out by the ROPE processor
[67]. ROPE reconstructs drift times, energy deposits etc. into tracks and clusters
using the OPAL calibration database (OPCAL) and knowledge of the detector ge-
ometry. This summary is then written to permanent storage together with the packed
raw data (raw data being kept so that as knowledge of the detector and reconstruc-
tion software improves, the last stage of processing can be repeated). ROPE is also
used to reaccess event information for physics analysis, the OD processor [58] (OPAL

DST?) providing useful access routines.

?DST = Data Summary Tape.
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4.3.2 GOPAL

Simulated events produced by Monte Carlo generators are passed through
the OPAL detector simulation program GOPAL [59] which utilises the GEANT pack-
age [60] (GEANT at OPAL). Monte Carlo events are generated in the form of sets
of 4-vectors and are converted into simulated hits and energy deposits by tracking
particles through the OPAL subdetectors, events then being written to tape in ex-
actly the same format as for real data together with TREE information containing

the history of the event generation.

4.3.3 LL

Taupair events are classified by cuts imposed inside the framework of the LL
processor [62], these being described in chapter 5. LL is an analysis package produced
by the OPAL lepton pair working groups to provides a common platform under which

mupairs, taupairs and Bhabha events may be analysed in a mutually exclusive way.
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Chapter 5
ete™ — 7717~ Identification

The identification of taupair events is a two stage process consisting of ‘preselection’
and ‘taupair classification’. Classification also involves a cosmic ray and beam gas
veto which is discussed in chapter 9. There follows a brief description of the preselec-
tion and classification cuts used in the identification of taupair events together with

detector and trigger status requirements and track and cluster quality cuts.

5.1 Event Preselection

The general ‘preselection’ of events is designed to reject noise events and
select with 100% efficiency and a high degree of redundancy the large multiplicity
of interesting events at the Z° resonance, with the exception of luminosity events in
FD or SiW and single photon events [64] which require specialised event preselec-
tions. Events satisfy the general preselection if they satisfy any one of the following

conditions:

e The event contains a track with Pr > 0.7GeV, |dy| < lem, |zo| < 50cm and at
least 20 CT points !,

L Pr is the track momentum at the beamspot transverse to the beam pipe and dg is the distance
of closest approach of the track extrapolation to the beam spot in the r—¢ plane. zg is the distance
of closest approach in z.
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o a track exists in ME which projects back to the z=0 plane within 20cm of the

beam spot (only endcaps containing 4 or less segments are considered),
o at least two electromagnetic clusters exist with Pr >6 GeV or

e two electromagnetic clusters exist with a back-to-back topology (acolinearity of

less than 25°) one of which has a Pr>2GeV.

The first selection uses the central detector to identify events, the second condition
provides a selection for mupair events independent of CT and the third and fourth
selections use calorimetry to identify event signatures, thus providing a high degree

of redundancy.

5.1.1 Detector Status and Trigger Status requirements

Tables 5.1 and 5.2 show the detector and trigger status requirements for
various subdetectors used in the determination of the taupair cross section. Status
3 indicates that the subdetector was operating optimally, status 2 occurs when the
subdetector was operating at reduced voltage, status 1 means that the subdetector
was turned off and status 0 indicates that the state of the subdetector was unknown.

A given status value passes all events of that status and higher.

‘ Detector Status

Detector Cv|CJ|CZ|TB|EB|EE | FD
Detector Status | 2 2 0 3 3 3 3

Table 5.1: Detector status required for cross section measurement.

‘ Trigger Status

Detector Cv|CJ|CZ|TB | EB  EE |FD
Trigger Status | 0 2 0 3 2 3 0

Table 5.2: Trigger status required for cross section measurement.

For the measurement of the taupair production cross section, precise knowledge of the

acceptance is vital necessitating tight detector status cuts on tracking and calorimetry
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subdetectors. TB detector status was required to be 3 to ensure the efficient removal
of cosmic ray events and the forward luminometer detector status was required to
be 3 to ensure a luminosity measurement for the taupair sample. Similarly, a tight
set of trigger status requirements was required for the most important subdetectors
comprising the taupair trigger so as to maintain a full understanding of the taupair

acceptance.

5.1.2 LL track and cluster quality cuts

To remove noise from events, track and cluster quality cuts were applied.
This is particularly important as Monte Carlo events are generally much ‘cleaner’,
hence noise can be the cause of severe systematic effects. CT tracks were used in the
reconstruction of taupair events if they satisfied the ‘normal’ set of track quality cuts
listed in table 5.3, tracks were considered for mupair candidature if they satisfied the
‘high Pr’ cuts and tracks were subjected to the cosmic ray tagging algorithm if they
satisfied the ‘cosmic’ track quality cuts. Np;, is the number of hits associated to the

CT track and Ry is the radius of the first associated hit in r—¢.

‘ Track Quality Cuts ‘

Npits | |do| (cm) | |20] (cm) | Ry (cm) | Pr(GeV)
Normal 20 1.0 40.0 75.0 0.1
High Pr | 20 1.0 50.0 999.0 0.7
Cosmic 20 20.0 500.0 999.0 2.0

Table 5.3: Track quality cuts used in taupair reconstruction (normal), mupair reconstruction (high

Pr) and by the cosmic ray tagging algorithm (cosmic).

After the removal of ‘garbage’ clusters and ‘hot blocks’, ECAL clusters were subjected
to a set of ‘normal’ quality cuts. EB clusters were not used in the reconstruction of
taupair candidates if they had a raw energy of less than 100 MeV and EE clusters
were not used if they contained a raw energy of less than 200 MeV, they contained
less than 2 blocks or if the fraction of the energy contained by the most energetic

block was greater than 99%.



5.2. Background Subtraction 51

5.2 Background Subtraction

ete™ — 7177 events leave a highly characteristic signature inside the OPAL
detector, a typical example in the r — ¢ plane being shown in figure 5.1 where one
of the tau leptons has decayed muonically and the other has decayed into three
charged pions. To separate eTe™ — 777~ events from the other electroweak and non-
resonant events that have passed the preselection, information from central tracking
and the electromagnetic calorimeter was used. Additional information from the outer
muon chambers and hadron calorimeter was used to reject mupair events and timing
information from the TB counters to reject cosmic rays. Taupair events were required
to consist of two back-to-back highly collimated low multiplicity hemispheres to reject
highly acolinear (non back-to-back topology) two-photon events or multihadronic
events exhibiting a widely spread event topology. To reconstruct the event, charged
tracks and electromagnetic clusters were treated separately and combined by first
taking the highest energy track or cluster and defining a 35° half angle cone around
the momentum vector at the vertex. The next highest energy track or cluster inside
the cone was extracted, the momenta of the two particles added together and the
direction of the sum used to define a new cone axis inside which the next highest
energy track or cluster was searched for. This procedure was repeated until no further
tracks could be assigned to the cone. The remaining tracks and clusters were then
used to initiate a new cone starting from the highest energy track or cluster remaining.
The whole process was repeated until all tracks and clusters were assigned to cones.
Each cone was then required to have at least one charged track and to carry more than
1% of the beam energy. Taupair events were required to have exactly two such cones.
The direction of each tau cone was approximated by the vectoral sum of tracks and
clusters assigned to it, and an event axis (fayr, Pavr) defined by the vectoral difference

of the two jets ie.

|B; — B
B

R, — R,
RL— R2’

| cOS Oayr| = and tan @ayr =

where R' and R? are the summed CT and ECAL vectors of each jet. Multiplicity
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Run:event 3228: 74416 Date 920710 Time 105555Ctrk(N= 4 Sump= 42.9) Ecal(N= 9 SumE= 4.2) Hcal(N= 8 SumE= 14.4)
Ebeam 45.650 Evis 57.9 Emiss 33.4 Vtx ( .04, .06, -.50) Muon(N= 1) Sec Vtx(N= 0) Fdet(N= 0 SumE= .0)
Bz=4.350 Thrust= .9967 Aplan= .0002 Oblat= .0114 Spher= .0009

m
m
CWWWWWWWWWWNWWWW
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200. cm | | 510 20 50 GeV

Centre of screen is ( 0000, 0000, .0000) | | | T |

Figure 5.1: A typical taupair event as seen by the OPAL detector. The arrow in the bottom left
hand quadrant indicates a reconstructed muon segment inside MB and the tracks corresponding to

the opposing hemisphere clearly indicate a three-prong tau decay.

cuts were imposed to reject further multihadronic decays of the Z° such that:

o 2< Ny <6 where Ny is the total number of normal quality charged tracks in

the event and

® Ny + Nas <15 where N is the total number of quality ECAL clusters.
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Figure 5.2: Cut distributions for the selection of taupairs. Plots a) and b) show the multiplicity

distributions with cuts used to reject Multihadronic events, plots c¢) and d) show the energy dis-

tributions with cuts used to reject Bhabha and two-photon events, plot e) shows the acolinearity

distribution and plot f) the | cos By, | distribution.
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Ny is known as the ‘track multiplicity’ of the event and Ny + Ny, the ‘total mul-
tiplicity’ of the event. It should be noted that where cones containing only clusters
or less than 1% of the beam energy do not contribute to the number of cones in the
event, the tracks or clusters inside them do contribute to the total track and cluster
multiplicities. Figure 5.2 shows the Ny and Ny + Ny distributions after all other
taupair selection cuts have been applied, together with photon conversion and split
track finding algorithms, these being described in chapter 7. Data are indicated by
points, taupair Monte Carlo by open histogram, background Monte Carlo by shaded
histogram and cut values by dotted lines which is the convention throughout the text.
The Ny distribution is discussed in section 7.3 and the total multiplicity distribution
in section 8.6.1.

Figure 5.3 shows a smoothed Monte Carlo plot of Rg,,, versus Ry for lep-
tonic final states failing two or less taupair selection cuts, where Ry, is the event
showering energy summed over quality lead glass clusters and Ry the CT tracking
energy summed over all normal quality tracks assigned to the event, both normalised
to the centre of mass energy. The Monte Carlo samples here have been normalised
to the MSM. Two-photon events seen here as the spike at low R, and Ry were

removed by the cut:

o R,.>0.18 where R, the ‘visible energy’ is the sum of Ry and Rg,y-

_|_

ete” — eTe (v) events were rejected by the cuts:

o R4, <0.8 and

o (Ryis < 1.05 or Rgyw < 0.25) for the region |cosfay,| > 0.7 where additional
material is presented by the pressure bell [42].

Figure 5.2 shows the Ry, and R, distributions after all other taupair selection cuts
have been applied. A small data excess is evident in the R, distribution at the
cutting point. Also of note is the discrepancy between data and Monte Carlo in the
high R,;s region above approximately 1.3 due to poor simulation of ‘overlap region’

material, this necessitating the endcap R, cut at 1.05.
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Number

Figure 5.3: Parameter space spanned by ‘total normalised showering energy’ Rguw and ‘total
normalised tracking energy’ Ry for leptonic final states (Monte Carlo) failing at most two taupair
selection cuts. Samples were normalised to the MSM and each smoothed using a multiquadric radial

basis function for visualisation purposes [65].

Both distributions are discussed in detail together with the Monte Carlo simulation
of Bhabha background in section 8.3. Further suppression of two-photon background
and highly acolinear Bhabha events due to initial state radiation was effected by the

cuts:

o A.1<15° where A, is the acolinearity and

o |cosf.,|<0.9.
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Figure 5.2 shows the A, and | cos 0,,,| distributions with all other cuts applied, these
distributions being described in detail in section 8.7.

Direct mupairs seen as the spike at R~ 1.0 in figure 5.3 were rejected using
the LL standard mupair ID as described in [66] and appendix A, ensuring complete
anticorrelation between taupair and mupair samples for the combined leptonic fits.
The simulation of mupair background is discussed in section 8.1.

Cosmic ray and beam gas events were rejected using vertex and TB infor-

mation and are described in detail in chapter 9.

5.2.1 Monte Carlo samples

Peak taupair events were simulated using four vectors generated by KORALZ-
38, subject to the full detector simulation GOPAL-129 using the production module
GORO-07. Off-peak taupair events were simulated using Monte Carlo runs R1513
and R1516. On peak Bhabha background was simulated using four vectors generated
by RADBAB-20 (BABAMC) passed through the production module GORO-07. Off
peak Bhabha events were simulated using RADBAB-10 four vector generation and
the production module GORO-12. Multihadronic background was simulated using
JETSET-73 with GORO-07 and HERWIG-50 with GORO-4 whilst two photon back-
ground was simulated by VERMASEREN four vectors passed through GORO-04.
ECAL clusters and CT tracks were additionally smeared by a small amount using

parameters from the tau-platform package TP102 [63].

5.3 Cross section determination

The taupair production cross section o, is determined by the relation:

Nsel - Nbg
e fLdt

oy =

where N, is the number of selected events, Nyg is the number of background events
in the sample and € denotes the correction for the finite selection efficiency imposed

by the geometrical acceptance cuts, the background reduction cuts and the trigger
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efficiency. [Ldt is the integrated luminosity for the sample as determined by FD
or SiW. The background correction can be expressed in the form of a multiplicative

correction factor f where:
Nl — Npg = fNsal
and provided that background fractions are low, f can be constructed by taking:
Nya — Niy = f'Naa
with:
f=T5f

f! indicates the correction factor for background number 7 and Np is the number of
backgrounds considered. Similarly, € can be absorbed into f. For simplicity therefore,
in the following chapters we quote correction f factors for individual backgrounds and
efficiencies. The systematic errors associated with each correction factor are quoted
in the form Af/f.

The challenge of the analysis is motivated by the aim to match systematic
errors associated with the background determination, selection efficiency and accep-
tance correction to that of the statistical error. This was carried out by the use of a
multitude of systematic cross-checks, these being described in the following chapters.
These checks allow second order corrections to be made to the first order Monte Carlo
predictions for the correction factors with the exception of the cosmic ray background;
no cosmic ray Monte Carlo exists so the full correction factor for this background was
based upon careful analysis of the cosmic ray tagging algorithm and its corresponding

distributions (chapter 9).

5.3.1 Determination of the absolute luminosity

The absolute luminosity was obtained using the forward luminometers sit-
uated in the far forward region of OPAL. Here, the low angle t-channel dominated
Bhabha cross section is very high, a process driven by QED. The absolute luminosity
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can hence be determined by taking the ratio of the number of events of this type seen

to the theoretical cross section within the finite acceptance.

Source of uncertainty ‘ Uncertainty 1992 ‘

8 ‘telescope’ study 0.17%

drift chamber survey of tubes 0.17%

simulation systematics 0.23%

locations of drift chamber sense wires 0.08%

distance to interaction point 0.04%
calorimeter coordinates < 0.01%
trigger efficiency < 0.02%
reconstruction efficiency < 0.01%
accidental background < 0.01%

data statistics 0.18%

Monte Carlo statistics 0.12%

overall | 0.41% |

Table 5.4: The 1992 FD analysis systematic errors.

At small angles, the 1st order Bhabha scattering differential cross section is given by:

do  327a?
e — s 63’

giving an integrated cross section of:

16ma? 1 1
OBhabha = s \Z. g

For FD, 6.;, and 8,., are approximately 47 mrad and 120 mrad so it is the precise
determination of the inner edge that systematically limits the precision of the lumi-
nosity determination. Measurement of the luminosity is in itself a highly demanding
analysis, the full OPAL FD and SiW analyses being given in [67] and [68] respectively.
In the following chapters we shall deal with 1992 data only, in order to outline the
procedures used to determine the total taupair cross section systematic. In chapter

10.1 we shall outline the differences for the 1993 data set and the additional cross
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checks and changes to the systematics that are made possible due to increases in
statistics and the existence of off-peak data.

For the 1992 data, SiW was unavailable so no further mention of it here
will be made. Instead it is discussed in chapter 10.1.2 with reference to the 1993
data measurement. The limiting errors on the FD luminosity measurement for 1992
data are given in table 5.4 for completeness. The total systematic error of £0.41%
has to be added in quadrature to the theoretical uncertainty of 0.3% giving a total
systematic/theory luminosity error for 1992 data of 0.51%.

5.3.2 LEP Energy calibration

The statistical error on the mass of the Z° and its width I'y as determined
by the combined LEP fit dictate the level of required accuracy for the uncertainty in
the LEP energy calibration, this being handled by the LEP Energy Working Group.
By making regular ‘resonant depolarization’ calibrations throughout the year, the
model used to calculate F.,, for the ‘uncalibrated’ fills can be tested. The value of
E.,, for uncalibrated fills is based upon measurement of the magnet dipole current
and includes corrections for the magnet temperature, Moon-tide and RF. An orbit
correction is also provided by beam orbit monitors. To date, the analysis is sufficiently
understood so as to be able to determine the centre of mass energies of the off-
peak points to ~ 2 parts in 10°, resulting in systematic errors to the Z° mass and
width of ~1.4MeV and ~1.5MeV respectively (1993 data). An error of +5.4 MeV
was determined for the energy of the 1993 peak point. For 1992 data, resonant
depolarisation studies were only achieved late in the year resulting in an error of
+18 MeV for the peak centre of mass energy.

The spread in centre of mass energy due to the energy spread of particles
within the beams (~50 +5MeV) is standardly corrected for inside the fitting proce-

dure.



60 Chapter 6. Branching Ratio Selection

Chapter 6
Branching Ratio Selection

Due to the large mass of the T lepton (1777.170% MeV) [20], it can weakly decay
via a multiplicity of decay modes. There have been many recent reviews regarding
the state of knowledge as regards taupair branching ratios [22][69][70], however with
current statistics, for a cross section measurement it is sufficient to model only the
more significant mechanisms as many branching ratios are small and expected to
have selection bias factors similar to the more dominant modes. KORALZ-38 gener-
ates 7 leptons which decay via the 13 channels listed together with their raw decay
branching fractions in table 6.1. The generator assumes a uniformly flat phase space
for the decay of 7 leptons into three and four meson states ignoring intermediate
resonant structure, and the three charged hadron final state is assumed to be com-
pletely dominated by the 7= — a1 v,(a;” — 7 nT7n~)! decay chain where two of
the final state pions originate from a p° decay. Generator level branching fractions
were adjusted to PDG94 world average values [71] by producing scaling factors for
each channel, TREE level information being used to map particles to their respective
decays. The 7~ — 3h~ v, and 7~ — h~ 27, channels were modelled by the a; reso-
nance and decays to 3~ 7%, h~37°,, 5h~v,, and 5h~ 7%, modelled completely by
pions in the final state. Decays containing three charged mesons were scaled to the

weighted average of the current OPAL [72], ALEPH and CLEOII [73] values listed

Lwherever lepton or meson charge is quoted, the existence of the charge conjugate decay is always
implied.
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in table 6.2 rather than using the PDG94 values. The motivation for this was due
to severe systematic effects present in earlier measurements which are still contained
in the world average PDG94 values. For the OPAL value which contains asymmetric
systematic errors, the largest error was used. Only recently have consistent values for
these decays started to emerge due to improvements in state of the art tracking and
calorimetry. The decay 7= — 3h~27° is unmodelled by the Monte Carlo, and so was
simulated by the 7= — 37~ 7% channel (the branching ratio of this mode is listed by
PDG94 as (4.9 +0.5) x 1072 and is therefore significant with current statistics.) De-
cay branching ratios for final states passing through the charged K*(892)~ resonance
were derived using isospin symmetry arguments and a 50:50 branching fraction for

the decays K*(892)" — K27~ and K*(892)" — Kor~.

Decay Mode | Measured B.R. KZ-38 Scaling
(B,) [%] B.R.[%] Factor R,
T7 — pyuy, | 17.65£0.24 | 17.724+0.06 | 0.9938 | 09978
T~ — e vev, | 18.01 +£0.18 | 18.25 £ 0.06 | 0.9852 | 0.9984
TT STy, 11.7+0.4 11.73 £ 0.05 | 0.9919 | 0.9944
T = T [p] 25.2+0.4 24.16 +0.07 | 1.0403 | 0.9974
T St Ty, [a]] 9.78 +0.21 8.44 +0.04 | 1.1547 | 0.9965
7 = 1 w7, [a]] 9.6 +0.4 9.84 £0.05 | 0.9690 | 0.9932
™ =K v, 0.67 £ 0.23 0.84 +0.01 | 0.7529 | 0.9440
T~ — K n°v, [K*(892)"] | 0.483 £+ 0.06 0.59 £0.01 | 0.8020 | 0.9797
T~ — 7 K°v, [K*(892)"] | 0.967 +0.12 1.17 +0.02 | 0.8098 | 0.9797
T — ot oyl 5.00 +0.22 0.59 +0.04 | 0.8414 | 0.9928
T = 'y, 1.28 £0.24 1.22 £0.02 | 1.0171 | 0.9694
T~ = a atr atn v, | 0.056 £0.016 | 0.07 +£0.00 | 0.7627 | 0.9534
T~ >t atr 7%y, | 0.051 £0.022 | 0.07 £0.00 | 0.6773 | 0.9296

Table 6.1: Tau decay branching ratios used in the analysis together with the raw Monte Carlo
generator branching fractions, the appropriate scaling factors and values R, demonstrating the

degree to which normalisation affects the chosen branching ratios.

!channel has an increased branching ratio to model the 7= — 3h~27%, decay.
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As the PDG94 branching ratios are not normalised to exactly 100%, each branching

ratio B, was additionally scaled by an error dependent scaling factor R, such that

13

> (R.)B.=1.0 (6.1)

n=1
where

a.
R, = 1.0 <—"> ,
+a B,

a being the normalisation parameter and o, the error on branching ratio B,,. Values
of R, are shown in table 6.1 and adjust each branching ratio by a factor equal to 0.16
times the assigned experimental error. Scaling factors for KORALZ-38 tau decays
are listed and were used to reweight events by producing re-weighting factors equal
to the product of scaling factors for each hemisphere which could then be used in the

binning of histograms.

‘ T~ —=3h v, ‘
Measurement B.R.[%)]

CLEO II (’94 prelim) | 9.82 + 0.09 + 0.34

ALEPH (’92 prelim) | 9.57 + 0.24 + 0.22

OPAL (94 prelim) | 10.07 £ 0.2073%;

‘ = — 3h 7%, ‘
Measurement B.R.[%)]
CLEO II (’94 prelim) | 4.25 + 0.09 + 0.26
ALEPH (’92 prelim) | 4.94 £+ 0.26 + 0.34
OPAL (’94 prelim) | 4.79 +0.207535

Table 6.2: Tau decay branching ratios chosen for decays into three charged mesons. For the OPAL

result, the extreme error was used.

To investigate the effect upon the taupair selection acceptance due to decay
mode bias in the sample and poor knowledge of branching ratios, each branching ratio
was varied to a normal distribution with an RMS half width equal to o,. For each

iteration, branching ratios were normalised to 100% using equation 6.1, scaling factors
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calculated and the ratio of the new acceptance to the acceptance for the chosen set
of branching ratios binned. 10° iterations produced an RMS deviation of 0.04% in
the fraction of accepted Monte Carlo taupair events. A more conservative estimate
of the effect of branching ratio choice upon acceptance was determined by expanding
the error on the 7= — 3h~ v, channel to 7 times the quoted value of ¢, thus covering
the discrepancy between the chosen value and the DELPHI (’93 preliminary) result
of 8.35 + 0.35 + 0.24% [73]. Repeating the analysis with this modification yields an
RMS deviation of 0.10% in the accepted taupair fraction; we thus assign a systematic

correction factor to the acceptance of:

f =1.0000 Af/f =0.0010 .

A difference of 0.07% exists in the ratio of selected data to Monte Carlo
events if the raw Monte Carlo branching ratios are used instead of the chosen set.
This uncertainty is lower and of the same order as the chosen one.

In summary, the choice of Monte Carlo branching ratios can be seen to have

a small effect upon the taupair cross section systematic error.
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Chapter 7

Photon conversion and Split Track

rejection

In the past, various analyses have been carried out which require examination of pho-
ton conversions in OPAL events and their Monte Carlo simulation [75]. In particular,
attempts to determine the 7= — A~ hth~ v, branching ratio [72] have demonstrated
there to be a deficit in the number of Monte Carlo conversions in taupair events com-
pared to data due to the poor simulation of material preceding the Jet Chamber. This
material comprises two layers of silicon support structures between approximately 6
and 7 cm, the outer beam-pipe at approximately 8 cm, a layer of foil separating the
CV axial and stereo wires and a layer of carbon fibre tube separating CV from CJ to-
gether with a layer of kapton foil with copper traces for field shaping. This constitutes
approximately 0.05 radiation lengths of material. The taupair selection cut system-
atics on charged track and total multiplicity are seriously affected by the simulation
of photon conversions.

Further, analysis of the direct mupair channel has shown there to exist a
‘track splitting’ effect for high energy tracks in close proximity to CJ anode and
cathode planes not modelled by the Monte Carlo [76].

An attempt was therefore made to tag photon conversions and split tracks
and to reduce the corresponding cones to their correct multiplicity so as to decrease

the multiplicity cut systematic errors.



7.1. Photon conversions 65

7.1 Photon conversions

A search was made for oppositely charged tracks with a 6 difference A#
less than 1 radian in each considered event using a modification of the ID package
[61] conversion tagging algorithm IDGCON. All OD recorded tracks were considered
as only one of the conversion tracks may have passed the normal track quality cuts
(table 5.3). The conversion radius of the two candidate tracks was defined as the
point where the tangents of the two tracks were parallel in the r — ¢ plane. The
x — y separation at this point A, was required to be less than 5cm. A hit was then
required on either track within 20 cm of the conversion radius if the conversion radius
was greater than 27 cm and within 30 cm if the conversion radius was less than 27 cm.
For all track pairs passing these ‘loose’ requirements a further set of ‘tight’ cuts were

applied. A dimensionless quantity D was calculated where:

D= \/<Amy>2—|—<ﬁ>2 for Ry < 27cm and

TYgo 90

= (A“’)Z for Ry > 27cm,

TY90

Ry being the radius of the closest hit to the vertex out of the two candidate tracks.
TYgo and fgo are values within which 90% of photon conversions are expected to be
contained. Their values have been estimated separately for data and Monte Carlo in
three regions, namely R; <22cm, 22cm< Ry <27cm, and Ry >27cm. In the third
region outside CV, 6 is poorly measured and only —y information was used. For each
cone, all track pair combinations were examined and the pair with the minimum value
of D flagged. If this value lay between 0 and 2 and provided the signed conversion
radius was greater than —2cm and that the tracks formed a mutual pair, they were

tagged as photon conversion tracks.

7.2 Split track removal

Split tracks were identified using a modification of the LLJOIN mupair track
joining routine from LL156 [62]. Pairs of tracks (¢ and j) were flagged as split track
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candidates if they had an overlap Opap < 0.67 where:

min( f,R{)—max( ;,ch)
max(R!, R}) — min( z},ch)

OLAP =

and a separation angle 6,; at the ete™ vertex satisfying cos6;; > 0.999. R, is the
radius in r—¢ of the outermost hit assigned to the track.

Figure 7.1 shows the track anode-plane angle at the vertex for tracks tagged
for deletion and various initial cone topologies. Data/Monte Carlo disagreement can
be seen around the CJ anode and cathode planes. A further set of cuts were applied
such that tracks were only deleted if they were within £1° of the anode or cathode to
prevent a large number of genuine highly boosted 3-prong 7 decays being incorrectly
flagged as containing split tracks. The excesses of data compared to Monte Carlo
for which split tracks were removed were 0.23 £ 0.03% and 0.06 + 0.02% for initial
topologies 2 and 4 respectively and —0.01£0.03% for initial topology 3 demonstrating

good data/Monte Carlo agreement for the incorrectly tagged cones.

7.3 Application of the algorithms

To prevent an increase in multihadronic background due to conversions being
removed from multihadronic events just outside the taupair multiplicity cuts, conver-
sion tracks were only removed provided events had a topology consistent with that of
taupair events. This was important as the low multiplicity tail of the multihadronic
channel is not well simulated, JETSET and HERWIG predicting significantly differ-
ent levels of multihadronic background. This will be further discussed in section 8.6.2.
Conversion tracks assigned to the event were removed if events satisfied the following

cuts:

o Piy(max)<3GeV?,
o Piy(min)<1GeV?2,

° 9150 > 2.850,
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Figure 7.1: Angle between track momentum vector at the ete~ vertex and the nearest CJ anode
plane for tracks tagged by the split track finding algorithm. Plot a) is for T cones reduced from
multiplicity 2 to multiplicity 1, plot b) contains cones reduced from multiplicity 3 to multiplicity 2
or 1 and plot c) consists of cones reduced from multiplicity 4 to multiplicity 3,2 or 1. Dotted lines

represent the cuts used to reduce the amount of genuine 3-prong decay track joining.
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where Piyv is simply the invariant mass of the hemisphere constructed using charged
tracks and assuming a photon hypothesis®. f150 is the minimum angle between tracks
in opposing hemispheres (the isolation angle) and is used by the DELPHI collabo-
ration in their taupair selection [78]. These cuts essentially exploit the fact that
multihadronic decay jets are generally wider than jets from tau lepton decays. There
is also a degree of redundancy in the cuts due to the correlation between the two
jets caused by the 6150 cut, meaning that cut values can be made loose to reduce
systematics. In the case where a tau cone consisting of a single track was tagged as a
conversion track due to poor conversion reconstruction with tracks in the hemisphere
which had not passed the normal track quality cuts, conversion track deletion was

over-ridden.

Distributions of Pay(max), Piy(min) and 6150 for events with tagged pho-
ton conversions (inside and outside the taupair sample) are shown to the left of figure
7.2. As mentioned earlier, the aim of introducing conversion and split track find-
ing algorithms into the analysis is to reduce the multiplicity cut systematics. It is
also important however that conversion and split track finding algorithms do not in
themselves introduce any systematic uncertainty. Each cut listed above was there-
fore varied with the other cuts applied and the ratio of selected data to Monte Carlo
events examined, relevant plots being shown to the right of their respective distribu-
tions in figure 7.2 (the errors shown are due to variation in statistics from one bin
to the next). The systematic effects seen in the P&y distributions are simply due to
conversion finding being gradually turned on as the cut is moved to the right, the
data/Monte Carlo discrepancy in the taupair sample being evident from the plots
to the left. Indeed, the cut redundancy means that one of the two plots could be
removed ( moving the cut to the right does not appreciably alter the taupair selection
efficiency or the data to Monte Carlo ratio). This is not true however of the 50 cut,
as moving it to the left does alter the data to Monte Carlo ratio slightly. We therefore
take the discrepancy between the ratio at the chosen 50 value and the value with

the cut turned off completely as a systematic error:

Lmax’ and ‘min’ refer to the maximum and minimum values out of the two cones.
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f =1.0000 Af/f =10.0003 .

An increase in the taupair selection efficiency of 0.40 £ 0.01% resulted due to appli-
cation of conversion and split track finding algorithms and a corresponding increase
to the multihadronic background of 0.03 + 0.01%. The final systematic error asso-
ciated with the track multiplicity cut by varying the Ny cut between Ny <4 and
N <9 was found to be 0.11% compared with 0.66% for the raw multiplicity distri-
bution, figure 7.3 showing the relevant plot of Npata/Nmc versus the Ny cut. For
the corrected data, no variation outside that expected due to statistical fluctuation

was observed; hence we quote a correction factor and systematic error of:
f =1.0000 Af/f =0.0011.

Error bars are due to the variation in statistics from the cut value at Ny < 7.
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Figure 7.3: Plots showing the ratio of selected data to Monte Carlo as a function of the choice of

Nk cut before and after conversion finding and split track algorithms have been applied.



71

Chapter 8

Electroweak and Non-Resonant

Background

The primary backgrounds which remain after taupair selection are listed with their
respective raw Monte Carlo background fractions in table 8.1. Mupair events were
normalised to the data assuming lepton universality, multihadronic events were nor-
malised by taking the ratio of hadronic to leptonic widths as 20.95 and Bhabha and
two-photon events were normalised using their respective Monte Carlo production
cross sections. The total number of selected Monte Carlo events was then normalised
to the total number of selected data. For Bhabha Monte Carlo, the cross section was

calculated using ALIBABA [74].

Background Channel Background fraction | MC Uncertainty
[%] [%]
Mupairs 0.83 0.02
Multihadrons 0.47 0.04
Bhabhas 0.15 0.02
Two photon mupairs 0.11 0.01
Two photon electron pairs 0.34 0.03
4-Fermion events 0.07 0.00
‘ Total background H 1.97 0.06

Table 8.1: Raw Monte Carlo predictions for background fractions contained within the taupair

sample.
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Accurate determination of the taupair production cross section necessitates
well understood systematic uncertainties and hence checks upon the Monte Carlo
simulation. This was effected via the use of signal and background reduction cuts,
background or selection efficiency respectively being kept as high as possible. The
following sections describe the studies carried out on the backgrounds listed in table
8.1. Chapter 9 deals with the determination of cosmic ray and beam gas background
which differs in the respect that the analysis does not benefit from the existence of

Monte Carlo events.

8.1 Mupair background

Mupair events were rejected using the standard LL mupair ID flag [66], the
full set of selection cuts being summarised in appendix A. Using the mupair flag
to reject direct mupair events ensures complete anticorrelation between lepton pair
samples for the lineshape fit assuming lepton universality. Mupair events enter as
background via the processes of ‘hard final state radiation’, ‘moderate final state

radiation’ and ‘tracking losses’, these being described in the following sections.

8.1.1 Hard final state radiation

Events which failed to be identified as direct mupairs due to the 6 GeV track
energy requirement imposed on each track (see appendix A) where one muon under-
went heavy final state radiation were selected as follows. One of the two hemispheres
was required to consist of a single track having an associated MB/ME segment to-
gether with the requirement that it carry a tracking energy in excess of 40 GeV (the
non radiative muon candidate). The opposing hemisphere was required to consist
of one charged track of tracking energy less than 6 GeV and cluster energy greater
than 20 GeV. Lastly, the whole event was required to have an acolinearity of less than
1°. Figure 8.1a) shows the momentum of the non radiative cone with all cuts except
the 40 GeV track energy cut applied and similarly figure 8.1b) the acolinearity of

selected events with all cuts except the acolinearity cut active. Throughout the text,
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enhancement cuts are marked by arrows and taupair selection cuts by dotted lines.
The selection efficiency for this particular background source was determined to be
(77.9+2.6)% and the Monte Carlo agreed excellently with data at the 0.4¢ level cor-
responding to a (0.01 +0.03)% data deficit as a fraction of the whole taupair sample.
We therefore quote a conservative systematic error for this background source equal
to 0.013% ie. the deficit of 0.010% expanded for the finite efficiency. There is no
indication that a correction needs to be made to the acceptance due to poor Monte
Carlo simulation and hence in summary, the correction and error for the existence of
mupair background in the sample due to hard final state radiation were determined

to be:

f =1.0000 Af/f =0.0001 .

8.1.2 Moderate final state radiation

Outside the MB/ME active area, muon identification efficiency drops signif-
icantly, an effect compounded by poor HCAL acceptance in this region. (67.7+1.3)%
of the mupair background in the sample consists of mupair events which have failed
to be identified due to reliance upon ECAL/CT muon-ID cuts accompanied by final
state radiation outside the MB/ME active area. Mupair background was enhanced by
selecting events which failed to point to the MB/ME fiducial area. The radiative cone
was required to have a cluster energy in excess of 3 GeV or a tracking momentum of
no more that 15 GeV (see appendix A) and a tracking momentum in excess of 6 GeV
to prevent double counting of the highly radiative mupair background. The non-
radiative cone was required to have a tracking momentum in excess of 40 GeV and a
cluster energy of no more than 3 GeV. Figure 8.2 shows the tracking momentum and
calorimetric energy of the non-radiative hemisphere for selected mupair background
candidates, each distribution being shown with all other cuts applied. The selection
efficiency for this background source was (92.4 +0.9)% and data agreed with Monte
Carlo at the 0.30 level corresponding to a data deficit of (0.0140.05)%. We therefore

quote a correction to the taupair acceptance of:

f =1.0000 Af/f =0.0001 .
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Figure 8.1: Mupair selection cuts for events failing the mupair ID due to extremely hard final
state radiation. The plot on the left shows the momenta of the non radiative muon cones in mupair

candidates and the plot to the right the acolinearity.
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Figure 8.2: The momentum and calorimetric energy of the non-radiative muon candidate for
selected moderate final state radiation mupair background events. The tracking momentum is

shown without the 40 GeV cut applied and the cluster energy without the 3 GeV energy cut.
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to account for the simulation of mupair background due to moderate final state radi-
ation where the conservative error of 0.01% has been taken from the observed deficit

expanded to account for the finite efficiency.

8.1.3 Tracking losses

After removing direct mupairs from the sample which failed to be identified
due to either hard or moderate final state radiation, the remaining background was
found to be due to mupairs with poorly reconstructed tracks. This causes mupair
candidates to fail the Fi; cut' at 0.6 (see appendix A). Background was enhanced by
making a selection which was almost completely independent of CT information. The
acoplanarity of the event? was constructed using clusters only (only in the event of a
cone containing no quality clusters was the tracking acoplanarity used) and required
to be less than 2.2°. The total tracking energy was required to exceed 50% of the
centre of mass energy and each hemisphere was required not to exceed 2 GeV in total
calorimeter energy. The efliciency for selecting this background source was determined
to be (91.0 + 3.2)%. A data excess of (0.20 + 0.04)% was observed concentrated
mainly around the CJ anode and cathode planes and in the highly forward region of

the detector necessitating a correction to the taupair acceptance of:
f=10.9980 Af/f =0.0005

where the error of 0.05% is the quadrature sum of the data and Monte Carlo statistics
error and the error due to the fact that some excess background events may not have
been identified due to the finite efficiency in the selection. The cut at Ry > 0.5 was
varied and the excess found to be stable. Figure 8.3 shows the track to CJ anode
plane angle for the selected excess, this being concentrated mainly around the anode
plane at 7.5°.

Table 8.2 shows the correction factors together with the final correction
factor associated with mupair background, corresponding to a total background of

(1.03 + 0.05)% (conservatively including the Monte Carlo statistics error).

'the cut designed to separate double 7~ — u~ v, 7, decays from genuine direct mupair events
Zacoplanarity: the acolinearity projected into the » — ¢ plane.
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Figure 8.3: the angle between selected mupair tracks and the nearest CJ anode plane for selected

mupair tracking failure candidates. The anode plane is at 7.5°.

‘ Mupair Simulation Acceptance Correction ‘

Cause of Background Correction Factor | Uncertainty
K
Raw MC 0.9917 0.02
Hard FSR 1.0000 0.01
Moderate FSR 1.0000 0.01
Tracking losses 0.9980 0.05
‘ Total correction factor H 0.9897 0.05

Table 8.2: Summary of the mupair background sources and their background correction factors

together with the total mupair background correction factor.

8.1.4 Misclassification of taupair events as direct mupair events

Not only is the direct mupair background simulation important for the mea-
surement of the taupair cross section, the loss of taupair events to the mupair channel
must also be examined to provide well understood tests of lepton universality and an

accurate systematic error for the taupair cross section.
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Events classified as mupairs by the standard LL mupair ID were selected
provided they had a ¢ axis greater than 0.8° away from CJ anode planes and 0.5°
away from cathode planes so as not to contaminate the sample with the poorly tracked
mupairs described in section 8.1.3. The taupair to mupair ratio was increased by
removing events from the sample if they possessed an acolinearity of less than 0.5° or
the minimum cone momentum was greater than 36 GeV. The efficiency for selecting
misidentified taupair events by this method was determined to be (59.0 + 0.9)%.
Figure 8.4 shows the visible energy distribution before and after the mupair rejection
cuts for events satisfying the LL mupair ID. A data excess of (0.10 + 0.06)% (1.60)
exists for events with a visible energy less than 0.8, hence we assign an efficiency

corrected systematic error of 0.17% to the taupair acceptance:

f =1.0000 Af/f =0.0017

This is believed to be a conservative over-estimate as the excess is most probably due

to mupair tracking failure in the forward region of the detector.
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Figure 8.4: The plot to the left shows the Ry;s distribution for events passing the LL mupair ID

and the plot to the right the remaining events after the mupair rejection cuts have been applied.
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8.2 ~ypTp~ background

2-photon mupair background is characterised by low showering and tracking
energy, low acoplanarity and high acolinearity. Events also have a missing momentum
vector pointing along the beam pipe. To select this background, one or more of the
two cones was required to have an associated MB/ME segment. The R, cut at 0.18
is sufficient to ensure that all yyu™u~ background events contain at least one muon
with enough energy to reach the MB/ME chambers. Ry, was required to be less than
0.04 and Ry less than 0.4. To remove a small amount of direct mupair background
due to poor tracking in the highly forward region, events were required to have an

acolinearity greater than 2°.
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Figure 8.5: | cosy,;s| for events with a single muon tag, tracking energy less than 0.4 and showering

energy less than 0.04.

Figure 8.5 shows the missing momentum vector | cos ;| distribution with
all cuts applied. The data to Monte Carlo ratio in the region | cos 6| > 0.9 agrees at
the 1.10 level corresponding to a data deficit of (0.03+0.02)%. The selection efficiency
for this background was found to be (66.7 + 5.8)%, hence we quote a correction to

the taupair acceptance to account for simulation of the yyu*u~ background of:

f =1.0000 Af/f =0.0004
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where the error of 0.04% was taken as the observed deficit expanded for the finite
efficiency. The yyutp~ background fraction was thus determined to be (0.11+0.04)%

where we have conservatively included the Monte Carlo statistics error.

8.3 Bhabha background

Bhabha events enter the sample due to their tendency to shower in the
~0.05 X, of material preceeding CJ or in the ~0.1 X, of material that comprises the
CJ anode and cathode planes.
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Figure 8.6: Plot a) shows the ¢y distribution for events with 0.5 < Rg < 0.8, plot b) the
| cos Bayr| distribution for events with 0.5 < Rghy < 0.9, plot ¢) the Ry, distribution and plot d) the

Ris distribution for selected taupair events with Rgy,, > 0.5. All plots are for barrel events alone.
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8.3.1 Bhabha background in the Barrel

Bhabha events are removed from the taupair sample in the barrel by the
R < 0.8 cut. To examine the Monte Carlo prediction for the amount of background
present in the selection, events with Ry, > 0.5 were examined. A data excess was
seen at high visible energy, a cut of R.;;>1.35 being made to select these events.

Figures 8.6 ¢) and d) show the R, and R distributions showing the se-
lection cuts and highlighting the data excess past R = 1.5. Figure 8.6 a) shows the
geometrical distribution in ¢ (ie. the track angle in the r — ¢ plane) for events
with Rgw < 0.8 and Ry < 1.35, events with ¢ > 180° being folded into the top
half of the detector. A clear spike at 90° can be seen due to gaps between EB mod-
ules, these being unsimulated by the Monte Carlo. Some of the excess away from
the peak was found to be due to similar # boundaries, this being shown in figure
8.7b) where the cut at Rg,w < 0.8 has been relaxed to Rgyw < 0.9 to make the peaks
at approximately | cos8,,:| =0.2 and | cos b,,:| = 0.6 more statistically significant for
visualisation purposes.

A data excess of (0.26 +0.06)% was observed for events satisfying the above

cuts necessitating a correction to the taupair acceptance of:
f=0.9974 Af/f =0.0006

where the error of 0.06% assumes a 100% efficiency for selecting the EB module

boundary background excess.

8.3.2 Bhabha background in the endcap

In the endcap, there are effectively three taupair selection cuts which remove

te” — ete () events from the signal, namely:

€

o Ra4w<0.8 for Rtrk<0-257

o R, <1.05 for 0.25< R < 0.8 and
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o Rayw<0.25 for Ry >0.8.

The last cut ensures that mupair events undergoing moderate final state radiation
outside the MB/ME acceptance appear as background in the taupair sample, any
unchecked systematic effects in the level of this background hence cancelling in the

lineshape fit assuming lepton universality.
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Figul‘e 8.7: a) and b) show the Acoplanarity distributions for the tracking regions 0.0 < Ry < 0.25
and 0.25 < Ry < 0.8 respectively with Eyin cuts applied. ¢) and d) show the Eniy distributions

with the Acoplanarity cuts applied.

Bhabha background entering the taupair sample via each of the three cuts
was checked by examining each distribution for the appropriate tracking energy win-

dow. For events with Ry < 0.25, taupair events were removed from the sample by
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requiring the track acoplanarity of events to be less than 3° and both cones to have
calorimetric energies in excess of 20 GeV. Figure 8.7 a) shows the acoplanarity distri-
bution and figure 8.7 ¢) the E, distribution with the acoplanarity cut applied for
selected events with Ry < 0.25 and the Ry, cut removed. FE.;, is the calorimet-
ric energy of the least energetic cone. (75 + 15)% of the MC Bhabha events below
Rgw =0.8 were retained by the cuts whilst the signal was reduced to (2.8 + 0.1)% of

the original amount.

Similarly for events with 0.25 < Ry < 0.8, the background to signal ratio
was increased by requiring the tracking acoplanarity to be less than 3° and F,
to be greater than 15GeV. Figure 8.7 b) shows the acoplanarity distribution and
figure 8.7 d) the Fi,, distribution with the acoplanarity cut applied for events with
Renw <0.8. (85.7 +7.6)% of the background was retained by the application of these
cuts whilst the signal was reduced to (9.1 +0.1)% of its original value.

No signal reduction cuts were required for events with Ry > 0.8 as the
signal was found to be sufficiently low close to the Ry, < 0.25 cut, however only
events inside the MB/ME acceptance were considered so as to remove the mupair
background due to moderate final state radiation from the accepted events. This
reduced the taupair signal in this region to approximately (81.1+2.4)% of its original
value. No Monte Carlo Bhabha events were found to lie in this tracking energy

window with Rg,, < 0.25.

Figure 8.8 shows the visible energy distributions for three regions of |cos 0,,|
for the tracking energy window 0.25 < Ry < 0.8. The correction factors and uncertain-
ties for each distribution are summarised in table 8.3, background selection efficiencies

having been taken into account.

Monte Carlo simulation is excellent for the regions 0.7 < | cos 0,y,| <0.77 and
0.77 < | cos fav:| < 0.83, data excess/deficit for the two regions being (0.04 £+ 0.05)%
and (0.00 £+ 0.05)% respectively. For the highly forward region 0.83 < |cos 0,y <0.9
however, an excess of (0.11 + 0.05)% (2.10) can be seen. An error of 0.14% was
therefore applied to account for this discrepancy, the background acceptance of 85.7%

being taken into account.
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Figures 8.9a) and b) show the Ry, distributions for selected events with
R <0.25 and Ry > 0.8 respectively. Data to Monte Carlo ratios for events inside
the taupair acceptance are summarised in Table 8.3 and demonstrate excellent Monte

Carlo simulation.
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Figure 8.8: Visible energy distributions for the Bhabha enhanced sample in the geometrical regions
a) 0.7 < cosbayr <0.77, b) 0.77 < c08 Bayr < 0.83 and c) 0.83 < cos b,yr < 0.9 for the tracking region

0.25 < Ry, < 0.8.
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Figure 8.9: Rq. plots for Bhabha background enhanced samples in the tracking energy windows

a) R <0.25 and b) Ry >0.8.

Bhabha Background Study

7177 Selection Cut Correction Factor | Uncertainty
[%]

MC (Raw) 0.9985 0.024

Barrel Rg,,, cut 0.9974 0.056

Endcap Rsnw cut (Riux < 0.25) 1.0000 0.014
Endcap Ryis cut (0.25 < Ry < 0.8)

0.70 < | cos Oy < 0.77 1.0000 0.038

0.77 < | cos Oy < 0.83 1.0000 0.000

0.83 < | cos Oy < 0.90 1.0000 0.109

Endcap Rshw cut (Rix > 0.8) 1.0000 0.009

‘ Total correction factor H 0.9959 0.132

Table 8.3: Correction factors and systematic errors associated with Bhabha background for differ-

ent geometrical and cutting regions.
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8.3.3 Taupair loss

As with the mupair identification checks, the loss of taupair signal to the
tracking and calorimetric energy cuts designed to reduce Bhabha background was
examined by investigating the relevant distributions after application of background

reduction cuts.

8.3.4 Taupair loss in the barrel

The high tail of the Rg,, distribution is populated by Bhabha and taupair
events where the tau leptons have decayed to electrons or p~ mesons where the
p~ has subsequently decayed to one charged and one neutral pion, the 7° decaying
electromagnetically and carrying most of the tau lepton’s energy in the lab frame.

Taupair signal loss to the Rg,, > 0.8 cut in the Barrel was investigated by
removing the Ry, cut and requiring selected events to have a value of E,,;, less than
38 GeV, a tracking acoplanarity greater than 0.5°, and a value of R less than 1.65.
Figure 8.10 shows the Bhabha depletion cut distributions, each with the other cuts
applied. (61.6 + 2.1)% of Monte Carlo taupair events outside the acceptance cut
(Rshw > 0.8) were retained whilst the Bhabha signal was reduced to (0.03 £+ 0.01)%
of its original amount. Figure 8.10d) shows the R, distribution highlighting a data
excess of (0.12 + 0.04)% in the window 0.8 < Rgyw < 0.9. It is not clear whether the
excess is due to genuine excess taupair loss, to excess Bhabha events outside the cut
or simply a statistical fluctuation, hence we quote the discrepancy as a conservative

systematic error expanded for the finite selection efliciency:

f =1.0000 Af/f =0.0019.

8.3.5 Taupair loss to the Endcap R, and R,;; Cuts

Bhabha signal was reduced for the tracking energy window Ry < 0.25 by
requiring events to have an acoplanarity greater than 2° and a value of E,;, less than

40 GeV, distributions being shown in figure 8.11. (62.2 + 3.7)% of the taupair signal

outside the taupair selection cut of Ry, <0.8 was retained whilst Bhabha events
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Figul‘e 8.10: Taupair Ioss to the Ry, cut in the Barrel. Plot a) shows the Ey;y, distribution, plot

b) the acoplanarity distribution and plot c¢) the Ryis distribution ,each with the other cuts applied.

Plot d) shows the Rqny distribution after all cuts.

were reduced to (5.1 +2.1)% of their original amount. Bhabha events in the tracking

energy window 0.25 < Ry < 0.8 were reduced by requiring R, to be less than 0.75

and the acoplanarity to be greater than 1°, cut distributions being shown in figure
8.12. (60.24+0.6)% of the taupair signal outside the taupair selection cut of Ry <1.05
was retained whilst the Bhabha signal was reduced to (0.35 + 0.08)% of its original
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Figul‘e 8.11: Endcap cut distributions for Bhabha reduction in the region Ry < 0.25. The

acoplanarity distribution is shown with the E.,;, cut applied and vice versa.
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amount. For events with Ry > 0.8, the Bhabha signal was reduced by requiring the
event acoplanarity to be greater than 0.2° and F,;, to be less than 20 GeV. Figure
8.13 shows the relevant distributions. (53.2 + 1.4)% of the signal was retained for
Rew > 0.25 whilst the Bhabha peak was reduced to (0.11 + 0.03)% of its original

value.
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Figul‘e 8.13: Endcap cut distributions for Bhabha reduction in the region Ry >0.8. The acopla-

narity distribution is shown with the FE.,;, applied and vice versa.

‘ Ry, Ryis Cut Acceptance Correction ‘

7177 Selection Cut Correction Factor | Uncertainty
[%]
Barrel Rg,,, cut 1.0000 0.19
Endcap Rsnw cut (Riux < 0.25) 1.0000 0.06
Endcap Ryis cut (0.25 < Ry < 0.8) 1.0000 0.09
Endcap Rshw cut (Rix > 0.8) 1.0000 0.03
Total correction factor 1.0000 0.22

Table 8.4: Correction Factors and systematic errors associated with taupair loss to the Bhabha

reduction cuts for various geometrical and cutting regions.
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No significant data excess or deficit was observed for events with tracking energy
Ry > 0.25, values corrected for signal selection efficiency being shown in table 8.4

and the appropriate plots shown in figure 8.14.
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Figure 8.14: Bhabha reduced cut distributions for the regions a)0.0 < Ry, <0.25, b) 0.25 < Ry <

0.8 and c) Rty >0.8. Dotted lines show the taupair selection cuts.
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A small excess of (0.04 £ 0.02)% for the Ry < 0.25 window is most likely to be
due to Bhabha events as data/Monte Carlo agreement inside the taupair acceptance
excellent. Nevertheless, we associate an efficiency corrected systematic error of 0.06%

with this excess.

8.4 ~vete  Background

2-photon electron pair background, like 2-photon mupair background is char-
acterised by low tracking and showering energy, low tracking acoplanarity, high acol-
inearity and a missing momentum vector pointing along the beam pipe. The fact that
the electrons shower however means that this type of event has an increased chance
compared with two-photon mupair events of passing the lower visible energy cut.

Events were selected if each cone had an E/P of no more than 1.3 and
no less than 0.6 (where E is the associated ECAL energy and P the total tracking
energy of the cone), a total tracking energy of no more than 0.25 and a tracking
acoplanarity of less than 5°. Figure 8.15 shows the relevant cutting variables, each
with all other cuts applied. Plot €) shows the missing momentum cosine after all cuts.
Monte Carlo simulation for events with | cos pis| > 0.9 is modelled to 0.006% (0.240)
demonstrating excellent simulation. The efficiency for selecting this background was
found to be (38.7 + 3.8)%; we therefore quote an efficiency corrected systematic
error of 0.02% associated with this background. The resulting 2-photon electron pair
background was thus determined to be (0.34 £+ 0.3)%.

8.5 4-Fermion Background

Background from 4-fermion (LLV) events was estimated using FERMISV
Monte Carlo [77] for the channels listed in table 8.5. Shown are the generator cross
sections, background fractions and uncertainties. The dominant modes were found
to be the eerr channel contributing a background of (0.036 + 0.002)% and the purr
channel at the level of (0.012+0.001)%. The total background level was
predicted to be (0.066 + 0.003)% which was small enough to warrant no further
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investigation. To account for the LLV background we quote a correction factor and

uncertainty to the taupair acceptance correction of:

f =0.9993 Af/f =0.0007

where the error is conservatively quoted as the full LLV background fraction.

‘ LLV Background Channels ‘

LLV Channel Cross MC Background Fraction | Uncertainty
Section (pb) [%] (%]
eeee 5.97 + 0.04 0.0028 0.0006
eepp 3.99 + 0.002 0.0072 0.0011
eerT 1.706 4+ 0.008 0.0358 0.0023
eeunw 5.09 + 0.01 0.0018 0.0006
eedd 1.915 £ 0.02 0.0007 0.0003
L 0.563 + 0.001 0.0005 0.0003
LUTT 0.539 + 0.009 0.0119 0.0011
LUUT 1.571 4+ 0.007 0.0012 0.0004
ppdd 0.593 + 0.002 0.0004 0.0001
TTTT 0.5186 + 0.0001 0.0034 0.0006
TTUU 0.673 + 0.004 0.0001 0.0001
rrdd 0.1732 £+ 0.0007 0.0000 0.0000
Total Fraction 0.0657 + 0.0030

Table 8.5: Raw Monte Carlo prediction for the LLV background fractions of individual LLV
channels showing generator cross sections together with the individual background fraction and

uncertainty.

8.6 Multihadronic Background

Multihadronic events were removed from the taupair sample primarily by
the cuts on track multiplicity, Ny and total multiplicity, Ny + Nes. The low multi-
plicity tail of the multihadronic signal is therefore responsible for the multihadronic

background.
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8.6.1 Identification of Multihadronic background

To separate multihadronic events from taupairs both inside and outside the
taupair acceptance, events were tagged as multihadronic decays if they had greater
than 6 loose OD tracks, greater than 4 normal quality tracks , a value of f50 con-
structed from clusters of less than 2.9 radians and a value of {2 in excess of 4.5 GeV.
2 is a variable constructed in such a way as to provide a measurement of the fatness
of the event, multihadronic events having a much more widely spread topology than

taupair events. € is given by:

2

Q= > <\/(PIiNV)2 + (Eva)2>

cone =1

where Finv is the invariant mass constructed from clusters alone. A small amount
of taupair events were prevented from being vetoed as multihadronic events by also
requiring tagged multihadronic events to have a 150 constructed from tracks of less
than 3.05 radians and a value of Eiyy for the cone with the least track multiplicity
in excess of 0.2 GeV.

Figure 8.16 shows the total multiplicity distribution before a) and after b)
application of the multihadronic event veto. For the raw distribution, data in the
window 15 < Ny + Ngs < 22 is in excess by (0.23 +£0.11)% (2.00) as a fraction of the
taupair sample for a Monte Carlo predicted multihadronic background of (60.5+2.0)%
events and for the distribution with the veto turned on a (0.26 +0.07)% (3.50) excess
for a multihadronic background of (29.8 + 2.6)%. This strongly suggests that the
discrepancy is mainly due to poor simulation of the ECAL response for taupair events.

For the events in this region we can write:

Np — Nmc
NMe

= (Smm — 1)+ (Srr — 1)Nﬁﬁ (8.1)
MC

where Np is the amount of selected data, Nyc the total amount of Monte Carlo, Nif

is the amount of taupair Monte Carlo, NME is the amount of Multihadron Monte

Carlo and S,, and Syg are the factors by which data taupairs and multihadronic

events respectively are in excess or deficit.
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Figul‘e 8.16: The total multiplicity distribution Nyrx + Ncors before and after application of the
multihadron veto. Events in the window 15 < Ny + Ncjs < 22 were selected to examine the taupair

loss due to the Ny + Ngs selection cut marked by the dotted line.

If we now assume that the distributions used to remove multihadronic events
from the total multiplicity distribution (figure 8.16 a)) are well simulated in shape by
the Monte Carlo, we can apply the multihadronic event veto to events in the window,
varying each multihadron selection cut in turn and thus varying the ratio of selected
taupair events to multihadronic events. If the assumption is valid, data and Monte
Carlo will obey the form of equation 8.1 and a value of S,, can be extracted. The
relevant plots are shown in figure 8.17, each demonstrating linearity. Open points are
the values with the multihadronic veto turned on and off using the cuts listed above.
Plot e) shows the values of S, derived from a least squares fit to each plot together
with the simple average of 1.38 & 0.03. A total error of 15335 was assigned to S, to
account for the systematic variation of the derived value from each fit. No account
was made for the correlation in the errors assigned to plots a) to d). The value of
S, = 1.381003% yields a taupair loss of 0.34073052% and hence a correction to the

taupair acceptance of:

F=10034  Af/f =405k
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Figure 8.17: Plots a) to d) show the variation of (Np — NMC)/N%I({: versus NMC/N%I({; for variation
of the four multihadron selection cuts in the multiplicity window 15 < Ny + Nes < 22. Plot e)
shows the values of S, derived from each plot and the simple average of those values. Open points

in plots a) to d) represent the values derived with the multihadron selection turned on and off.
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8.6.2 Multihadronic Background Correction

Multihadronic background is particularly hard to extract from the genuine
taupair signal, event signatures looking extremely similar. The simulation of multi-
hadronic background was examined in exactly the same way as for the calculation
of the taupair loss, this time by selecting events in the total multiplicity window
11 < Ny + Ngs < 16. JETSET-73 Monte Carlo yielded a value of Syg equal to
0.897922 where the errors account for the systematic variation seen in the four fits.
The JETSET-73 simulation can therefore be seen to agree well with the data, the
difference between corrected and uncorrected background being 0.05%.

As an independent cross check, HERWIG-55 Monte Carlo was used to ex-
amine the multihadronic background fraction. HERWIG simulation was found to
provide an extremely poor fit to the data in the low multiplicity tail and the back-
ground prediction was significantly different at (0.85 + 0.09)% (almost twice that
predicted by JETSET-73). After application of the procedure described in section
8.6.1 however, the HERWIG-55 prediction for the level of multihadronic background
was rescaled to a level of (0.55 + 0.18)%, in good agreement with the JETSET-73
prediction after the same procedure.

The difference between the corrected HERWIG-55 and JETSET-73 pre-
dicted backgrounds was found to be 0.08% ie. of the same order as the systematic
uncertainty from the four JETSET-73 fits. The JETSET-73 corrected value is there-
fore believed to be safe and we take the HERWIG-JETSET difference of 0.08% as
the error on the multihadronic background fraction.

A similar check on the taupair loss using HERWIG gave a taupair loss
correction factor S, =1.2640.16 in excellent agreement with the JETSET prediction.

8.7 Geometrical Acceptance Systematic Errors

Accurate determination of the geometrical acceptance for taupair events
is vital in the calculation of the taupair production cross section. The choice of

acolinearity, | cos 8| and barrel edge cuts together with the choice of definition for
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| cos Bayr| were therefore all checked in detail.

8.7.1 The acolinearity cut

The acolinearity cut at 15° is effective at suppressing 2-photon and Bhabha
background which has undergone heavy initial state radiation together with badly
tracked multihadronic decays. To examine the systematic effect upon the taupair
acceptance correction associated with the choice of acolinearity cut, the distribution
was examined after removing events identified as yyeTe™ and yyutu~ by the two-
photon enhancement checks described in sections 8.2 and 8.4, the removal of events
tagged as Bhabha background at the EB module boundaries (section 8.3.1) and the
removal of mupair background due to poor tracking (section 8.1.3). Monte Carlo was
used to calculate a sensible amount by which the acolinearity cut should be varied by
calculating an acolinearity resolution based upon the difference between the measured
event acolinearity and the acolinearity determined from the TREE momenta of the
tau primary decay particles ie. the p~,a7,n0 ,e",7~,K~ or K*(892) momenta. The
Monte Carlo resolution was found to be 1.334°. This value can be considered a strict
upper bound to the acolinearity resolution as final state radiation was not taken into
account. The acolinearity cut was varied by +£1.35° and the maximum change in
the ratio of data to Monte Carlo found to be 0.05%, no significant variation being
seen outside of that expected due to variation in statistics.. We therefore quote a

correction to the taupair acceptance of:
f =1.0000 Af/f =0.0005

to account for the choice of acolinearity cut.

8.7.2 The |cos8,,.| acceptance edge cut

Similarly, a resolution for the |cosf,,,| parameter was determined using
Monte Carlo and found to be 0.012. Again, this can be considered an upper bound.

The | cos 8.y:| cut was varied by +40 yielding a maximum change in the ratio of data
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to Monte Carlo of 0.17%; hence we quote an acceptance correction of:

f =1.0000 Af/f =0.0017 .
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Figul‘e 8.18: Plot a) shows the variation of Nggto/Npc for variation of the barrel edge definition

and plot b) variation of the acceptance edge cut.

Figure 8.18a) shows the variation with cut value of the ratio of selected
data to Monte Carlo. Only above approximately |cos,.:| = 0.95 did a significant
departure from the Monte Carlo prediction occur due to degradation of tracking and
track trigger efficiency in that region. Error bars represent the statistical error due

to variation in statistics from the cutting point.
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8.7.3 Definition of | cos 6,,.|

When defining the geometrical acceptance for taupair events the direction
of the taupair was reconstructed using the vectoral difference of the two cone vectors.
To examine whether a systematic bias exists due to this method of reconstruction,
the ratio of accepted taupair events to Monte Carlo was examined for three other
definitions, namely the thrust axis, the vectoral difference of the two cone tracking
momentum vectors and the vectoral difference of the two cone ECAL cluster mo-
mentum vectors. Results are shown in table 8.6. Only the acceptance using clusters
shows a variation outside lo of the statistical error, having a data to Monte Carlo
ratio 0.07% below that for the chosen definition of |cosf,,.|. We therefore quote a

correction to the taupair acceptance of:

f =1.0000 Af/f =0.0007 .

H | c0s Oayy| Definition Systematics H

Method |1—Data/MC|x100 | A(Data/MC) [%]
Average of clusters and tracks 0.000 0.000
Thrust axis 0.013 0.005
CT tracks only 0.018 0.020
ECAL clusters only 0.066 0.044

Table 8.6: Systematic errors associated with the choice of definition for | cos Bayr|-

8.7.4 Barrel edge definition

Definition of the barrel edge is required by the endcap R.;; cut to reduce
Bhabha background in that region. The Monte Carlo estimate of the |cos 6,y;| reso-
lution in the region of the cut was found to be 0.021. The cut at 0.7 was chosen so
as to provide maximum statistics whilst rejecting events in the pressure vessel region
of the detector as the Monte Carlo simulation was found to be poor for this region.
Simulation of the acceptance was found to be stable for values of the barrel edge
below 0.7, however for values above 0.7, Bhabha events in the data were found to

shower more than the Monte Carlo prediction causing the steep rise in figure 8.18b).
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As this effect was understood, the cut was only varied between the values 0.616 and
0.721 (—40 and +10). The maximum change in the ratio of data to Monte Carlo
yielded a systematic error of 0.10%:

f =1.0000 Af/f =0.0010 .

8.7.5 Choice of cone angle

Events can fail the cone multiplicity cut due to widely spread toplogies
(characteristic of multihadronic events) or because of highly isolated high energy
clusters which carry most of the hemispheres energy. The cone angle was thus varied
by +5° from its nominal 35° setting. The maximum variation in the ratio of data to

Monte Carlo yielded a systematic error of 0.11%:
f = 1.0000 Af/f =0.0011 .

which was marginally greater than that expected due to variation in statistics.

8.7.6 Lower R, cut

To examine the loss of taupair events to the lower R, cut at 0.18 after re-
moving events tagged as 2-photons, events were additionally removed from the sample
if they had a maximum Pr for the two hemispheres of less than 4 GeV and if the max-
imum visible energy of the two cones was less than 0.2. These cuts were instrumental
in removing 99.33 +0.08% of the remaining two-photon mupair background below an
R of 0.18 and 99.74 + 0.05% of the 2-photon electron pair events. Figure 8.19a)
shows the R.; distribution before application of the cuts with the R,; cut inactive.
Figure 8.19b) shows the distribution if only events with a track multiplicity of 2 are
removed. An excess of 2.13 £+ 0.11% exists below the cut. These events had vertex
parameters consistent with production at the beam spot and are 2-photon multi-
hadronic events. Currently, there is no 2-photon multihadron Monte Carlo available
for general use in the OPAL DST farm, however as the excess is below an R.;s of 0.14,

the taupair cross section analysis is safe. Any events remaining with a track
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Figure 8.19: Plot a) shows the visible energy distribution after initially selected 2-photon events
have been removed. Plot b) shows the distribution after removal of further 2-photon background
with track multiplicity 2. Plot ¢) shows the distribution after removal of background regardless of

multiplicity.
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multiplicity in excess of 2 after application of the R,i; and Pr cuts were removed from
the sample below an R.;s of 0.18 corresponding to two-photon multihadron events not
caught by the Pr and maximum visible energy cuts. The data to Monte Carlo ratio
below the R.;s cut was found to be 0.002 £+ 0.071% (0.03¢) with a taupair selection
efficiency of 68.5 + 0.8%, Monte Carlo agreeing admirably with data. We associate
an efficiency corrected systematic error of 0.003% with the taupair acceptance due to

this cut:
f =1.0000 Af/f =0.0000 . (8.2)

In the following chapter we shall discuss the determination of the cosmic ray

and beam gas background.
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Chapter 9

Cosmic Ray, Beam Gas and Beam

Wall Interactions

9.1 The cosmic ray veto

Cosmic ray events originate high up in the atmosphere and consist mainly
of highly energetic muons. They are screened to some extent by the 100 or so metres
of rock above the OPAL detector however the higher energy fraction of the cosmic
ray spectrum can, when coincidental with the LEP bunch crossing and OPAL event
vertex cause an appreciable background if not dealt with correctly.

Beam gas events occur when an electron within a bunch interacts with a gas
particle. These events are hence highly acolinear in nature, do not necessarily have a
z-vertex position at zero and are generally low in visible energy.

Cosmic ray events were rejected using a cosmic ray veto which utilised both
time of flight and tracking information. TB was used in the barrel to determine
whether pairs of tracks in the event were consistent with particles emanating from
the beam spot and were in time with the beam crossing. TB hits were required to
either have pulse readout at both ends or in the case where only one end was read
out, the hit was required to be matched to EB. This insured the suppression of noise
hits and the reliable measurement of z for time of flight calculation.

An event was flagged as a TB cosmic if it satisfied any one of the following
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conditions:

e 10ns < At < 30ns where At is the time difference given by taking all TB hits
separated in azimuth by more than 165°, subtracting the time of TB hits above
the horizontal from hits below the horizontal and finding the pair which gives
the minimum modulus of that time difference, hence distinguishing between
tracks emanating from the e*e™ interaction point and cosmic rays passing down

through the detector from the upper atmosphere.

o A cosmic ray may only fire one TB counter because it passes through a gap
between TB bars, passes through an ineflicient counter or because it passes
through one of the two TB counters outside the 50 ns TB trigger gate. Hence
a cut was made on the minimum absolute firing time t° out of all TB hits in
the event (corrected for flight time from the vertex of a B=1 particle). t° here
was chosen to be positive if it was consistent with the hypothesis that the TB
counter that did not fire was struck by a cosmic ray outside the 50 ns gate. This
is the case if a TB counter above the horizontal measures a large positive time or
a counter below the horizontal a large negative time for a cosmic ray originating
in the upper atmosphere. ¢° was hence multiplied by —1 if it belonged to a TB
counter in the lower half of the detector. The event was flagged as a TB cosmic

if £° exceeded 10 ns.

e A cosmic ray event may lie completely outside the 50ns TB gate and hence
contain no TB hits at all. Events therefore with no TB hits were automatically

flagged as TB cosmic events.

Tracking information was used to examine whether tracks in the event em-
anated from the beam spot. Tracks satisfying the cosmic ray track quality cuts (table
5.3) were paired up and minimum values of dOuy, and Z0, were found for tracks

with an acolinearity angle 64 such that cos 4 >0.95 where:

ZOmin == IIllIl(ZOk—I-ZOl)
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and i, j, k and 1 refer to the tracks, d0 is the minimum approach distance of the fitted
track to the vertex in the r—¢ plane and Z0 is the unconstrained distance in z of the
track at that point.

The cosmic ray veto classifies the event as being in the barrel or endcap using
tracking information derived using either CT tracks or CJ tracks without rotation
correction if CZ hits were not matched to the track. If both tracks satisfied cos 8 < 0.8
then the event was classified as being in the barrel.

TB and Tracking information were then combined to produce a total cosmic
ray veto such that the event was vetoed as a cosmic ray event if it was classified as

being in the barrel, classified as a TB cosmic and was classified as a tracking cosmic

by:

|dOpmin| >0.08cm  or |Z0y,|>10cm
or if it lay in the endcap, was classified as a TB cosmic and satisfied:

|dOpmin| >0.6 cm  or |Z0p,| > 50 cm.
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Figul‘e 9.1: |cosOayr| Vs. Z04y, for events with and without associated TB hits. The barrel cut

at 0.8 can be seen to be safe.
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The cosmic ray veto was only applied to taupair candidates inside the region
| coS Oayr| < 0.8 where TB information is available, hence due to the taupair selection
and cosmic ray algorithm definitions of barrel acceptance being almost identical the
endcap cosmic ray veto is essentially redundant. !

To reject cosmic ray events with |cos.,:| > 0.8 together with beam gas
events throughout the acceptance, an additional vertex cut was applied using all
tracks which pass the track quality cuts (table 5.3). The event was rejected by this

additional vertex cut if:

|d0! . |>0.5cm or |Z04,|>20cm

min

where d0/; is the minimum approach distance to the vertex of all considered tracks
and Z0,,, is the weighted average of track Z0’s.

Figure 9.1 shows distributions of |cos 8,.| versus Z0;, for Nyg = 0 and
Ntg > 0 respectively demonstrating that the definition of the Barrel TB acceptance
at 0.8 is sensible.

Tagged cosmic ray events were examined in detail. Their visible energy
spectrum was found to be consistent with that expected and the division of events
classified as taupair and mupair events as well as being tagged as cosmic rays found

to be well defined by the mupair F,;, cut at 0.6, hence no cosmic ray background is

expected to exist in the taupair sample with visible energies in excess of this amount.

9.2 Estimation of cosmic ray background in the

barrel

Barrel cosmic ray candidates were selected by requiring events to have a
value of | cos f,,;| <0.8 and at least two tracks which had passed the cosmic ray track

quality cuts. The cosmic ray background and taupair loss to the cosmic ray veto were

! This cut was primarily designed for the mupair analysis to catch events where only one track
had traversed TB or a radiated photon was caught. The wider vertex cut was chosen because of
poor tracking resolution in the forward region of the detector.
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then examined for three possible scenarios; no TB hits, one TB hit and more than

one TB hit per event.

9.2.1 Events with no TB hits

Firstly we consider the case for events containing no quality TB hits. Figure
9.2 shows the d0.;, versus Z0.;, distribution for such events. Due to the fact that
cosmic ray events can be recorded at any time during the TB gate, cosmic ray tracks
are displaced in the tracking chambers. By adding the moduli of track d0 values when
constructing d0.,;,, this leads to an increased separation between cosmic ray events
and taupair events. This ‘out of time effect’ can clearly be seen, only two events from
run 3449 lying within the tight vertex cut corresponding to taupair events with poorly
reconstructed TB assignment. This low number of events meant that no correction
to the taupair loss or level of cosmic ray background due to events with no TB hits
was necessary, this observation not being entirely unexpected as TB detector status

was required to be 3 for the selected events (table 5.1).

<1+— Run 3449
1021
10_35 N R Ll N I BRI B
-60 -40 -20 0 20 40 60
Z0, (€M)

Figure 9.2: Vertex plot for Nyg =0. The dotted line shows the cosmic ray vertex cut. Only two

events lie inside the vertex corresponding to taupair events with inefficient TB assignment.
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9.2.2 Events with one TB hit

Next we consider events containing only one quality TB hit. Figure 9.3 shows
the t° distribution of such events together with the vertex distribution. Rejected
cosmic ray events (shaded) lie well away from the vertex cut and have ¢° values
consistent with cosmic rays traversing the detector close to the 50ns gate. One
cosmic ray event at high ¢° fell within the vertex necessitating a negligible correction

to the taupair acceptance.
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Figure 9.3: Vertex and t° Plots for Ntg = 1. Cosmic ray events lie well separated in the vertex

distribution due to the ‘out of time effect’ as well as the signed t° distribution.

9.2.3 Events with two or more TB hits

Fig 9.4 shows the At distribution for events with Ntp > 1 where a pair
of back to back TB hits have been found. Shaded events are those that have been
vetoed as cosmic rays, the bulk of which lie between the cuts at 10ns and 30ns.
Figure 9.4 also shows the equivalent distribution for ¢°. Both sets of cuts are loose,
their redundancy meaning that their position is not crucial. Some events in the range

10ns < At < 30ns lay inside the event vertex but can be seen to have t° values
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consistent with zero. These were found to consist of events with TB inefficiency
localised in ¢. Any taupair events being lost to the cosmic ray veto due to this effect
combined with poor vertex measurement would show up as an increased number of
rejected events in the zero bin of the ¢° distribution. No such excess was observed.
One cosmic ray event classed as a taupair event was found to lie just to the left of
the zero peak in the ¢° distribution and just at the edge of the vertex cut. This

necessitated a minor correction to the taupair acceptance.
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Figure 9.4: At and t° distributions for events with a measured At. Events not classified as cosmic
rays but having a At in the range 10 ns < At < 30 ns all lie in the vertex and have t° values consistent

with zero.

The redundancy of the At and ¢° distributions highlight the fact that in
the absence of TB faults, no significant corrections need to be made to the taupair

acceptance due to the effect of the cosmic ray veto in the barrel.

9.2.4 Taupair loss to the additional vertex cut

In the barrel, the additional vertex cut was responsible for rejecting three

taupair events and no cosmic ray events, these events all being tagged by the cosmic
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ray finding algorithm.
For the 1992 data therefore, the cosmic ray background correction was de-

termined to be:
f =0.9999 Af/f =0.0001
and the taupair loss correction to the additional vertex cut:

f = 1.0001 Af/f = 0.0001,

hence the corrections can be seen to be negligible and indeed, cancel each other out.

The errors in each case have been taken to be 100% of the observed correction.
Problems can obviously occur if either the vertex finding or the TB chambers

are not operating optimally which indeed was found to be the case for a 1993 data

run. This will be discussed in chapter 10.1.1.

9.3 Estimation of cosmic ray background in the

endcap

Only four cosmic ray/beam gas events in 1992 were found to be rejected by
the additional vertex cut on its own in the endcap, however 40 events failed up to
two taupair selection cuts including the additional vertex cut. The additional cuts
which these events failed included the acolinearity cut, the lower visible energy cut
the mupair veto and the cosf,,, cut. For taupair events therefore, the additional
vertex cut can be seen to be extremely loose, much of the undesirable beam gas and
cosmic ray events in the endcap being rejected by the mupair veto and geometry cuts.

Detailed checks showed however that simply extrapolating the event density
outside the vertex into the vertex cut underestimated the cosmic ray background as
a considerable number of cosmic rays lay inside the vertex. By examining in detail
the number of muon chamber segments assigned to tracks, the event acolinearity,
visible energy etc. of events lying in the tails of the vertex, 13 cosmic ray events

were identified. This number was then corrected for the fraction of the vertex area
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examined giving a total background of 0.06%. This gave a correction factor of
f =0.9994 Af/f = 0.0006

where the error has conservatively been taken as the full correction. We also con-
servatively take the four events found outside the vertex as an error for a possible
taupair loss giving an acceptance error of 0.02%.

The following chapter summarises the 1992 cross section result together with
the 1993 result and the additional checks made possible by combining event samples

and the existence of off-peak data.
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Chapter 10

Summary and extension to 1993

data

Table 10.2 contains a summary of the correction factors and systematic uncertainties
outlined in chapters 6 to 9 for 1992 data. The luminosity corresponding to the selected
1992 data set of 27343 events was 23.913pb™! yielding a peak cross section of:

o, = 1.4789 £+ 0.0137 nb

for the centre of mass energy (91.29940.018) GeV. The error is the quadrature sum
of the data statistics, luminosity statistics, luminosity systematic (including the the-
ory error) and the selection cut systematic errors. The fourth column of table 10.2
attempts to group the uncertainties which make up the total selection cut system-
atic error into different types. A ‘%’ symbol indicates that the resulting uncertainty
was less than 1.50 away from the expected discrepancy due to statistical fluctuations
hence constituting a conservative error. A ‘x’ symbol indicates that the discrepancy
seen was greater than 1.50 away from the expected statistical fluctuation and was of
unknown origin. Such a discrepancy was thus deemed a possible source of system-
atic uncertainty. A ‘e’ symbol indicates that the origin of the observed discrepancy
has been identified and can therefore be corrected for, the uncertainty here lying in
the fact that low statistics limit the accuracy of the correction. A ‘-’ symbol indi-

cates that the associated error is due to Monte Carlo statistics. Where backgrounds
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were studied using enhancement checks, these errors constitute a contribution to the
conservativeness of the associated total systematic error.

In all checks, errors were expanded to account for the finite efficiency in the
enhancement procedure, this also contributing to the conservativeness of the final
error.

Tables 10.3 and 10.4 show the results for the 1993 pre-scan and scan points
and tables 10.5 and 10.6 for the 1993 +2 GeV points. It is clear from the tables that
many of the associated uncertainties from the individual analyses result from low
statistics. It was therefore decided to combine the peak data sets for uncertainties
that were mutually less than 1.50 away from the expected statistical fluctuation in
an attempt to reduce the peak cross section uncertainties. By doing this it was also
hoped that real effects (of type ‘<’ or ‘e’) hidden by low statistics (and hence of type
‘<") might also start to become visible.

The following section describes the necessary modifications for the 1993 cross
section calculation and sections 10.3 to 10.4 summarise the ‘combined data set’ peak
point results, briefly outlining the major sources of uncertainty together with the final

quoted cross sections.

10.1 Modifications for 1993 data

10.1.1 The pre-scan

The first four periods of data taking in 1993 were at the peak, having a centre
of mass energy equal to (91.319 + 0.005) GeV. At this time, SiW was unavailable,
necessitating an FD measurement of the luminosity. In 1993, no detailed study was
carried out upon the FD acceptance/systematic; this meant that the FD luminosity
had to be scaled by a factor fsiwrp where fsiwrp is the ratio of the measured SiW
luminosity to the measured FD luminosity for runs in the scan where both FD and
SiW were at status 3. The correlation that this introduces between the pre-scan point
and the scan-peak point taking into account the relative acceptance of FD and SiW

has a correlation coeflicient of 0.51, however in light of the fact that the error due to
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SiW statistics is negligible for the taupair cross section calculation, the correlation

too is negligible.

The scaling factor determined using peak data, peak—2 data and peak+2
data was found to be 1.0084+0.003, 1.01240.003, and 1.0134+0.002 respectively, giving
a combined result of 1.011+0.001. For each value, the factor was found to be uniform
in time over the full 1993 scan with x? values of 1.06, 0.99, and 1.42 respectively.
The uncertainty in the pre-scan cross section due to this scaling procedure was thus

determined to be 0.14% and was added in quadrature with the other systematic errors.

As the pre-scan luminosity was scaled to the SiW luminosity, the luminosity
theory error for the pre-scan is equal to the SiW theory error and is 100% correlated

with the scan-peak point uncertainty.

An additional uncertainty of 0.6% was added to the pre-scan cross section
to account for the fact that the FD acceptance varies throughout the year due to

fluctuations in the energy calibration and movement of the beam spot.

For the 1993 pre-scan, one run (4269) was found where TB was operating
inefficiently but still labelled as status 3. This caused a considerable number of
taupairs to have no TB hits and hence a corresponding loss to the cosmic ray veto
due to poor vertex measurement. This necessitated a correction of f=1.0024, Af/f=

0.132%.

10.1.2 The scan-peak point

The peak point for the 1993 scan was recorded at an energy of 91.208 +
0.005 GeV and the luminosity was determined using SiW. The cross section error due
to luminosity statistics was determined to be 0.14%, the error due to uncertainty in the
SiW acceptance determined to be 0.07% and the uncertainty due to the QED theory
error on the low angle Bhabha cross section determined to be 0.16%, giving a total
luminosity error of 0.23%. Section 10.3.1 describes improvements to the standalone

determination of the selection cut systematics and discusses the final cross sections.
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10.1.3 Peak+2 and peak—2 points

The Monte Carlo samples used in the determination of the off-peak cross
sections at energies of 89.453 GeV and 93.036 GeV are listed in section 5.2.1. The final
systematic errors associated with the acceptance correction are 1.26% and 1.22% for
the peak+2 and peak—2 points respectively and are larger than for the peak points due
to low statistics and the fact that the two samples cannot be combined. Final cross
sections are listed in table 10.7 and are in perfect agreement with the preliminary
1993 ALEPH results of 0.499 + 0.009 nb and 0.705 + 0.010nb for the peak—2 and
peak+2 points respectively.

The existence of off-peak data collected in 1993 allows a further study to be
made upon the non-resonant background resulting from 2-photon electron pair and

2-photon mupair channels this being described in the following section.

10.2 Direct non-resonant background check

As 2-photon background is non-resonant, the existence of off-peak data al-
lows a further check upon its Monte Carlo simulation. The cross section of background
2-photon events should be identical for both off-peak and on-peak data, provided that
no significant bias for such events exists at different energy points. Table 10.1 shows
the Monte Carlo background cross sections and the background cross sections deter-

mined from the enhancement checks described in sections 8.2 and 8.4.

Event sample o(ete” — yyutp~) pb | o(ete™ — yyete™) pb
MC 1.3+£0.2 3.94+0.3

| Data (1992) [ 0.9 +0.3 | 4.0 £0.7 |
Data (1993 pre-scan) 0.6 £0.7 1.9 +£1.2
Data (1993 scan-peak) 0.9+0.6 1.4+£0.8
Data (1993 peak+2 GeV) 1.8 4 0.6 2.9+ 1.0
Data (1993 peak—2 GeV) 0.6 £0.5 23+1.1

Table 10.1: Monte Carlo and data cross sections for 2-photon background recorded on and off the

Z° peak.
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Acceptance Corrections (1992)
777~ Selection cut/background f Af/f %] <150
Bhabha background (raw MC) 0.9985 0.02 -
Barrel Ry cut (ECAL module boundaries) 0.9974 0.06 .
Endcap Rew cut (R < 0.25) 1.0000 0.01 *
Endcap Ryis cut (0.25 < Ry < 0.8)
0.70 < c0s Bayr < 0.77 1.0000 0.04 *
0.77 < 08 fayr < 0.83 1.0000 0.00 *
0.83 < 08 fayr < 0.90 1.0000 0.11 X
Endcap Row cut (Rin > 0.8) 1.0000 0.01 *
Definition of Barrel edge 1.0000 0.10 *
Taupair loss to Bhabha channel (Barrel) 1.0000 0.19 X
Taupair loss to Bhabha channel (Endcap)
Rk < 0.25 1.0000 0.06 X
0.25 < Rk < 0.80 1.0000 0.09 *
Rirx > 0.80 1.0000 0.03 *
Mupair background (Raw MC) 0.9917 0.02 -
Moderate FSR mupair background 1.0000 0.01 *
Hard FSR mupair background 1.0000 0.01 *
Mupair tracking failure 0.9980 0.05 .
| Misclasification as p*pu~ H 1.0000 | 0.17 ‘ X
qq background (Raw MC) (JETSET73) 0.9953 0.04 -
qq background (syst) 1.0000 0.08 *
Nk cut 1.0000 0.11 *
Ny + Nas (loss) cut 1.0034 0.04 X
Treatment of conversions 1.0000 0.03 X
Choice of cone angle 1.0000 0.11 X
ete” — vy — eTe” background(raw MC) 0.9966 0.03 -
ete” — 47 — eTe” background(syst) 1.0000 0.02 *
ete”™ — vy — pTu~ background(raw MC) 0.9989 0.01 -
ete™ — vy — p'p~ background(syst) 1.0000 0.04 *
Acolinearity cut 1.0000 0.05 *
Acceptance edge 1.0000 0.17 *
Low R, cut 1.0000 0.00 *
TB inefficiency 1.0000 0.00 .
Cosmic ray background (Barrel) 0.9999 0.01 X
Vertex cut (Barrel) 1.0001 0.01 X
Cosmic Ray background (EC) 0.9994 0.06 X
Vertex cut (EC) 1.0000 0.02 X
LLV background 0.9994 0.06 -
Choice of tau branching ratios 1.0000 0.10 X
Trigger efficiency 1.0000 0.01 X
Definition of | cos 8] 1.0000 0.07 x
eTe” — 7t7~ Monte Carlo acceptance 1.3215 0.10 -
Total correction factor 1.2934 0.46

Table 10.2: Summary of the stand-alone 1992 peak acceptance corrections and systematic errors.

The symbols in column three are explained in section 10.
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Acceptance Corrections (1993 pre-scan)
777~ Selection cut/background f Af/f [%]| <150
Bhabha background (raw MC) 0.9985 0.02 -
Barrel Ry, cut (ECAL module boundaries) 0.9968 0.13 .
Endcap Rew cut (R < 0.25) 1.0000 0.18 X
Endcap Ryis cut (0.25 < Ry < 0.8)
0.70 < c0s Bayr < 0.77 1.0000 0.18 *
0.77 < 08 fayr < 0.83 1.0000 0.04 *
0.83 < 08 fayr < 0.90 1.0000 0.05 *
Endcap Row cut (Rin > 0.8) 1.0000 0.03 *
Definition of Barrel edge 1.0000 0.16 *
Taupair loss to Bhabha channel (Barrel) 1.0000 0.06 *
Taupair loss to Bhabha channel (Endcap)
Rk < 0.25 1.0000 0.04 *
0.25 < Rk < 0.80 1.0000 0.00 *
Rirx > 0.80 1.0000 0.13 *
Mupair background (Raw MC) 0.9917 0.02 -
Moderate FSR mupair background 1.0000 0.01 *
Hard FSR mupair background 1.0000 0.02 *
Mupair tracking failure 0.9960 0.12 .
| Misclasification as p*pu~ H 1.0000 | 0.29 ‘ *
qq background (Raw MC) (JETSET73) 0.9953 0.04 -
qq background (syst) 1.0000 0.13 *
Nk cut 1.0000 0.07 *
Ny + Nas (loss) cut 1.0001 0.03 *
Treatment of conversions 1.0000 0.05 *
Choice of cone angle 1.0000 0.02 *
ete” — vy — eTe” background(raw MC) 0.9966 0.03 -
ete” — 47 — eTe” background(syst) 1.0000 0.18 *
ete”™ — 4y — pTu~ background(raw MC) 0.9988 0.01 -
ete™ — vy — pTp~ background(syst) 1.0000 0.06 *
Acolinearity cut 1.0000 0.06 *
Acceptance edge 1.0000 0.47 *
Low R, cut 1.0000 0.17 *
TB inefliciency 1.0024 0.13 X
Cosmic ray background (Barrel) 1.0000 0.00 X
Vertex cut (Barrel) 1.0002 0.02 X
Cosmic Ray background (EC) 0.9998 0.02 X
Vertex cut (EC) 1.0000 0.02 X
LLV background 0.9994 0.06 -
Choice of tau branching ratios 1.0000 0.10 X
Trigger efficiency 1.0000 0.01 X
Definition of | cos 8] 1.0000 0.13 *
eTe” — 7t7~ Monte Carlo acceptance 1.3215 0.10 -
Total correction factor 1.2896 0.78

Table 10.3: Summary of the stand-alone 1993 pre-scan acceptance corrections and systematic

errors. The symbols in column three are explained in section 10.
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Acceptance Corrections (1993 scan peak)
777~ Selection cut/background f Af/f %] <150
Bhabha background (raw MC) 0.9985 0.02 -
Barrel Ry cut (ECAL module boundaries) 0.9952 0.10 .
Endcap Rew cut (R < 0.25) 1.0000 0.11 *
Endcap Ryis cut (0.25 < Ry < 0.8)
0.70 < c0s Bayr < 0.77 1.0000 0.08 *
0.77 < 08 fayr < 0.83 1.0000 0.19 X
0.83 < 08 fayr < 0.90 1.0000 0.11 *
Endcap Row cut (Rin > 0.8) 1.0000 0.01 *
Definition of Barrel edge 1.0000 0.13 *
Taupair loss to Bhabha channel (Barrel) 1.0000 0.22 X
Taupair loss to Bhabha channel (Endcap)
Ry < 0.25 1.0000 0.02 *
0.25 < Rk < 0.80 1.0000 0.17 *
Rz > 0.80 1.0000 0.05 *
Mupair background (Raw MC) 0.9917 0.02 -
Moderate FSR mupair background 1.0000 0.14 X
Hard FSR mupair background 1.0000 0.03 *
Mupair tracking failure 0.9996 0.05 .
| Misclasification as p*p~ H 1.0000 | 0.12 *
qq background (Raw MC) (JETSET73) 0.9953 0.04 -
qq background (syst) 1.0023 0.09 X
Nk cut 1.0000 0.05 *
Ny + Nas (loss) cut 1.0037 0.07 X
Treatment of conversions 1.0000 0.02 X
Choice of cone angle 1.0000 0.03 *
ete” — vy — eTe” background(raw MC) 0.9967 0.03 -
ete” — 47 — eTe” background(syst) 1.0000 0.21 X
ete”™ — vy — pTu~ background(raw MC) 0.9989 0.01 -
ete™ — vy — p'p~ background(syst) 1.0000 0.03 *
Acolinearity cut 1.0000 0.04 *
Acceptance edge 1.0000 0.34 *
Low R, cut 1.0000 0.14 *
TB inefficiency 1.0008 0.06 .
Cosmic ray background (Barrel) 1.0000 0.03 X
Vertex cut (Barrel) 1.0001 0.01 X
Cosmic Ray background (EC) 0.9995 0.05 X
Vertex cut (EC) 1.0000 0.04 X
LLV background 0.9994 0.06 -
Choice of tau branching ratios 1.0000 0.10 X
Trigger efficiency 1.0000 0.01 X
Definition of | cos 8] 1.0000 0.10 *
eTe” — 7t7~ Monte Carlo acceptance 1.3215 0.10 -
Total correction factor 1.2974 0.68

Table 10.4: Summary of the stand-alone 1993 scan-peak acceptance corrections and systematic

errors. The symbols in column three are explained in section 10.
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Acceptance Corrections (1993 +2GeV)
777~ Selection cut/background f Af/f [%]| <150
Bhabha background (raw MC) 0.9970 0.04 -
Barrel Ry, cut (ECAL module boundaries) 1.0000 0.00 *
Endcap Rew cut (R < 0.25) 1.0000 0.07 *
Endcap Ryis cut (0.25 < Ry < 0.8)
0.70 < c0s Bayr < 0.77 1.0000 0.18 *
0.77 < 08 fayr < 0.83 1.0000 0.06 *
0.83 < 08 fayr < 0.90 1.0000 0.12 *
Endcap Row cut (Rin > 0.8) 1.0000 0.00 *
Definition of Barrel edge 1.0000 0.41 X
Taupair loss to Bhabha channel (Barrel) 1.0000 0.04 X
Taupair loss to Bhabha channel (Endcap)
Rk < 0.25 1.0000 0.00 *
0.25 < Rk < 0.80 1.0000 0.84 X
Rirx > 0.80 1.0000 0.04 *
Mupair background (Raw MC) 0.9917 0.02 -
Moderate FSR mupair background 1.0000 0.07 *
Hard FSR mupair background 1.0000 0.05 *
Mupair tracking failure 0.9969 0.11 .
| Misclasification as p*pu~ H 1.0000 | 0.10 ‘ *
qq background (Raw MC) (JETSET73) 0.9953 0.04 -
qq background (syst) 1.0029 0.17
Nk cut 1.0000 0.45 *
Ny + Nas (loss) cut 1.0045 0.07 X
Treatment of conversions 1.0000 0.02 X
Choice of cone angle 1.0000 0.01 *
ete” — vy — eTe” background(raw MC) 0.9924 0.06 -
ete” — 47 — eTe” background(syst) 1.0000 0.19 *
ete”™ — 4y — pTu~ background(raw MC) 0.9974 0.03 -
ete™ — vy — pTp~ background(syst) 1.0000 0.03 *
Acolinearity cut 1.0000 0.08 *
Acceptance edge 1.0000 0.47 *
Low R, cut 1.0000 0.14 *
TB inefliciency 1.0000 0.00 *
Cosmic ray background (Barrel) 1.0000 0.00 X
Vertex cut (Barrel) 1.0000 0.00 X
Cosmic Ray background (EC) 0.9989 0.06 X
Vertex cut (EC) 1.0000 0.06 X
LLV background 0.9994 0.06 -
Choice of tau branching ratios 1.0000 0.10 X
Trigger efficiency 1.0000 0.01 X
Definition of | cos 8] 1.0000 0.22 x
eTe” — 7t7~ Monte Carlo acceptance 1.3305 0.18 -
Total correction factor 1.2994 1.26

Table 10.5: Summary of the 1993 +2 GeV point acceptance corrections and systematic errors.

The symbols in column three are explained in section 10.
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Acceptance Corrections (1993 —2 GeV)
777~ Selection cut/background f Af/f %] <150
Bhabha background (raw MC) 0.9956 0.06 -
Barrel Ry cut (ECAL module boundaries) 0.9956 0.18 .
Endcap Rew cut (R < 0.25) 1.0000 0.02 *
Endcap Ryis cut (0.25 < Ry < 0.8)
0.70 < c0s Bayr < 0.77 1.0000 0.03 *
0.77 < 08 fayr < 0.83 1.0000 0.05 *
0.83 < 08 fayr < 0.90 1.0000 0.16 *
Endcap Row cut (Rin > 0.8) 1.0000 0.05 *
Definition of Barrel edge 1.0000 0.23 *
Taupair loss to Bhabha channel (Barrel) 1.0000 0.23 X
Taupair loss to Bhabha channel (Endcap)
Rk < 0.25 1.0000 0.15 *
0.25 < Rk < 0.80 1.0000 0.26 X
Rirx > 0.80 1.0000 0.30 *
Mupair background (Raw MC) 0.9917 0.02 -
Moderate FSR mupair background 1.0000 0.08 *
Hard FSR mupair background 1.0000 0.01 *
Mupair tracking failure 0.9963 0.12 .
| Misclasification as p*pu~ H 1.0000 | 0.20 ‘ *
qq background (Raw MC) (JETSET73) 0.9953 0.04 -
qq background (syst) 1.0000 0.24
Nk cut 1.0000 0.16 *
Ny + Nas (loss) cut 1.0047 0.18 X
Treatment of conversions 1.0000 0.05 X
Choice of cone angle 1.0000 0.04 *
ete” — vy — eTe” background(raw MC) 0.9899 0.08 -
ete” — 47 — eTe” background(syst) 1.0000 0.42 *
ete”™ — vy — pTu~ background(raw MC) 0.9966 0.04 -
ete™ — vy — p'p~ background(syst) 1.0000 0.19 *
Acolinearity cut 1.0000 0.39 X
Acceptance edge 1.0000 0.22 X
Low R, cut 1.0000 0.42 *
TB inefficiency 1.0000 0.00 *
Cosmic ray background (Barrel) 1.0000 0.09 X
Vertex cut (Barrel) 1.0000 0.00 X
Cosmic Ray background (EC) 0.9994 0.06 X
Vertex cut (EC) 1.0000 0.09 X
LLV background 0.9994 0.06 -
Choice of tau branching ratios 1.0000 0.10 X
Trigger efficiency 1.0000 0.01 X
Definition of | cos 8] 1.0000 0.56 x
eTe” — 7t7~ Monte Carlo acceptance 1.3315 0.18 -
Total correction factor 1.2848 1.22

Table 10.6: Summary of the 1993 —2 GeV point acceptance corrections and systematic errors.

The symbols in column three are explained in section 10.
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The 1992 cross sections agree well with the Monte Carlo prediction at the
1.10 and 0.20 level for 2-photon mupair and 2-photon electron pair background re-
spectively. Combining the 1993 points produces background cross sections of 1.0 +
0.3nb with a x2 of 0.9 and 2.0 & 0.5nb with a x? of 0.5 for the 2-photon mupair
and 2-photon electron pair backgrounds respectively. These values agree at the 0.80
and 3.20 level respectively. The 2-photon electron pair background hence seems a
little low for the data collected in 1993, however statistics are too low for any correc-
tion studies to easily be made. The discrepancy is in any case contained within the
systematic checks and contributes a minor fraction to the total error assigned to all

points in 1993.

10.3 Summary of final 1992 cross section

The standalone determination of the 1992 selection cut systematic error
was reduced from 0.46% to 0.44% by combining the three peak point data sets.
The uncertainties contributing to the 1992 measurement alone can be summarised as
follows.

Dominant uncertainties which can still be considered conservative were the
loss of taupair events to the Bhabha channel contributing 0.19% and loss of events
to the mupair channel contributing 0.17% as the observed excesses are highly likely
to be due to poorly reconstructed Bhabha and mupair events and not to genuine
taupair loss. Their expansion for finite selection efficiency is also believed to add to
the conservative nature of the measurement. A small data excess was observed in the
Bhabha enhanced endcap sample for events with 0.83 < | cos 0,,;| < 0.90, contributing
an error of 0.11%. It is believed to be a conservative estimate as it was expanded for
the finite selection efficiency.

An error of 0.06% was also assigned to account for the possible loss of tau-
pair events to the Ry, < 0.8 cut for Ry < 0.25 in the endcap. The excess is likely
to be due to Bhabha background and thus the error deemed conservative. In any
case, it contributes a negligible fraction to the total systematic uncertainty. Excess

background due to mupair tracking failure and ECAL module boundary gaps was
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corrected for, the combined error from the two correction procedures contributing
a negligible fraction to the final error. An uncertainty of 0.07% resulted from the
method by which the 6 axis was reconstructed (resulting from defining the accep-
tance using clusters alone) which also contributes a negligible amount to the final
uncertainty.

Associated errors from sources where discrepancies lay within 1.5¢ of the
expected statistical fluctuation together with errors due to Monte Carlo statistics
where direct background checks were carried out contribute conservatively to 0.15%
of the final error. Remaining dominant uncertainties were due to those common
between points in the combined analysis.

The final result for the 1992 peak point is:
o, = 1.479 £ 0.009(stat) + 0.007(syst) & 0.008(lumi syst) nb,

giving a final cross section to a precision of < 1%. The 0.463% selection cut systematic
error is somewhat larger than the 1992 ALEPH quoted systematic error of 0.3% and
considerably less than the 1992 DELPHI and L3 quoted errors of 0.63% and 0.7%
respectively [79]. The result agrees excellently with the DELPHI value of:

1.491 + 0.012(stat) £ 0.009(syst) nb ,
with the ALEPH value of:

1.494 + 0.015(stat) + 0.007(syst) nb
and with the L3 value of:

1.472 + 0.012(stat) & 0.010(syst) nb .

The final cross section is also in perfect agreement with the OPAL 1992 determination

of the mupair production cross section [80]:
o, = 1.4846 4 0.008(stat) + 0.003(syst) + 0.008(lumi syst) nb,

demonstrating agreement with the MSM prediction of lepton universality. When
combined with the other LEP observables in the lineshape multi-parameter fit, the

result is in perfect agreement with the Minimal Standard Model.
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10.3.1 Summary of final 1993 cross section

Both the 1993 pre-scan and 1993 scan-peak points benefited significantly
from the combined peak point analysis, corresponding systematic errors reducing
from 0.78% to 0.46% and from 0.68% to 0.54% respectively. The errors which lay
outside 1.50 of that expected due to statistical fluctuations which were individual to

the pre-scan point were as follows.

A 0.18% discrepancy in the endcap for Ry <0.25, a 0.1% uncertainty in the
multihadronic background, a 0.13% error associated with the ECAL module boundary
Bhabha excess and a 0.12% uncertainty due to an excess of events seen in the mupair

channel just above F,i;=0.16 (as seen in 1992).

0.21% of the final systematic in the combined peak point analysis for the
1993 pre-scan results from uncertainties which are within 1.50 of that expected from
statistical fluctuations or from Monte Carlo statistics where enhancement checks were
carried out, hence contributing to the conservativeness of the measurement. Remain-
ing uncertainties are due to those common with the other points in the combined

analysis.

All uncertainties are believed to be conservative in nature as with the 1992
analysis. The resulting cross section is shown in table 10.7 and is in perfect agreement
with the 1992 measurement. The final error contains the uncertainty from the FD to
SiW scaling factor together with a luminosity systematic error of 0.6% to account for
variations in the FD acceptance unchecked in 1993 due to variations in the energy
calibration and movement of the beam spot. The SW theoretical error is common

with the 1993 scan-peak point error.

Dominant errors due to discrepancies which were in excess of 1.50 of that
expected due to statistical fluctuations individual to the 1993 scan-peak point were
a 0.190% discrepancy for the endcap region 0.77 < | cos f,;| < 0.83 in the tracking
energy window 0.25 < Ry, < 0.8, a 0.10% uncertainty resulting from the ECAL module
boundary excess correction, an uncertainty of 0.22% resulting from loss to the Bhabha
channel as in 1992 which is for the same reason thought to be a conservative estimate,

an uncertainty of 0.14% due to an unexplained discrepancy in the mupair background
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due to moderate final state radiation, a 0.09% error due to uncertainty in the level
of multihadronic background and an uncertainty of 0.21% due to an unexplained
discrepancy in the level of two photon electron pair background which is believed
to be highly conservative due to the efficiency expansion and is most probably a
statistical fluctuation.

The final systematic error for the 1993 scan point contains a contribution of
0.17% of the final uncertainty attributed to errors which were within 1.5¢ of that ex-
pected due to statistical fluctuations or to Monte Carlo statistics where enhancement
checks were carried out.

The remaining contributions to the uncertainty were common to the other
peak point samples. The final cross section is shown in table 10.7 and is in excellent
agreement with the 1992 point, the preliminary ALEPH 1993 numbers of 1.487 +
0.020nb and 1.483 + 0.015nb for pre-scan and scan peak respectively and the MSM

prediction.
Data Period E.n GeV o, nb
1992 91.299 | 1.479 + 0.009(stat) £+ 0.007(syst) + 0.008(lumi syst)
1993 (pre-scan) 91.319 | 1.483 +0.021(stat) £ 0.007(syst) + 0.009(lumi syst)
1993 (scan) 91.208 | 1.480 + 0.018(stat) + 0.008(syst) + 0.003(lumi syst)
1993 +2 GeV 93.036 | 0.681 + 0.009(stat) + 0.008(syst) + 0.001(lumi syst)
1993 —2 GeV 89.453 | 0.499 + 0.006(stat) + 0.009(syst) + 0.001(lumi syst)

Table 10.7: Final cross sections including statistical and systematic errors for the 1992 and 1993

energy points.

Section 10.4 describes the systematic errors common between the energy
points and the resulting correlations therefore between the final on and off peak cross

sections.

10.4 Dominant common systematic errors

A dominant source of error common to all three peak points is the 0.187%

error attributed to the choice of acceptance edge cut. It is however still believed to
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be conservative as the cut was varied by +40 where o in itself is a conservative upper
bound to the | cos f,,,| resolution at the cutting point.

The error of 0.10% common to all three points associated with the choice
of tau lepton branching ratios is highly conservative in light of the new tau 3-prong
branching ratio studies.

A 0.06% excess in the endcap region 0.70 < | cos 8,,.| <0.77 for the tracking
energy window 0.25 < Ry < 0.8 when combining all three samples is believed to be
conservative due to the efficiency expansion and in any case contributes a negligible
amount to the final systematic uncertainties.

All other systematics calculated by combining the event samples were within
1.50 of that expected due to statistics. Together with the background Monte Carlo
statistics errors they contribute to the conservativeness of the measurements.

The correlations introduced between the three peak point cross sections due
to the combining of event samples for enhancement checks and due to the fact that
the same Monte Carlo samples were used throughout are expressed in the correlation
matrix in table 10.8. The luminosity theory and acceptance error is 100% correlated
between all the 1993 measurements and is common also with all other 1993 LEP cross

sections.

o, (run) — 1993 1993 1993 1993

l pre-scan | scan-peak +2 -2
1992 peak 0.42 0.35 0.01 0.01
1993 pre-scan 1.00 0.42 0.01 0.01
1993 scan-peak - 1.00 0.01 0.01
1993 +2 - - 1.00 0.00

Table 10.8: Correlation matrix for the 1992 and 1993 cross section selection cut systematic errors.

10.5 Conclusion

We have presented a measurement of the taupair production cross section

using 1992 and 1993 LEP data collected at OPAL. All measurements are in complete




126 Chapter 10. Summary and extension to 1993 data

agreement with the Minimal Standard Model and those values released by the other

LEP experiments.
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Appendix A

Mupair ID cuts

Mupair background was removed using the LL mupair selection flag. A detailed
description of the mupair analysis is given in [66] however for completeness, we briefly

describe the mupair selection cuts here.

A.1 Muon track identification

Tracks satisfying the high Pr track quality cuts listed in table 5.3 were

identified as muons if they satisfied any one of the following cuts:
e >2 associated muon chamber hits (MB+ME),

e >4 associated hadron calorimeter strips with an average number of strip hits
per layer of less than 2.0. For |cosf| < 0.65 at least one hit is required in the

last three layers or

o P>15GeV provided the sum of all associated electromagnetic clusters did not

exceed 3.0 GeV. Clusters were associated if the lay within 63 mrad in azimuth.
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A.2 Mupair classification

Mupair events were classed as such if they contained at least two tracks
with |cos 0] < 0.95, that were identified as muons by the cuts listed above and were
separated in azimuth by at least 320 mrad. If more than one pair of tracks satisfied
these criteria then the pair for which the summed momenta was the greatest were
chosen.

To separate mupairs from taupairs consisting of two muonic decays where
the muons carry most of the cone energy (the tail of the taupair R, distribution),
the mupair visible energy Fi;; was required to exceed 60% of the centre of mass energy
(hence Fyis~ R, for mupairs). Fy is defined as the momentum sum of the candidate
pair® plus the energy of the largest unassociated electromagnetic cluster in the event.

Lastly, both tracks were required to have a momentum in excess of 6 GeV.

'tracks having their momentum constrained to the beam energy.
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