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Figure 1: The LHCb spectrometer seen from above (cut in the bending plane), showing the location of
the VELO.



1 Introduction

Vertex reconstruction is a fundamental re-
quirement for the LHCb experiment. Dis-
placed secondary vertices are a distinctive fea-
ture of b-hadron decays. TheVErtex LOcator
(VELO) has to provide precise measurements
of track coordinates close to the interaction re-
gion. These are used to reconstruct produc-
tion and decay vertices of beauty- and charm-
hadrons, to provide an accurate measurement
of their decay lifetimes, and to measure the
impact parameter of particles used to tag their

avor. The VELO measurements are also a vi-
tal input to the second level trigger (L1), which
enriches the b-decay content of the data.

The VELO features a series of silicon sta-
tions placed along the beam direction. They
are placed at a radial distance from the beam
which is smaller than the aperture required by
the LHC during injection and must therefore
be retractable. This is achieved by mounting
the detectors in a setup similar to Roman pots
(Fig. 1.1). The placement of the VELO within
the LHCb spectrometer can be seen in Fig. 1,
which shows the top view of the LHCb spec-
trometer. Details of the rest of the experiment
can be found in [1, 2]. In this introduction,
the physics requirements are discussed, and an
overview is given of the VELO detector sys-
tem. A brief discussion of the evolution since
the Technical Proposal is then given, before an
outline of the rest of the document.

1.1 Physics requirements

The basic tasks of the LHCb VELO system
are the reconstruction of the position of the
primary vertex, the detection of tracks which
do not originate from the primary vertex and
the reconstruction of b-hadron decay vertices.

The VELO has to cover completely the angular
acceptance of the downstream detectors.

Special requirements emerge from the use
of the VELO information in the L1 trigger.
The L1 algorithm requires a fast and stand-
alone three-dimensional pattern recognition to
distinguish b-events from those minimum bias
events which are accepted by the �rst level trig-
ger (L0). B-hadrons that have all their decay
products within the acceptance of the spec-
trometer are typically produced with a polar
angle below 200mrad. Hence, the projection
of the impact parameter of the decay products
to the primary vertex in the rz-plane is large,
while in the plane perpendicular to the beam-
axis (r�) it is similar to that of tracks originat-
ing from the primary vertex. The L1 trigger
exploits this by �rst reconstructing all tracks
in the rz-projection, but reconstructing only
tracks in three dimensions which have a sig-
ni�cant rz-impact parameter. Hence, the strip
pattern on the sensors has strips with constant
radius for the rz-track reconstruction, com-
bined with radial-strip sensors having a stereo
angle of (10Æ�20Æ) to allow the two projections
to be combined.

The r�-geometry has also the advantage
that it allows in a natural way to choose the
smallest strip pitch close to the beam axis,
hence best hit resolution where it is needed,
and larger strip pitches towards the outside
of the sensors. This minimizes the number of
readout channels and results in a balanced oc-
cupancy throughout the sensor.

The detectors have to operate in an ex-
treme radiation environment which is strongly
non-uniform. The damage to silicon at the
most irradiated area during one year of op-
eration is equivalent to that of 1MeV neu-

1
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Figure 1.1: The VELO Roman pot con�guration. One detector half is not installed to show the sensors.

trons with a 
ux of 1:3 � 1014 particles/cm2

(= 1:3�1014 neq/cm2), whereas the irradiation
in the outer regions does not exceed a 
ux of
5� 1012 neq/cm

2 (see Fig. 1.2 and section 4.3).
The e�ects of radiation were studied in detail
with prototype detectors and are reported in
section 2.1.

1.2 VELO system overview

The design of the VELO system is constrained
by its proximity to the LHC beams and its
integration into the LHCb experiment. This
section describes these constraints and the con-
siderations leading to the overall dimensions of
the detector. This is followed by an overview
of the sub-components of the system. Some
global parameters and dimensions are listed in
Table 1.1.

1.2.1 Constraints

In the design of the VELO, the following
boundary conditions are imposed:

� The need for shielding against RF pickup

from the LHC beams, and the need to
protect the LHC vacuum from outgasing
of the detector modules, requires a pro-
tection to be placed around the detector
modules. This material is a major frac-
tion of the total radiation length of the
VELO.

� A short track extrapolation distance
leads to a better impact parameter mea-
surement, therefore the innermost radius
should be as small as possible. In prac-
tice, this is limited by the aperture re-
quired by the LHC machine. During
physics running conditions, the � of the
beams will be less than 100�m, but for
safety reasons, the closest approach al-
lowed to the nominal beam axis is 5mm.
To this must be added the thickness of
the RF-shield, the clearance between the
RF shield and the sensors, and the need
for about 1mm of guard-ring structures
on the silicon. Taking everything into ac-
count, the sensitive area can only start at
a radius of 8mm.
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number of stations 25
position of �rst station upstream �17:5 cm
position of last station downstream 75 cm
total area of silicon 0:32m2

total number of channels 204; 800
radiation level at 8mm (0:5 � 1:3) � 1014 neq/cm

2 per year
radiation level at 50mm 240 kRad/year
power dissipation < 1:5 kW
dimensions of the vacuum vessel (length � �) 1:8m � 1m

Table 1.1: Global parameters of the VELO system.
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Figure 1.2: a) Total hadron 
uences per cm2

and year normalized to the damage of neutrons of
1MeV energy, for station 7 and 25 as function of
radius. The radial dependence is well described by
the function N � r��, with N and � changing as
function of z. b) The 
ux per year at r = 0:8 cm as
a function of the station number. c) The parameter
� as function of the station number.

� During injection, the aperture required
by the LHC machine increases, necessi-
tating the retraction of the two detector
halves by 3 cm.

� To allow for a replacement of the sensors
in case of radiation damage, access has
to be rather simple.

� The number of analog readout channels
in the VELO is limited to about 200; 000
channels. This is due to the limited
space for the vacuum feedthroughs on
the VELO vacuum vessel.

1.2.2 Overall dimensions

Apart from covering the full LHCb forward an-
gular acceptance, the VELO also has a partial
coverage of the backward hemisphere to im-
prove the primary vertex measurement. The
angular coverage is achieved with a series of
stations, each providing an R and a � mea-
surement. The number of individual sensors is
kept to a minimum, which simpli�es the align-
ment. Each sensor has an azimuthal coverage
of � 182Æ, giving a small overlap between the
right and left halves which is used for their rel-
ative alignment.

The L0 trigger aims to select beam cross-
ings with only one pp-interaction by recon-
structing the z-position of the interactions us-
ing two R-measuring sensors located upstream
of the VELO stations. Two station locations
are reserved in the VELO vacuum vessel for
these pile-up VETO sensors [3]. The VETO
trigger will be described in the Trigger techni-
cal design report.

The detector setup is de�ned by the follow-
ing constraints (see Fig. 1.3):

� A polar angle coverage down to 15mrad
for all events with a primary vertex
within �2� of the nominal interaction
point together with the minimum dis-
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Figure 1.3: Arrangement of detectors along the beam axis. The top �gure shows the VELO setup seen
from above, indicating the overlap between the left and right detector halves. The bottom �gure is a cross
section of the setup at x = 0 along the beam axis showing also the nominal position of the interaction
area (�2�). The three lines indicate the maximum and minimum angular coverage of the VELO and the
average angle of tracks in minimum bias events respectively.

tance to the beam axis, 8mm, de�nes the
position of the last downstream stations
and the length of the VELO.

� A track in the LHCb spectrometer an-
gular acceptance of 250mrad� 300mrad
should cross at least three VELO sta-
tions. The outer radius of the sensors
is limited to 42 � 45mm, which allows
the use of 100mm wafers for the sensor
production. These two constraints de�ne
the distance between the stations in the
central region to be about 3 cm. In ad-
dition, minimizing the distance from the
�rst measured point of a track to its ver-
tex demands a dense packing of stations.

� To allow for an overlap between the left
and right halves, in order to cover the full
azimuthal acceptance and for alignment

issues, the detectors in the left and right
halves are displaced by 1:5 cm along the
beam axis.

� The present setup of 19 stations covering
the central part, and 6 stations covering
the low angle tracks with a larger dis-
tance between stations, is the result of a
detailed optimization study [4].

As a result of being able to reconstruct all
tracks in the LHCb acceptance (1:6 < � < 4:9)
with the VELO by requiring at least three
measured points, the number of hit measure-
ments of a track varies substantially as a func-
tion of � and the position of the primary vertex
(Fig. 1.4).
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R-sensor �-sensor

number of sensors 50 + 4(VETO) 50
readout channels per sensor 2048 2048
smallest pitch 40�m 37�m
largest pitch 92�m 98�m
length of shortest strip 6:4mm 9:2mm
length of longest strip 66:6mm 24:4mm
inner radius of active area 8mm 8mm
outer radius of active area 42mm 42mm
angular coverage 182Æ � 182Æ

stereo angle { 10Æ{20Æ

double metal layer yes yes
average occupancy (inner area) 0:5% 0:7%
average occupancy (outer area) 0:9% 0:5%

Table 1.2: Parameters of the R-and �-measuring sensors.
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Figure 1.4: The number of hits of a track in
the VELO stations as function of pseudorapid-
ity �. The two distributions are for tracks from
events with a primary vertex 10 cm(�10 cm) from
the nominal interaction point. All other tracks are
between the two distributions.

1.2.3 Sensors

The silicon sensors have a circular shape, pat-
terned with azimuthal (R measuring) or quasi-
radial (� measuring) strips, and span 182Æ.
These views have been chosen in order to opti-
mize the stand-alone tracking performance for

the L1 trigger. By using a double metal layer,
it is possible to decouple the routing of the sig-
nals from the strip geometry and to move the
electronics as far as possible out of the accep-
tance. Given the constraints outlined in the
previous section, the innermost radius of the
sensitive area is 8mm and the outermost ra-
dius is � 42mm.

The concept of the strip layout is illus-
trated schematically in Fig. 1.5. The strips
in the �-sensor are split into an inner and an
outer region, chosen to equalize the occupancy
in the two regions. The detectors are 
ipped
from station to station, and the strips are tilted
with a stereo angle, which is di�erent in sign
and magnitude for the inner and outer region.
This results in a dog-leg shape, which min-
imizes the depth of the corrugations needed
in the RF shield (Fig. 1.7) to accommodate
the shape. The strips in the R-sensor are seg-
mented into 4 (2) azimuthal sections in the in-
ner (outer) regions. With this design it is pos-
sible to determine the primary vertex position
in the plane perpendicular to the beam using
the R-sensors alone, which is an important in-
put to the L1 trigger. The pitch varies with
radius, striking a balance between making the
occupancy as uniform as possible, and ensur-
ing that the �rst two points on the track are
measured with the �nest pitch available.
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Figure 1.5: Schematic view of a R- and �-
measuring sensor. A R-measuring sensor has az-
imuthal strips at constant radius, whereas a �-
measuring sensor has radial strips with a stereo
angle between 10Æ and 20Æ which is de�ned at the
innermost point of a strip.

The LHCb VELO sensors will be subject
to a harsh radiation environment. At the
innermost radius this will be dominated by
charged particles and will reach levels of about
1014 neq/cm

2 per year (Fig. 1.2). Due to the
r�� dependence of the irradiation, there is a
sharp gradient in dose from the inner to the
outer radius. The highest radiation levels oc-
cur at the place where the sensors have the
�nest pitch, and the demands on the resolu-
tion are greatest. These considerations, com-
bined with extensive prototyping, have led to
the choice of n-strip detectors on n-bulk ma-
terial (n-on-n), with AC coupling and polysil-
icon biasing. It was veri�ed that an eÆcient
operation of up to three years is ensured. It
should be noted that because of the strong
non-uniform irradiation and the chosen r�-
geometry, only the innermost strips of the most
irradiated sensors will lose eÆciency after this
time. It is expected that the sensors have to
be replaced every three years.

The basic parameters of the sensors are
listed in Table 1.2.

Figure 1.6: VELO vacuum vessel on its concrete
stand.

The option of using Si-pixels was consid-
ered, but was not found to o�er any advantage.
No gain is expected in terms of resolution. The
area covered by each strip is matched to the
particle 
ux such that leakage current will not
dominate the noise even after �ve years of op-
eration. In addition, the channel occupancy is
so low that no problems with pattern recog-
nition are anticipated. The drawbacks of us-
ing pixels, such as material, cooling, number of
channels and increased cost, are not justi�ed in
the case of the VELO.

1.2.4 Readout electronics

The readout electronics chain must conform
to the overall LHCb readout speci�cations [5].
Data from the VELO system are used in the
L1 trigger.

Analog rather than binary readout has
been chosen since it provides a better hit reso-
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lution [6] and allows for better monitoring and
control of e�ects due to the very non-uniform
radiation damage to the silicon detectors. A
total of 128 readout lines will be bonded to
a front end chip (Sect. 3.3.2). Two radia-
tion hard designs are under study, one in the
0:25�m CMOS, the other in the DMILL tech-
nology (Sect. 2.4.1). Both chips accept input
data at 40MHz which are kept in an analog
pipeline of 4�s latency until the L0 decision
is received. Then, 32 channels are read out
in 900 ns in order to cope with the average L0
accept rate of 1MHz. The analog data are
sent via twisted pair cables to the o�-detector
L1 electronics situated at 60m distance in a
radiation free environment. The L1 electron-
ics performs synchronization checks, provides
the interface to the L1 trigger and performs
zero-suppression and cluster �nding. Events
accepted by the L1 trigger are processed and
transferred to the DAQ.

1.2.5 Detector cooling system

Cooling of the detector modules is required
since the sensors are operated in a high ra-
diation environment. This is achieved by us-
ing a mixed-phase CO2 cooling system. Be-
sides being an adequate coolant for applica-
tions in high radiation environments, CO2 ex-
hibits excellent cooling properties. In the
proposed cooling circuit (see section 3.6 and
Ref. [7]), CO2 is supplied as a liquid and ex-
panded into a number of stainless steel capil-
laries (one line per detector module) via 
ow
restrictions. The capillaries and 
ow restric-
tions are vacuum-brazed to a manifold. The
connection to the detector modules is achieved
via an aluminium coupler and a soft metal in-
dium joint. A carbon-�bre substrate provides
a mechanical and thermal link to the sensors.
The total amount of CO2 in the system is rel-
atively small, of the order of 5 kg. The amount
in the tubing located inside the secondary vac-
uum is less than 100 g. The temperature of
the coolant in the capillaries is set by con-
trolling the pressure on the return line (typ-
ically 15 bar). In this way, a temperature in

the range of -25 to +10 ÆC can be maintained
with a total cooling capacity of about 2:5 kW
(� 50W per cooling capillary).

1.2.6 Integration with LHC

The required performance of the LHCb VELO
demands positioning of the sensitive area of
the detectors as close as possible to the beams
and with a minimum amount of material in
the detector acceptance. This is best accom-
plished by operating the silicon sensors in vac-
uum. As a consequence, integration into the
LHC machine is a central issue in the design
of the VELO.

A large vacuum vessel (Fig. 1.6), supported
by a concrete stand, encloses the complete
detector array and support frames. To pro-
tect the primary (LHC) vacuum, the detec-
tor modules are placed in an aluminium, thin-
walled, secondary vacuum container. This alu-
minium structure also acts as a wake �eld sup-
pressor and shields the detector modules from
the high-frequency �elds of the LHC beams
(Fig. 1.7 and Fig. 3.12). In this case, the
amount of material in front of the silicon de-
tector is mainly determined by the necessity to
shield against the RF pickup and not by the
requirement to withstand atmospheric pres-
sure. However, the design of the vacuum sys-
tem should ensure that the pressure di�erence
between the secondary and primary vacuum
is never so large as to cause inelastic defor-
mations of the secondary vacuum container.
The detectors and thin-walled encapsulations
are decoupled from the primary vacuum vessel
via bellows and attached to a positioning sys-
tem. In this way, the detectors can be remotely
aligned with respect to the beams, as well as re-
tracted (with the encapsulations) during beam
�lling. All motion mechanics are placed out-
side the vacuum. A detailed description of the
mechanical design can be found in section 3.4
and Ref. [8].

The LHCb vacuum system consists of three
communicating sections, namely the VELO
primary vacuum vessel, the LHCb beam pipe
and the silicon detector volume. The VELO
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Figure 1.7: Close-up of the secondary vacuum
container showing the inside close to the beam (RF
shield). The corrugations close to the beam axis are
needed to minimize the material seen by tracks be-
fore the �rst measured point. The corrugations at
the side allow an overlap between the left and right
detector half.

primary vacuum vessel and LHCb beam pipe
are integral parts of the LHC primary vac-
uum system. The LHCb beam pipe ex-
tends throughout the complete LHCb detec-
tor (length of � 18m) and its interior will
be coated with low activation temperature
NEGs1, principally to avoid beam instabilities
due to dynamic vacuum e�ects. The LHCb
beam pipe and the VELO vacuum vessel can
be baked out in-situ with the detectors re-
moved to about 200ÆC and 150ÆC, respectively.
On the side of the VELO, the LHCb beam pipe
ends with a �76 cm aluminium window which
seals the VELO primary vacuum vessel. The
complete VELO vacuum system is further de-
scribed in section 3.5 and Ref. [10].

Beam bunches passing through the VELO
structures will generate wake �elds which can
a�ect both the VELO system (RF pick-up,
losses) and LHC beams (instabilities). These
issues have been addressed in detail [11, 12, 13,
14] and are further discussed in section 2.5.2.

1Non Evaporable Getter pumps [9].

In the design of the VELO, wake �eld suppres-
sion is achieved by enclosing the silicon detec-
tor modules in a shielding box made of conduc-
tive material (aluminium) and ensuring that a
continuous conductive surface guides the mir-
ror charges from one end of the VELO vessel
to the other.

Because the VELO constitutes a complex
device which must be integrated into the LHC
machine vacuum, special attention was paid to
the minimization of risk for LHC. A risk analy-
sis was carried out to identify the critical parts
of the VELO system [15]. Possible failure sce-
narios and their consequences for LHC were
analyzed to evaluate the risk and, where nec-
essary, to require modi�cations or precautions
and to request a number of tests to be per-
formed before installation at IP8. In particu-
lar, based on this analysis, it was recommended
that emergency parts are provided to replace,
if required, the secondary vacuum containers
by a straight cylindrical wake �eld suppressor,
or the complete LHCb beam pipe with cylin-
drical beam pipes. In this way, one expects
the maximum downtime for LHC to be at most
two weeks even in the unlikely case of a major
vacuum failure.

1.2.7 Alignment

The alignment strategy of the VELO is based
on survey during assembly, with the possibility
to readjust the individual modules, and mea-
surements with tracks.

The silicon sensors in the individual detec-
tor modules will be positioned with a preci-
sion of better than 5�m. The position inside
the detector halves will be measured before
installation with a survey machine and with
testbeam data. The �nal alignment needs to
be done with tracks from pp interactions un-
der normal operational conditions, i.e. in vac-
uum and at �10ÆC. The feasibility of an align-
ment with tracks has been demonstrated in
test-beam studies. In addition to the overall
alignment, a relative alignment of the two de-
tector halves will be done after each change of
position, i.e. after each �ll of the LHC ma-
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chine.

1.2.8 Material budget

The material which is placed within the LHCb
acceptance, due to the di�erent components of
the VELO system is discussed in section 3.7.
The main contributions come from the RF
shield, silicon sensors and the exit window and
amount on average to 9%, 5:3% and 1:9% of a
radiation length respectively. A detailed study
of all the material can be found in Ref.[16].
Special emphasis was put on minimizing the
material before the �rst measured point, which
resulted in a corrugated shape of the RF shield
(Fig. 1.7).

1.2.9 Detector resolution

The errors on the track parameters arise from
the intrinsic resolution of the detectors and
from multiple Coulomb scattering, which in
turn depends on the thickness of the material
in radiation lengths and the momentum of the
particle. The errors are magni�ed by the ex-
trapolation distance from the �rst measured
point to the vertex region and depend to �rst
order on the transverse momentum of the par-
ticle (section 4.4).

The error on the primary vertex is domi-
nated by the number of tracks produced in a
pp-collision. For an average event, the reso-
lution in the z-direction is 42�m and 10�m
perpendicular to the beam.

Impact parameter resolutions of 20�m, ne-
glecting the primary vertex contribution, are
achieved for tracks with the highest transverse
momentum.

The precision on the decay length ranges
from 220�m to 370�m depending on the de-
cay channel. A lifetime resolution of 40 fs is
achieved for the B0

s ! D�s �
+ decay channel,

which allows a 5� measurement of �ms up to
54 ps�1 after one year of data-taking.

1.3 Evolution since the Technical

Proposal

Since the LHCb Technical Proposal [1] a major
e�ort went into the study of prototype detec-
tors after heavy irradiation and the design of
a realistic vacuum system. Changes compared
to the TP are:

� Sensors: In the TP, we proposed six
sensors of 60Æ coverage each per station.
By reducing the outer radius of a sensor
from 60mm to 42mm, it was possible to
reduce the number to two sensors each
covering 182Æ. As a consequence, the
number of stations was increased from
17 to 25. The inner radius was reduced
from 10mm to 8mm.

� The L1 electronics were moved behind
the shielding wall away from the high ra-
diation environment.

� Vacuum/Mechanics: A complete sys-
tem design was carried out. This in-
cludes a design of the vacuum vessel,
motion and positioning mechanics, thin-
walled structures for RF screening, sys-
tems for cooling, vacuum, monitoring
and control. Finite element analysis
(FEA) was performed for the vessel and
other components (exit window, cooling
capillaries, thin-walled detector encapsu-
lation). Extensive prototyping was car-
ried out on critical items, such as the
thin-walled structures, vacuum protec-
tion devices, large rectangular bellows
and the cooling system. The new design
allows baking out of the primary vacuum
surfaces and provides easy access to the
silicon sensors.

� Detector optimization: Detailed
studies were carried out of many dif-
ferent detector designs to optimize the
physics performance. The layout was
�nalized with 25 stations, with the ar-
rangement as shown in Fig. 1.3, and with
the shape of the corrugations in the RF
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shield (Fig. 1.7) optimized for minimiz-
ing multiple scattering.

1.4 Structure of this document

This Technical Design Report is intended to be
a concise but self-contained description of the
VELO system. Further details can be found
in the technical notes, which are referenced
throughout.

In Chapter 2 an overview is given of the re-
sults obtained in the laboratory and test-beam
using prototypes, which give con�dence that
the expected performance will be achieved.
The technical design of the detectors is pre-
sented in Chapter 3. The performance of the
VELO system as obtained from simulation is
discussed in Chapter 4. The issues of project
organization, including the schedule and cost,
are discussed in Chapter 5.



2 Summary of R&D and test of prototypes

2.1 Silicon

The complexities of the LHCb VELO sensor
design arise from the varying strip lengths, the
double metal layer, and the need for regions
of very �ne pitch. The �rst aim of the pro-
totyping programme was to ensure that the
sensor gives the expected performance in the
context of the chosen design. The second aim
was to check that this is maintained after ir-
radiation. It should be noted that the most
stringent requirements on the sensor perfor-
mance are at low radius, where there is both
the �nest pitch and the highest irradiation (see
section 4.3). The strong non-uniform nature
of the irradiation is another special considera-
tion for the LHCb VELO. The test-beam pro-
gramme has also given the opportunity to test
the performance of the r�-geometry in terms
of the alignment and triggering requirements
for LHCb.

The global performance of a sensor can be
characterized with the following inter-related
parameters:

� Signal to Noise Ratio: In order to
ensure e�ective trigger performance even
after irradiation, the LHCb VELO aims
for an initial signal to noise ratio, S/N,
of more than 14 [17].

� EÆciency: The goal for the eÆciency
is that it should be above 99% for S/N
> 5.

� Resolution: Typical resolutions which
can be achieved are about 3:6�m for
100mrad tracks and 40�m strip pitch.
The resolution should not be degraded

by the irradiation nor by any aspect of
the sensor design.

There are various constraints coming di-
rectly from the strip layout which can a�ect
these parameters. The noise is a�ected by the
length of the strips and routing lines. The size
of the signal can be a�ected by the presence
and geometry of the double metal layer, or
the capacitive coupling between strips. Other
constraints come from the detailed technical
design, e.g. the strip capacitance will be af-
fected by the thickness of dielectric separat-
ing the two metal layers, the noise is a�ected
by the strip resistance, and so on. After ir-
radiation the signal might be limited by the
breakdown voltage, or the onset of noise at a
particular bias voltage. The prototyping pro-
gramme should establish that the design per-
forms in the expected manner, both before and
after irradiation.

In addition there are various silicon tech-
nology choices which can be made for a given
strip layout.

2.1.1 Design parameters

The most important issues a�ecting the choice
of silicon technologies were investigated with
dedicated LHCb prototyping, as described in
the following sections. The results were com-
bined with knowledge available from the silicon
literature, in order to make the best choices for
the LHCb VELO. The principal considerations
are listed here.

Thickness

The voltage required to deplete the sensor is
proportional to the square of the thickness.

11
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Figure 2.1: Cluster shapes for the depleted and
underdepleted cases for a simple segmented p-on-n
sensor, (a) and (b), and for a sensor with a dou-
ble metal layer, (c) and (d). At full depletion the
charge is focused on the diodes, while at underde-
pletion the clusters spread (b) and lose charge to
the double metal layer (d).

Given the large voltages needed to deplete ir-
radiated sensors, thin silicon is an advantage.
In addition, if the irradiated sensor is only par-
tially depleted, then the thinner the sensor, the
greater the recovered charge, due to Ramo's
theorem [18]. Thin sensors also have less bulk
current, in proportion to their thickness, so the
risk of thermal runaway is reduced. On the
other hand, for a fully depleted sensor the to-
tal amount of charge produced is proportional
to the thickness, so a thick sensor will start
with a better S/N, and will stay this way as
long as it is fully depleted.

The cluster resolution is improved by the shar-
ing of charge between strips due to di�usion.
In this respect thick sensors are an advantage
given the greater di�usion width of the de-
posited charge.

Thin sensors have the overall advantage that
the multiple scattering of tracks is reduced,
which is particularly helpful for the L1 trigger.

Segmentation

There is a choice to be made between segmen-
tation on the p- (p-on-n) or n- (n-on-n) side.
This has consequences for the way the detector
operates when underdepleted, the operating
conditions where micro-discharge noise may
occur, and the fabrication possibilities. These
points are discussed in turn.

Underdepleted operation: If there is a risk that
the sensor will be operated in underdepleted
mode after irradiation, then there can be dis-
advantages for a p-on-n design, due to the fact
that the irradiated sensor depletes from the n-
side. The consequences for the cluster shapes
produced by a traversing MIP are illustrated
in Fig. 2.1. When the sensor is fully depleted,
as in Fig. 2.1(a), the �eld lines are focused onto
the diodes, and the cluster is narrow. When it
is partially depleted, as in Fig. 2.1(b), the un-
depleted region close to the p-strips acts as an
insulating layer, and a signal is induced over a
number of strips.

This charge spread leads to a loss of
eÆciency and resolution, and is particularly
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dangerous for �ne pitch sensors [19, 20]. A
double metal layer can cause an additional
charge loss, as illustrated in Fig. 2.1(c) and
(d). These e�ects are not present for the
n-on-n design, where the depleted layer is on
the same side as the strips.

Micro-discharge noise: Micro-discharge
noise [21] is a reversible phenomenon of
random pulse noises around the edge of strips
for bias voltages exceeding a certain value. It
is visible in the noise and the leakage current,
and can place a limit on the bias voltage
which can be applied to the sensor. After
irradiation the high �eld regions which cause
micro-discharge noise are found close to the
n-strips [22] and so for an n-on-n design micro-
discharge noise will occur at a lower voltage
than for the corresponding p-on-n design.
The situation can however be improved with
�eld plates and rounded strips [23]. Before
irradiation the situation is reversed, and the
turn-on for micro-discharge in the p-on-n
design will be at a lower voltage. In the LHCb
VELO case, there is non-uniform irradiation
across the sensor, but only one voltage will be
applied. This bias voltage must be tuned to
optimize the charge collection eÆciency and
noise performance in all regions, which may
result in areas of underdepletion. From this
point of view, n-on-n is considered a safer
design, as it gives a more reliable performance
in situations of underdepletion, due to the
reasons discussed in the previous paragraph.

Fabrication: p-on-n sensors have the advan-
tage that the single-sided processing is easier,
and it is possible to have a �ner pitch due to
the fact that there is not the need to separate
the strips via a mechanism such as p-stops.
However, it is possible to have a �ne pitch for
n-on-n sensors with the use of such techniques
as p-spray [24].

The segmentation choice is considered critical
for LHCb, where the design includes �ne pitch
and double metal, and it has been investigated
extensively in the prototyping.

Oxygenation

Recent results from ROSE [25, 26] indicate
that there is an advantage to be gained by us-
ing oxygenated silicon wafers. It was found
that after irradiation the oxygenated sam-
ples could be fully depleted with bias voltages
which were both lower and more predictable
than for the standard samples. The advantages
are associated particularly with irradiation by
charged particles, which corresponds to the sit-
uation in the LHCb VELO (see section 4.3).

Cryogenic operation

From considerations of annealing and leakage
current after irradiation, the sensors are ex-
pected to operate at a temperature of �5ÆC
(see section 3.1.1). The option of going to cryo-
genic (liquid nitrogen) temperatures was also
investigated. A possible advantage of cryo-
genic operation is that due to trap �lling the
depletion voltage of an irradiated sensor is low-
ered. If the sensor is operating at underdeple-
tion, the cryogenic temperatures can make it
more eÆcient and improve the resolution [19].
However this is not a preferred solution for
LHCb due to the fact that the recovery is lost
after a time interval of the order of minutes,
and a very complex procedure would have to
be imagined to maintain the performance for
long time periods [19, 27].

Cryogenic operation also has an advantage
in terms of lower leakage current, but at the
VELO operating temperature the current is
not expected to be a dominant source of noise.
After 3 years of operation the most irradiated
strip, operated at �5ÆC, is expected to have
a noise contribution from the current of 100
electrons [28], which is less than 10% of the
baseline noise.

2.1.2 Prototype designs

This section summarizes the prototype designs
which have been tested for the LHCb VELO.
There were three di�erent types of geometrical
layouts tested.
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The DELPHI-ds prototype, manufac-
tured by Hamamatsu1 is illustrated in Fig. 2.2.
It is a double sided sensor with straight, or-
thogonal strips. The main purpose of this pro-
totype was to use an existing design to test the
performance of p-on-n and n-on-n �ne pitch
layouts after non-uniform irradiation, in situa-
tions of full depletion and under-depletion, and
at cryogenic temperatures.

The PR01-R and PR01-� prototypes,
manufactured by Hamamatsu, have a radial
and azimuthal strip geometry which is close to
the �nal LHCb-VELO design, the main di�er-
ences being that the sensors cover 72Æ only, and
the geometry of the double metal layer is dif-
ferent. These prototypes are of n-on-n design,
with individual p-stops, and with a thickness
of 300�m. The strip layout and the pitches
achieved are illustrated in Fig. 2.3; further de-
tails may be found in Ref. [29]. The �rst pur-
pose of these prototypes was to be able to carry
out extensive tests of the non-irradiated de-
sign, to con�rm that the r�-geometry of the
sensors is suitable for the alignment, preci-
sion and vertexing requirements of the LHCb-
VELO. The second purpose was to undertake
resolution and eÆciency measurements on ir-
radiated n-on-n prototypes.

The PR02-R and PR02-� prototypes,
manufactured by MICRON2 have a radial and
azimuthal geometry and an angular coverage of
182Æ. They were manufactured in thicknesses
of 150, 200 and 300 �m and included some pro-

1Hamamatsu Photonics K.K., 325-6, Sunayama-
cho, Hamamatsu City, Shizoka Pref., 430-8587, Japan.

2Micron Semiconductors, 1 Royal Buildings, Marl-
borough Road, Lancing, Sussex, BN15 8UN, UK.

PR01 R-sensor

PR01 φ-sensor

2∗192+1∗256+1∗366
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1∗256+1∗768
= 1024 strips 44 − 79 µm

60 µm
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= 49.88 mm

27.92 mm

10.00 mm

10.00 mm
17.68 mm

27.92 mm

= 49.88 mm

pitch

radius

radius

pitch

Figure 2.3: Schematic of the Hamamatsu PR01-R
and PR01-� prototypes. The routing lines are not
shown.

totypes with oxygenated silicon. The design
is p-on-n and the minimum strip pitch 24�m.
The purpose of these prototypes was to test the
performance of the irradiated p-on-n design, in
particular at �ne pitch. The strip layout of the
prototypes is illustrated in Fig. 2.4. It is very
close to the �nal LHCb-VELO design (further
details may be found in Ref. [29]).

The principal characteristics of the di�er-
ent prototypes are summarized in Table 2.1.

2.1.3 Prototype manufacture

Of the prototypes described above, only the
DELPHI-ds was pre-existing. The PR01 pro-
totypes were developed together with Hama-
matsu and delivered in 1998. The PR02 masks
were designed at Liverpool University, using
the CADENCE3 program, and the sensors

3Cadence Design Systems, Bagshot Road, Brack-
nell, Berkshire, UK.
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DELPHI-ds PR01-R PR01-� PR02-R PR02-�
Manufacturer Hamamatsu Hamamatsu Hamamatsu MICRON MICRON
segmentation double-sided n-on-n n-on-n p-on-n p-on-n
Pitch (�m) p 25 42:5! 92 24! 124
Pitch (�m) n 42 40,60 45! 126
thickness (�m) 300 300 300 150,200,300 150,200,300
dimensions (cm) 3� 6 0:8 < R < 5:0 0:8 < R < 5:0 0:8 < R < 4:0 0:8 < R < 4:0
angular coverage { 72Æ 72Æ 182Æ 182Æ

strip length (cm) p side: 6 0:63! 6:3 1.8,2.2 0:62! 6:3 1.0, 2.2
n side: 3

double metal p side: no yes yes yes yes
n side: yes

n-separation p-grid p-atolls p-atolls { {
non-oxygenated yes yes yes yes yes
oxygenated no no no yes yes

Table 2.1: Characteristics of the prototype sensors.
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Figure 2.4: Schematic of the MICRON PR02-�
and PR02-R prototypes.

were manufactured at MICRON. The mask de-
sign layout on the 6-inch wafer is illustrated in
Fig. 2.5. The manufacturing process at MI-
CRON was carried out on a best e�ort R&D
basis, with the procedures being continually
revised during the delivery throughout 2000.

Figure 2.5: PR02 wafer layout. Two R-sensors
and one � sensor are �tted onto the wafer, together
with a series of test structures.

2.1.4 Prototype tests

The sensors underwent various tests, described
in the following sections, including:

� Laboratory tests of the unbonded silicon.

� Large scale evaluation in a test-beam of
120 GeV=c muons and pions, to test the
suitability of the r�-geometry for trig-
gering and tracking, using slow VA2 [30]
electronics.



16 2. SUMMARY OF R&D AND TEST OF PROTOTYPES

Name Type Thickness Oxygenation Maximum Tests

�m �1017 atoms=cm3 Irradiation
�1014 p=cm2

D-ds112 DELPHI-ds 310 None 3:5 TMX6, LAB

h1-R, h2-R,
h4-R, h6-R, h7-R

PR01-R 300 None None TVA, LAB

h3-�, h5-�, h8-�
h9-�, h11-�, h12-�

PR01-� 300 None None TVA, LAB

h10-R PR01-R 300 None None TSCT, LAB

h-13-R PR01-R 300 None 3:4 TSCT

h-14-� PR01-� 300 None 4:1 TSCT

1976-21-b PR02-R 300 None None LAB

1968-17-c PR02-R 300 2.5 4:8 LSCT, LAB

1832-9-a PR02-� 200 None 10:4 TSCT, LAB

Table 2.2: DELPHI-ds, PR01 and PR02 prototypes whose tests are described in this section. The tests
are coded as follows: TVA: Test-beam evaluation with VA2 electronics, TMX6: Test-beam evaluation
with MX6 electronics, TSCT: Test-beam evaluation with SCT128A electronics, LSCT: Laser evaluation
with SCT128A electronics, LAB: Laboratory test.

� Test-beam evaluation of non-irradiated
silicon bonded to fast SCT128A [31] elec-
tronics clocked at 40 MHz.

� Non-uniform irradiation in a 24 GeV pro-
ton beam followed by bonding to slow
(MX6 [32] or VA2) or fast (SCT128A)
electronics and evaluation both in the
laboratory and in a test-beam.

The list of prototype sensors for which de-
tailed tests are discussed in this section is given
in Table 2.2.

2.1.5 Laboratory tests

PR01 Prototype

12 PR01 prototypes (h-1 to h-12) underwent
laboratory tests [33] at CERN. The depletion
voltage was measured from the C-V curve, the
resistance of the set of strips to the back plane
was checked, and the current versus voltage
was measured up to 200V. All sensors satis-
�ed the parameters given in Table 2.3. After
bonding to VA2 hybrids the mean number of
dead channels was 0.8%.

PR02 Prototype

A total of 35 PR02 prototype sensors were de-
livered from MICRON. The sensors covered a
range of thicknesses, with 2, 10 and 23 detec-
tors with thicknesses of 150, 200 and 300 �m
respectively, and had di�erent oxygenation lev-
els, with 11 and 3 detectors oxygenated to
levels of 2:5 and 1:0 � 1017atoms=cm3 respec-
tively. The pre-irradiation depletion voltages
were measured using a C-V scan. The val-
ues measured for some di�erent sensor types
are illustrated in Fig. 2.6. The pre-irradiation
depletion voltages are higher for the oxy-
genated samples than for the non-oxygenated
ones. The resistance of the routing lines was
measured on two sensors and found to be
� 23
=cm.

The breakdown voltages were determined
by slowly increasing the voltage until the cur-
rent reached a maximum allowed value of
15�A. A total of 16 sensors were found to
have breakdown voltages above 400V, includ-
ing both the oxygenated and non-oxygenated
samples, and both of the thinnest (150�m)
sensors. The fraction of bad strips was mea-
sured by probing the coupling capacitance of
each strip. A typical output of such a scan is
shown in Fig. 2.7 for the PR02-R sensor 1976-
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Figure 2.7: Coupling capacitance scan on a PR02-
R prototype.

21-b. There is a wide variation in coupling
capacitance seen due to the variations in the
length and width of the strips. The number
of strips which lie outside the normal distribu-
tion, due to shorts or open lines, was measured
for each sensor. In general, a better perfor-
mance was found for the 300�m thick samples.
The number of sensors with more than 98%
good strips was 14 and the number of these
which had a breakdown voltage greater than
400V was 10.

Depletion Voltage < 70 V
Strip-Backplane resistance > 300M


(at Vdep)
Current @ Vbias = 200V < 0:5�A
Routing line resistance � 17
=cm

Table 2.3: Laboratory measured parameters sat-
is�ed by all 12 tested PR-01 prototypes.

2.1.6 Test-beam results on non-
irradiated sensors

A set of 12 PR01 sensors were equipped with
VA2 electronics and used in three di�erent
large-scale con�gurations in 1998, 1999, and
2000, to check di�erent aspects of the R&� de-
sign. The 1998 con�guration is illustrated in
Fig. 2.8 and a photograph of the set up of the
silicon sensors is shown in Fig. 2.9. The sen-
sors were arranged in 3 r� measuring planes
behind a series of thin Cu targets in a beam
of pions of 120GeV momentum. The distance
between the targets was designed to be similar
to the mean B decay length at the LHC. This
system allowed a test of the alignment, track
reconstruction, primary vertex reconstruction
and trigger algorithm with a similar geometry
to that of the �nal VELO. In 1999 the targets
were removed and the telescope was rotated in
the beam line in order to make a detailed study
of the sensor resolutions as a function of track
angle.

Common mode and noise analysis

Due to the complex geometry of the LHCb
sensors, it is expected that any pick-up due
to HV or environmental variations will vary
signi�cantly over the surface of the sen-
sor. In the test-beam environment it was
shown [33] that by grouping channels into re-
gions with smoothly varying strip and rout-
ing line lengths, it is possible to parameter-
ize and suppress the common mode noise. A
similar procedure will be applied in the �nal
VELO. With a careful analysis of the noise,
taking into account the parameters described
in section 2.1.5, the capacitances of the strips
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Figure 2.8: 1998 Test-beam setup.

Figure 2.9: 1998 PR01 test-beam telescope.

were measured to be 3:9 pF/cm for the diodes
and 3:2 pF/cm for the routing lines, for a ge-
ometry corresponding to PR01-R or PR01-�.
These values predict a likely range of capaci-
tances for the �nal VELO R sensor design of
13 � 26 pF. The �nal � detector is expected
to have lower capacitances due to the di�erent
arrangement of the routing lines.

Track �tting and alignment

The track parameters were determined in an
iterative procedure by approximating locally
the circular strips by a straight line [34]. The
positions of all sensors were measured using a
microscope and a POLI machine (described in

Ref. [35]) before the test-beam. The alignment
was performed using MINUIT [36] to minimize
the �2 of the track residuals. The detector
halves were aligned relative to each other us-
ing tracks originating from a common vertex.
After the alignment the scatter of the residuals
in the central plane of sensors was reduced to
less than 1�m [37]. Several important impli-
cations for the LHCb VELO alignment can be
drawn from this study, including:

� Various alignment parameters and com-
binations of parameters are only loosely
constrained by tracks. An analysis of
these provides input into determining the
mechanical precision to which the VELO
must be constructed.

� The current alignment procedure must
be speeded up for LHCb running, by
more extensive use of analytic methods.

These topics will be addressed in future test-
beam analysis and in simulation. After the MI-
NUIT alignment the two-track vertices mea-
sured with the test-beam data were found
to have a resolution of 230�m, which when
extrapolated to the conditions at the LHC
would imply a primary vertex resolution of
70�m, matching the requirement of the L1
trigger [38]. The distribution of reconstructed
vertices is illustrated in Fig. 2.10.

Triggering

The test-beam data were also used to test vari-
ous triggering algorithms in a realistic environ-
ment [39, 3]. The feasibility of triggering on
low multiplicity displaced vertices was demon-
strated, and conclusions were drawn on the
alignment tolerances.

Resolution

An important motivation for the test-beam
measurements was that of testing the resolu-
tion of the LHCb prototype design for a range
of pitches and angles. In the LHCb VELO
tracks from B-decays will cross the R sensors at
typical angles to the strips of 80 mrad, and the
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Figure 2.10: Reconstruction of primary vertices
in the 1998 test-beam setup.

pitch track angle resolution

40�m 80 � 120mrad 3:6� 3:9�m
60�m > 200mrad 4:0� 4:6�m

Table 2.4: Sensor resolution for two di�erent
pitches for the track angles giving best precision.

resolution is expected to bene�t from charge
sharing. As the track angles are roughly par-
allel to the � strips this is not the case for the
� sensors.

In 1999 a dedicated test-beam run was per-
formed with the telescope placed at varying
angles in the beam. The sensor resolution was
studied as a function of incident angle [40].
The best resolutions achieved in the PR01-R
sensor, which had two di�erent pitches, are
given in Table 2.4. It was shown that the
charge sharing for angled tracks leads to a
strong variations in the resolution, as illus-
trated in Fig. 2.11.

The PR01-� sensors, which have pitches
varying continuously from 45�m to 126�m,
were used to study the resolution as a func-
tion of pitch for perpendicular tracks [41]. A
linear dependence was found, with agreement
with the PR01-R sensors at 60�m pitch. For
the largest pitches the resolution is close to bi-
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Figure 2.11: Resolution as a function of track an-
gle, as measured from the test-beam data for PR01-
R sensors, and compared with the full simulation

nary, i.e. pitch=
p
12, whereas for the 45�m

region there is signi�cant charge sharing and
the resolution is improved by a factor 2.

The results from the test-beam provide im-
portant input to the simulation of the charge
collection process in the LHCb VELO silicon
detectors. The modi�ed simulation which will
be used takes into account the charge distribu-
tion with full Landau modelling, lateral dif-
fusion of charge carriers, knock-on electrons
(Æ rays) and charge sharing between strips due
to capacitive coupling. The simulation was
tuned to the test-beam data using a single free
parameter, the fraction of two strip clusters for
perpendicular tracks. The agreement between
the improved model and the test-beam data is
illustrated in Figs. 2.11 and 2.12.

SCT128A performance

The PR01 and PR02 prototypes were also used
in the test-beam to evaluate the SCT128A per-
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Figure 2.13: Layout of the 6-chip hybrid.

formance. For this purpose, and for testing the
irradiated detectors, specially designed fan-ins
and hybrids were fabricated. The fan-ins were
manufactured on glass (1999 test-beam) and
on ceramic (2000 test-beam). Two hybrid de-
signs were used, which could accommodate 3
or 6 chips. The layout of the 6-chip hybrid is
illustrated in Fig. 2.13.

The best S/N measured with the SCT128A
and a 300�m thick detector was 21:5. The re-

sults of the evaluation of the SCT128A pulse-
shape are discussed in section 2.4.1.

2.1.7 Irradiation procedures

For the LHCb VELO prototyping a non-
uniform irradiation was used. As the radi-
ation damage will be dominated by charged
particles, an irradiation in the 24 GeV proton
PS beam was appropriate. The sensors were
stationary throughout the irradiation with ei-
ther a perpendicular or horizontal orientation
with respect to the beam. The beam pro�le
was measured to be a gaussian of a width of
6:1�0:3mm, hence a less irradiated region was
always contained within the sensor. The dose
was monitored during the irradiation using sec-
ondary emission counters, and was measured
after the irradiation was �nished by measuring
the activity of small pieces of pure Al placed in
front of and behind the sensor. As an example,
Fig. 2.21 shows a schematic of the irradiation
of sensor 1832-9-a. After the irradiation the
sensor was equipped with electronics allowing
areas from both the irradiated and the non-
irradiated sides to be read out. More details
about the irradiation can be found in Ref. [42].
The sensors were fully bene�cially annealed af-
ter the irradiation, with the consequence that
they were tested in a condition where a dose
of 2� 1014 p=cm2 24 GeV protons corresponds
to approximately one year of running for the
innermost part of the VELO sensors.

2.1.8 Test-beam results on irradiated
sensors

In the year 2000 the test-beam setup was mod-
i�ed to be suitable for testing irradiated sen-
sors equipped with fast electronics. A cold box

ushed with nitrogen was placed behind the
telescope. Behind this box a second telescope
was installed, consisting of 3 sensors, placed at
angles to optimize the resolution. The trig-
ger was provided by the coincidence of two
scintillators. One of the telescope sensors was
equipped with fast SCT128A electronics, so in
the case of multiple track events the correct in-
time track could be identi�ed. A photograph of
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Figure 2.14: 2000 test-beam setup in the X7 beam line. 8 non-irradiated LHCb PR01 prototype sensors
are used for precise beam position measurements, one SCT128A equipped sensor is used to identify the
in-time tracks, and precise timing information is given by scintillator counters.
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Figure 2.15: The photograph shows one non-
irradiated detector equipped with 6 SCT128A-
chips used to identify the in-time tracks and char-
acterize the SCTA performance.

the sensor fully equipped with fan-in, hybrid,
and SCT128A chips, can be seen in Fig. 2.15.
The overall test-beam setup is illustrated in
Fig. 2.14.

DELPHI-ds prototype

The purpose of the test on the DELPHI-ds pro-
totype was to investigate the resolution of a
double sided �ne pitch sensor after irradiation,
operated at cryogenic temperatures [19]. It
was demonstrated that after irradiation there
is a dramatic di�erence between the p-side and
the n-side. The p-side degrades in resolution

as the charge collection falls o� due to un-
derdepletion after irradiation. However, un-
der the same conditions the n-side clusters re-
mained well focused. The results are shown in
Fig. 2.16. With an empirical simulation it was
demonstrated that the resolution degradation
is more signi�cant for a �ne pitch sensor, such
as the VELO sensors. The cryogenic operation
was shown to be helpful immediately after bi-
asing the sensor, but degrades after a period
of time of the order of 30 minutes [27]. The
irradiation of the sensor was non-uniform, and
it was shown that in the regions where there
was a transverse �eld due to rapidly changing
e�ective doping characteristics the resolution
was not altered.

PR01 prototypes

Two PR01 prototypes, h-13-R and h-14-�,
were irradiated to levels of 3:4�1014 p=cm2 and
4:1� 1014 p=cm2 respectively and evaluated in
the test-beam. We describe here the results of
the tests on the h-14-� sensor, for which the
best statistics were collected. A photograph
of the sensor equipped with overlapping 3-chip
SCT128A hybrids is shown in Fig. 2.17.

A total of 11; 000 tracks were accumulated
traversing this sensor and used to show that
the most irradiated region was fully opera-
tional, with a depletion voltage of 220 V [43].
The clusters were fully focused, hence giv-
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DELPHI-ds prototype, as a function of charge col-
lection eÆciency, for the p- and n-sides. The line
is the result of an empirical simulation.
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Figure 2.17: Photograph of the PR01 h-14-� pro-
totype equipped with SCT128A hybrids for evalu-
ation in the 2000 test-beam. A temperature probe
can be seen on the tip of the sensor.

ing the optimum resolution, both in the cases
when the sensor was fully depleted and under-
depleted. The eÆciency, de�ned as the proba-
bility to �nd a cluster with a S/N greater than
a certain cut within 200 �m of a traversing
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Figure 2.18: S/N measured in the PR01-� proto-
type, for the least irradiated (upper plot) and most
irradiated (lower plot) regions. The most probable
value is 21:5 .

track, is illustrated in Fig. 2.19, for three di�er-
ent S/N cuts. Even when the detector is un-
derdepleted, the eÆciency varies only slowly.
The most irradiated area had a full depletion
voltage of about 220 V, however with the bias
voltage at 50V the eÆciency to reconstruct
clusters with a S/N greater than 5 was al-
ready greater than 97%. The S/N distribu-
tion, measured by summing the charge on the
strips around the track intercept, is shown in
Fig. 2.18, for the most irradiated and least ir-
radiated regions, at full depletion. The mea-
sured S/N was 21:5. The results show that the
n-on-n design will survive for at least 2 years
in LHCb conditions with negligible deteriora-
tion. Due to the safety factor given by the
fact that the sensor appears fully eÆcient even
when at � 40% underdepletion, 3-4 years op-
eration could be envisaged.

PR02 prototype

The PR02 sensor 1832-9-a was irradiated
non-uniformly to a maximum level of 10 �
1014 p=cm2 and equipped with SCT128A elec-
tronics on both the irradiated and non-
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Figure 2.19: Cluster reconstruction eÆciency of
the PR01 h-14-� sensor as a function of bias voltage
for a range of irradiation 
uences. In plot (a) the
S/N of the cluster was over 3, for (b) greater than
5, and for (c) greater than 10.

irradiated sides (Fig. 2.20). After installa-
tion in the test-beam telescope, about 44; 000
tracks were reconstructed traversing the sensor
and used to analyze its performance.

The eÆciency, de�ned in the same way as for
the PR01 tests, is shown by the area of the grey
boxes in Fig. 2.22. Two features are immedi-
ately apparent - the line of ineÆciency display-
ing the damage caused by the irradiation (cf.
Fig. 2.21), and the fact that the outer section,
where there is a double metal layer of routing

repeater card

3-chip
hybrids

8.4 cm

temperature probes

Figure 2.20: Photograph of the PR02 1832-9-a
sensor equipped with SCT128A hybrids for evalu-
ation in the 2000 test-beam.
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Figure 2.21: Typical irradiation set-up, illustrated
for sensor 1832-9-a. The beam intensity was pro-
portional to the size of the shaded squares.

lines, as illustrated in Fig. 2.4, is less eÆcient
than the inner section. This di�erence in eÆ-
ciency cannot come from capacitive charge loss
to the routing lines, or cross-talk, which would
a�ect equally both the inner and outer region.
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Figure 2.22: EÆciency of the PR02 1832-9-a sen-
sor at Vbias=300V. The size of the boxes is pro-
portional to the eÆciency. The irradiated side of
the sensor shows an ineÆciency along the line of
the irradiation. The additional e�ect of charge loss
to the double metal layer, which is only present in
the outer region, is also clearly visible.

It is a signature of an underdepleted layer next
to the p-strips, as illustrated in Fig. 2.1. Due
to the unique geometry of this sensor it is pos-
sible to measure the charge picked up in the
double metal layer, as the lines concerned run
parallel to the strips. The measurement is il-
lustrated in Fig. 2.23. When the sensor is un-
derdepleted the charge picked up in the second
metal layer rises to 20%. Note that for the R
geometry, where the double metal lines cross
the strips perpendicularly, any lost charge is
unrecoverable. It was shown [44] that the clus-
ters spread, as illustrated in Fig. 2.1, and the
resolution will degrade as soon as the sensor
becomes underdepleted.

For the same reasons the sensor eÆciency
also shows a very sharp dependence on bias
voltage and irradiation. In Fig. 2.24 the eÆ-
ciency measured at a bias voltage of 300V is
illustrated for di�erent irradiation levels.

In the regions with a dose corresponding
to about one year of LHCb operation, the de-
pletion voltage rose to about 300V, which is
relatively high for a 200�m thick sensor.

0

5

10

15

20

25 strips
routing lines

0 2 4 6 8 10
-0.2

-0.1

-0

0.1

0.2

0.3

0.4

Si
gn

al
 [

A
D

C
 c

ou
nt

s]
fr

ac
tio

n 
in

 r
ou

tin
g 

lin
es

Inner Region

strips
routing lines

0 2 4 6 8 10 12

Outer Region

Irradiation [x 10 p /cm ]
14 2

Irradiation [x 10 p /cm ]
14 2

Figure 2.23: Charge from strips, routing lines, and
the relative fraction (de�ned as routing line charge
divided by total charge), for the inner (left) and
outer (right) regions, at Vbias = 300V.

0 2 4 6 8 10 12
0

20

40

60

80

100
S/N > 3

S/N > 5

S/N > 10

Efficiency in outer region at 300 V

E
ffi

ci
en

cy
 [%

]

Irradiation [x 10 p /cm ]
14 2
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2.1.9 Measurements with a laser

In addition to the measurements with a high
energy beam, an infrared laser system was
used for detailed performance studies [45]. An
oxygenated p-on-n PR02-R sensor, 1968-17-
c, non-uniformly irradiated up to a maximum
level of 4:8 � 1014 p=cm2 of 24 GeV protons,
was characterized. The sensor was read out
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Figure 2.25: Comparison of the laser scan across
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diated with positive gradient of Vfd and irradiated
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with a SCT128A chip [31] clocked at 40 MHz.

The system allows the study of the charge
collection properties of the sensor as a func-
tion of the position, and in particular a pos-
sible distortion of the electric �eld of the sen-
sor in regions of steep gradient in Vfd, the full
depletion voltage, perpendicular to the strips
due the non-uniform irradiation. To study the
consequence of such a �eld on the resolution,
the charge sharing between adjacent strips was
measured by scanning the laser light across the
strips in 10�m steps. Fig. 2.25 shows the re-
sults of the scan in terms of the � function,
de�ned as � = HR=(HR +HL), where HR and
HL are the signals observed on the two adja-
cent strips. The scans were performed in re-
gions with opposite sign of the gradient and for
strips located in the non-irradiated part. The
measurements in the three di�erent regions su-
perimpose well, indicating that the distortion
of the electric �eld does not noticeably in
u-
ence the charge sharing and therefore the res-
olution.

The laser set-up was also used to con-
�rm the charge-loss to the second metal layer
routing lines in case of under-depletion of the
p-on-n sensor, as described in section 2.1.8.
Fig. 2.26 shows the fraction of the charge ob-
served in the routing lines for a range of radi-
ation doses and voltages.

In addition, evidence was found for micro-
discharge in low irradiation areas of PR02-
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R sensor 1968-17-c, while operating above
200V. More details can be found in Ref. [45].

2.1.10 Summary

The LHCb VELO silicon sensor design has
been extensively prototyped.

Both p-on-n and n-on-n implementations
have been prototyped and tested. Test-beam
results with a double sided DELPHI-ds pro-
totype showed that the p-side resolution de-
grades when the sensor is underdepleted but
the n-side resolution remains constant. It was
con�rmed with test-beam data that the res-
olution of the p-on-n PR02 design degrades
when underdepleted but the n-on-n PR01 de-
sign shows consistently good resolution. The
degradation in the p-on-n design is accompa-
nied by a fall-o� in eÆciency. It was also
demonstrated, both in the test-beam and us-
ing a laser, that the irradiated p-on-n PR02
sensor loses charge to the double metal layer
when underdepleted.

Various performance numbers of the pro-
totypes are summarized in Table 2.5. The n-
on-n PR01 prototype showed a very good per-
formance with no signi�cant deterioration af-
ter doses corresponding to at least two years
of LHC operation. The prototyping leads nat-
urally to a choice of n-on-n for the technical
design.
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PR01-� PR02-� PR02-�

Name h-14-� 1832-9-a 1968-17-c
Thickness (�m) 300 200 300
Oxygenated No No 2:5 � 1017atoms=cm3

Electronics SCT128A SCT128A SCT128A

S/N for a MIP 58:2.7 30:2.0 {
Vdep after 2� 1014 p=cm2 50V 300V 150V
eÆciency at Vbias = 200V 99% 75% {
after 2� 1014 p=cm2

Table 2.5: Performance numbers for the irradiated PR01 and PR02 prototypes. The S/N is given in
ADC counts, where one count is equivalent to 380 electrons.

2.2 Hybrid

The VELO hybrid is part of the VELO mod-
ule (Fig. 2.27) and provides the electronic and
mechanical support for the 16 front-end chips
and the sensor. In addition, a high thermal
conductance is needed to enable the removal
of heat from the front-end chips and sensor.
Furthermore, a low mass design is required, be-
cause most of the hybrids are within the LHCb
acceptance (Fig. 1.3). For these reasons, a pro-
totyping programme was de�ned to study the
crucial items.

The layout of the hybrid is such that:

� it allows bonding and rebonding of the
sensor and front-end chips;

� the pitch adapter between sensor and
front-end chips introduces a minimal
stray capacitance;

� there is good isolation between the ana-
log supply lines and digital tracks to min-
imize noise;

� the grounding is consistent with the over-
all LHCb VELO grounding scheme (sec-
tion 3.3.5).

We have considered two basic technologies
for the implementation of a hybrid (Fig. 2.28):

� Baseline design: A multilayered kap-
ton bonded to a carbon-�bre substrate
(KCF).

� Backup design: A ceramic design.

The kapton design has the advantage that
the kapton itself is low mass and thin enabling
it to be bonded to a wide range of substrates
(CF, ceramic or even metal) without encoun-
tering diÆculties due to di�erent coeÆcients
of thermal expansion. We have chosen carbon-
�bre for its thermal and mechanical properties.
The backup technology has the disadvantage
that large ceramics (for the VELO we require a
ceramic of 14 cm� 10 cm) are not readily avail-
able. Beryllia, for example, is diÆcult to ob-
tain in large sizes and has substantial safety
implications in its handling (making it expen-
sive to produce). A ceramic substrate of the
correct size and dimensions for the VELO has
been fabricated from aluminium nitride, since
it is more easily available.

In order to produce a prototype hybrid
we have produced a design (laid out for the
SCT128A chip) fabricated using traditional
techniques on 300 �m thick FR44 which may
be bonded to CF and which is capable of be-
ing manufactured as a kapton. This version
(Fig.2.29) will allow us to check the layout,
grounding scheme and verify the ability of our
production bonders to bond a sensor given the
mechanical layout of the hybrid (e.g. connec-
tor clearances). In addition, this prototype will
be used to check the quality and suitability of
connectors. A second generation of hybrids,
which builds on the existing work but is fabri-

4glass-epoxy PCB base material.
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Figure 2.27: One VELOModule, showing the sen-
sor and the hybrid with 16 front-end chips.
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Figure 2.28: Schematics of the two hybrid designs.

cated on kapton, is under design. This hybrid
will be able to carry the SCTA VELO chip.

2.3 VELO modules

The thermal properties of the LHCb VELO
module are vital to control the operating tem-
perature of the VELO sensors. The VELO de-
tectors will be exposed to a maximum 
ux of
particles equivalent to 0:5�1:3�1014 neq/cm

2

per year, which will lead to increased deple-
tion voltage and bulk current. The total power
dissipation per sensor is expected to stay be-
low 0:3W when operating the detector below
0ÆC during their lifetime. However all heat

footprints for 16 chips

area for sensor

area for pitch adapter

connector for
bias voltage for sensor and chips
timing and control signals

connector for
analog signals

Figure 2.29: Photograph of a prototype PCB-
hybrid for SCT128A chip.

will be dissipated close to the beam-line, and
the silicon itself will be used to provide the
thermal link to the edge of the sensor to avoid
extra material. Power dissipation in the sil-
icon bulk heats the detector causing a local
increase in bulk current, which will then result
in larger currents. At temperatures below 0ÆC
the currents will not contribute signi�cantly to
the electronics noise, however increased power
dissipation due to higher currents could lead
to thermal runaway. On the long term higher
temperatures will lead to larger depletion volt-
ages. The main power dissipation is due to
the readout electronics of the VELO detector,
which is designed to stay below 12W per hy-
brid. Hence the total power dissipation in a
module will be 24W. Applying a safety factor
of 1:5, the cooling system should be able to
cope with 36W per module.

The prototype module design [46] incorpo-
rates several key features to be able to guar-
antee the desired operating temperature of the
silicon sensor and electronics.

� A carbon �bre (CF) weave substrate
that carries the front-end electron-
ics and provides the mechanical and
thermal link to the sensors. The
CF is bonded with a thin (300�m)
layer of thermo-pyrolytic graphite
(TPG, 1700Wm�1K�1) and a layer
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Figure 2.30: Photograph of a module prototype
which is used for alignment studies and thermal
tests. The video probe of the survey machine is
also seen.

of highly conductive (600Wm�1K�1)
uni-directional carbon �bre that carries
the sensors.

� A connection to the CO2 cooling system
is made through an aluminium (or tita-
nium) coupler and a soft-metal indium
joint.

� The sensors are bonded to the CF using
a 100�m thick glue layer. The length
of the glue bond is a parameter of the
prototyping, since it has to strike a bal-
ance between good heat transfer and de-
formation due to di�erent expansion co-
eÆcients.

A thermal simulation [47] of the module
has been performed to establish that the pro-
totype is capable of keeping the sensors in the
temperature range �10Æ to 0ÆC. The ANSYS 5

5ANSYS 5.6, ANSYS Inc., http://www.ansys.com

Infrared camera

Infrared transparent window

Vacuum chamber

Figure 2.31: Photograph of the vacuum chamber
and the infrared camera used for the thermal mea-
surements.

program was used to model the temperature
pro�le of the sensors under the expected and
required thermal loads of 24W and 36W from
the front-end chips. A conservative estimate of
0:3W in the silicon and a CO2 cooling temper-
ature of �25ÆC was assumed. Table 2.6 shows
the results of the simulation. In the CF hybrid
baseline design using a full glue bond the sili-
con is kept below the required operating tem-
perature. The backup designs also ful�ll this
requirement.

Measurements of the temperature pro�le of
the silicon were made using an infrared (IR)
camera and a prototype module constructed
with an aluminium nitride substrate. The
module was operated in vacuum (Fig. 2.31)
in order to remove convective cooling (sim-
ulating the LHCb environment). The FE-
electronics were replaced with small heating
elements. Figure 2.32 shows an IR photograph
for a power dissipation of 4W in the heating
elements. Preliminary results show agreement
between simulation and the measurements per-
formed with the IR-camera to within 1ÆC.

Two prototype modules with aluminium
nitride substrates have been built. Using a
non-contact method with a video probe at-
tached to a coordinate measuring machine
(Fig. 2.30) it has been shown that the sensors
may be reproducibly positioned relative to the
location surfaces to a precision of about 5�m
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Carbon Fibre Composite Tcool Heat(Chips) Heat(Si) Max(Si) Min(Si) Max(Chips)

300 �m TPG(baseline) -25 24W 0.3W -7.3 -9.9 3.3

-25 36W 0.3W -4.2 -7.0 8.9

Aluminium Nitride/TPG -25 36W 0.3W -7.5 -8.2 24.5

Beryllia Hybrid/TPG -25 36W 0.3W -7.5 -9.6 2.7

Table 2.6: The maximum and minimum temperatures on the sensors and chips for a CO2 temperature
of �25ÆC, and 0:3W power dissipation in the sensors.

cooling tube heating elements

sensor

-5

-10

-15

-20

C0

Figure 2.32: Photograph of a prototype VELO
thermal module (in vacuum) showing the temper-
ature distribution on the front surface.

in x, y and z (Table 2.7). The alignment in-
volved using �ducial marks on the sensors and
depth of focus.

The prototypes were also used to check the
thermal stability of the module. Although the
sensors were aligned relative to the location
surfaces at a controlled temperature of 23ÆC in
operation the cooling system will be at about
�20ÆC and the sensors and electronic will op-
erate between �10ÆC and +10ÆC. The mate-
rials used do not have identical coeÆcients of
thermal expansion leading to shifts in the po-
sition of the sensors relative to the location
surfaces. To measure this e�ect a prototype
thermal module was assembled and aligned at
21ÆC. Initial measurements have studied the
e�ect of heating the base relative to the loca-

Range Precision

Translations

x 0:66mm 4�m
y 0:87mm 6�m
z 0:24mm 3�m

Rotations

Pitch (x-axis) 0:76Æ 52�rad
Roll (y-axis) 0:52Æ 35�rad
Slew (z-axis) 1:76Æ 35�rad

Table 2.7: Range of adjustments and precisions
achieved with adjustment screws. See Fig. 2.30 for
the de�nition of the coordinate axis and angles.

tion surfaces to study the performance of the
base structure. With a 10ÆC increase in tem-
perature of the base with respect to the align-
ment jig (platform) less than 10�m shift was
observed in the sensor �ducial relative to the
21ÆC position in the x and z{positions only.
However, shifts of 100�m in the y{direction
were observed. Both the design and properties
of the materials are being studied to under-
stand the source of this large movement.

2.4 Front-end electronics

2.4.1 Front-end chip

Since a fast readout chip satisfying the LHCb
requirement as discussed in section 3.3.2 was
not available, it was decided to develop
one within the collaboration. Possible can-
didates to start from were the SCT128A
chip [31] developed for ATLAS and the HE-
LIX chip [48] developed for the HERA-B ex-
periment. The former was built in the radia-
tion hard DMILL [49] silicon-on-insulator pro-
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cess, the latter is realized in a standard 0:8�m
CMOS process with a radiation tolerant de-
sign. Both chips are based on the RD20 archi-
tecture [50] shown in Fig. 2.33, which contains
a low-noise charge-sensitive RC-CR preampli-
�er/shaper stage, an analog pipeline, a de-
randomizing bu�er for triggered events and a
multiplexer.

In the meantime access became available
to the 0:25�m CMOS technology. Due to re-
duced threshold voltage shifts under irradia-
tion this technology provides an enhanced in-
trinsic radiation hardness. Using appropriate
design rules, like enclosed gate structures [51],
consistent use of guard rings [52], and forced
bias currents, it can be made at least as radia-
tion hard as the DMILL technology. It thus
appeared to be the technology of choice for
the development of an LHCb front-end chip.
To minimize the risk related to switching to
a new technology, it was decided to pursue a
dual approach:

� modify the existing SCT128A chip such
that it ful�lls the requirements for the
readout of LHCb. This chip will be re-
ferred to as SCTA VELO,

� develop a new chip, the Beetle, in
0:25�m CMOS technology.

R&D work towards the �nal front-end
chip encompasses measurements with the ex-
isting SCT128A chip, the predecessor of the
SCTA VELO, studies of test chips with com-
ponents of the Beetle and results from the �rst
prototype of the complete chip, the Beetle1.0.
The �nal version of the SCTA VELO and an
improved version of the Beetle have been sub-
mitted at the end of 2000 and in March 2001
respectively. Both chips are expected back be-
fore the summer of 2001. The �nal decision
which chip to use for the VELO at the startup
of LHC will be taken mid 2002 at the latest.

The SCT128A and SCTA VELO chips

Measurements were performed with the
SCT128A chip, which has a similar front-

end ampli�er as the SCTA VELO. A PR01-
R prototype sensor was equipped with several
SCT128A chips (Fig.2.15) and was readout in
a test-beam run. Figure 2.34 shows the mea-
sured pulse shape based on 150; 000 high mo-
mentum particles crossing the detector. The
timing information was given by a scintillator
signal. The input capacitance varied between
15 and 22 pF. One observes a rise time from
10% to 90% of 19 ns and a remainder of about
38% of the peak height after 25 ns [53]. This
remainder is expected to be suppressed to 20%
in the SCTA VELO (Fig. 2.34, lower plot).

In addition Fig. 2.34 shows a signi�cant
undershoot of up to 18% of the peak height,
which takes up to 600 ns to settle on the base-
line, but has a negligible impact on the perfor-
mance of the VELO due to the low occupancy.

The equivalent noise charge (ENC) of
the SCTA VELO is expected to be ENC =
600 e�+30 e�=pF. Details about the design of
the chip can be found in Ref. [54].

The Beetle chip

The development of the Beetle is described in
detail in [55]. Before assembling the complete
chip, individual components were submitted
and tested on separate chips.

For the bias settings given in [56], the
equivalent noise charge (ENC) has been mea-
sured as ENC = 790 e� + 17:5 e�=pF. Fig-
ure 2.35 shows a comparison between a mea-
sured and simulated pulse shape for a given
bias setting. For this measurement a charge
of 15; 600 electrons was injected at a capaci-
tive load of 3 pF. There is a reasonably good
agreement between the measurements and the
simulation. The rise time is measured to be
15 ns, the remainder 25 ns after the peak is
about 20% of the peak pulse height. Fig-
ure 2.36 shows the expected behavior of the
Beetle1.1 chip for load capacitances between
10 and 40 pF. The peaking time is essentially
independent of the load, but the fall time in-
creases while the peak pulse height decreases
with growing capacitance.

To illustrate the working of the entire chip,
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Figure 2.33: Schematic block diagram of the RD20 chip architecture as implemented in the SCTA VELO
front-end chip.

Fig. 2.37 shows the output signal of the com-
plete analog chain for Beetle1.0. All 128 chan-
nels are multiplexed on one port. The �gure is
an overlay of di�erent events with input signals
corresponding to 1, 2, 3, 4 and 7 MIPs applied
to 7 single and a group of 4 adjacent channels
of the chip. On the �gure the di�erent input
levels are most clearly visible on the group of 4
channels. The baseline shift is due to a voltage
drop on the bias line of the pipeline readout
ampli�er, which has been corrected for in the
current submission of the Beetle1.1.

A test-chip containing the front-end am-
pli�er was tested in detail before and after ir-
radiation to 10Mrad using an X-ray source.
After the irradiation the chip was still func-
tional [56].

2.4.2 L1 Electronics

The use of the VELO information in the L1
trigger requires custom-made electronics of
high integration which are able to receive ana-
log data at 40MHz, digitize and perform zero-
suppression before sending the digital data to
the L1 processors. It also needs to test event
synchronization. A prototyping programme

has been executed to study some of the crit-
ical tasks:

� the analog transmission and digitization
at 40MHz of event data coming from the
front-end chip at the L0 trigger rate of
1MHz;

� the preprocessing of digitized data
(pedestal subtraction, common mode
correction) before sending them to the
L1 trigger;

� the interfaces to the TTC, ECS and DAQ
systems of LHCb.

A �rst prototype board, Read-out Board 2
(RB2) [57], had been built which is 1/16 of
the �nal board. The RB2 is made of a VME
6U mother board and several interchangeable
daughter boards (Fig. 2.38).

The daughter boards implement many of
the L1 electronics features:

� The TTCrx daughter board carries one
TTCrx chip [58] which decodes the
40MHz system clock and the trigger
commands sent via optical �ber.
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Figure 2.38: RB2 board with its various compo-
nents.

� The FADC cards, equipped with the
8-bit ADC chips AD9059 [59], sample
the analog data from the front-end at
40MHz. An SMD version of this card
which carries the line equalizer for long
cable transmission operations has been
produced.

� An Experiment Control System (ECS)
interface prototype based on the
68HC12D60 micro-controller allows re-
mote access to the RB2 board via serial
interface or CANbus for the following
operations:

{ reprogramming of EPROMs, which
store the FPGA con�guration data,
using the JTAG interface [60],

{ downloading parameters to the de-
vices on the board (DAC, TTCrx)
using the I2C interface.

� A Level1Pre-Processor Interface card
equipped with an APEX100K-2E FPGA
working at 80MHz to execute the zero
suppression algorithm [61].

The performances of the analog to digi-
tal front-end data conversion have been stud-
ied [62] with the RB2 board reading data from
a prototype sensor (section 2.1 and Fig. 2.15)
equipped with SCT128A chips. The measure-
ments have been done in laboratory conditions
with a short cable connection between the sen-
sor and the FADC cards. The analog data was
read out and sampled at 40MHz. Test-beam

Part Latency time
(�s)

Pedestal 0:5
Faulty channels 0:5

Common mode suppression < 10:0
Reordering 0:5

Cluster encoding 1:0
Encapsulation 1:0

Link 3:0

Total < 16:5

Table 2.8: Latency times in the L1 PreProcessor.

data was used to obtain the absolute calibra-
tion (in electrons) of the FADC cards. A 1280
e� noise level has been measured compared to
1100 e� using a commercially available digi-
tizer board [63] and a readout and sampling
speed of 5MHz. A possible reason for the in-
creased noise of the RB2 is the insuÆcient elec-
tromagnetic shielding of the analog part from
the clock and power supply lines. This will be
improved for the next prototype board [64].

The RB2 equipped with a passive line
equalizer has been used to perform a study [65]
of driving analog data over a distance of 60m
(Fig. 2.39). Test pulses corresponding to a 1
MIP particle with a width of 25 ns and a rise
time of 2 ns were generated with a pulse gen-
erator (Fig. 2.40) and with a SCT128A chip.
A 7 ns rise time has been measured at the re-
ceiver end. The observed cross talk between
neighbouring samples was 3% and is similar
to using 8m long cables without a line equal-
izer [66]. However, the measured S/N perfor-
mance turned out to be degraded by about
10% which was not expected and is under in-
vestigation.

A prototype of the L1 PreProcessor
(L1PP) has been used [61] to test fast zero-
suppression algorithms for the L1 interface.
The L1PP prototype processes 128 channels
(1/4 of the �nal L1PP) using an APEX100K-
2E FPGA working at 80MHz. Test-beam data
and particle signals from a Monte Carlo gen-
erator were used as input. The output of the
FPGA agreed with the simulation [61]. The
measured contributions to the L1 latency time
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are listed in Table 2.8. The total latency time
is below 17�s, which is less than 1% of the
total available latency.

Low level software has been written for the
ECS prototype interface board. The JTAG
and the I2C interface have been tested with
the L1PP prototype card.

2.5 Mechanics, wake �elds, cooling

and vacuum

Here, we report on the R&D work related
to operation of the silicon detectors and to
VELO-LHC integration issues, which include
mechanics, vacuum, and wake �elds. Much of
this e�ort was focused on the design and opti-
mization of the secondary vacuum containers,
the protection schemes of the vacuum system,
and the proof-of-principle of the chosen cooling
scheme.

2.5.1 Mechanical aspects of the sec-
ondary vacuum container

The secondary vacuum container represents
one of the most critical parts of the VELO
structure. The container must be radiation re-
sistant and act as a wake �eld suppressor (elec-
trical properties). In addition, the container
provides a separation between primary and
secondary vacuum (ultra-high vacuum com-
patibility). The container walls located within
the LHCb acceptance must be manufactured
from low-mass material. Further, this thin-
walled structure must allow for a small overlap
between the silicon sensors of the two opposite
halves, implying the use of a complex corru-
gated structure, and it must accommodate the
motion of the detector halves. In our design,
this is achieved by interfacing the thin-walled
structure with the vacuum vessel via large rect-
angular bellows.

The mechanical properties of the thin-
walled structure, in particular its behavior un-
der the event of a pressure di�erence between
primary and secondary vacua, were investi-
gated by numerical simulations. Fig. 2.41
shows the results of a �nite-element analysis
(FEA) for the maximum displacement of the
foil surface (before permanent deformation oc-
curs), for aluminium. In normal operation
the pressure di�erence is less than 1 mbar.
The FEA results show that a 0:25mm alu-
minium structure would sustain a pressure dif-
ference of up to 17mbar without undergoing
plastic deformation. The results of such cal-
culations must be interpreted with care, as
the actual mechanical properties of the treated
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Figure 2.41: FEA results showing the displace-
ment on the aluminium encapsulation for a pres-
sure di�erence of 15mbar.

material can di�er substantially from the as-
sumed values. A �rst measurement of the rup-
ture pressure was performed on a small proto-
type encapsulation with a 0:1mm corrugated
aluminium wall welded onto 0:3mm thick alu-
minium side walls. The rupture pressure was
found to be about 80mbar, whereas the plas-
tic deformation pressure was measured to be
around 1mbar (in reasonable agreement with
FEA calculations). Further tests will be car-
ried out on the encapsulations fabricated ac-
cording to the �nal design.

The fabrication of such complex thin-
walled encapsulations is delicate and time-
consuming. An extensive prototyping pro-
gramme is ongoing, in which various tech-
niques are being studied to realize the desired
shape. Fig. 2.42 shows the current status of
these developments. The corrugated foil was
manufactured from a 0:25mm aluminium 3004
sheet (99 % purity) using two moulds and re-
peating about 20 cycles of pressing and anneal-
ing.

The large rectangular bellows (36 cm width
� 126 cm length) separating the two vacua
must accommodate the 30mm displacement in
the horizontal plane (compression of the bel-
lows) as well as for a �6mm lateral displace-
ment in the vertical plane. For the latter rea-
son, a pair of bellows separated by a 
at section
of 80mm is used (see Fig. 1.6 and Fig. 3.14).

Figure 2.42: Sample 0:25mm thick aluminium en-
capsulation.

These bellows do not need to sustain a dif-
ferential pressure of 1 bar, hence a dedicated
production method was developed which starts
from preformed 0:15mm thick stainless steel
sheets (membrane width of 5:5 cm): in a �rst
step the sheets are spot-welded around the
edges with a Nickel-alloy (brazing) foil pinched
between the two surfaces; in a second step, the
Nickel-alloy foil is molten in a vacuum oven.
This results in a smooth solder joint. This
technique has been demonstrated on a small
sample, see Fig. 2.43. The prototyping pro-
gramme is now continuing with the production
of a circular bellow, the mechanical properties
and vacuum tightness of which will be tested
thoroughly.

2.5.2 The secondary vacuum container
as a wake �eld suppressor

Beam bunches passing through the VELO
structures will generate wake �elds as a con-
sequence of the geometrical changes and/or
of the �nite resistivity of the wall materials.
The generated wake �elds can a�ect both the
VELO system (RF pick-up, heat dissipation)
and LHC beams (instabilities). Hence, the de-
sign must take into account minimization of
heat dissipation, of the coupling impedance,
and of the electromagnetic �elds inside the de-
tector housing.

The issue of RF pick-up by the silicon de-
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Figure 2.43: Sample 0:15mm thick stainless steel
membrane manufactured according to the method
described in the text.

tector modules was addressed by estimating
the attenuation of the LHC electromagnetic
�elds through the thin aluminium shield [67].
The use of a 0:1mm thick aluminium foil,
as proposed in the TP [1], might be insuf-
�cient to protect the detectors against high-
frequency pick-up noise. Present calculations
yield a minimum thickness of 0:18mm. Pend-
ing a more accurate determination based on
measurements with a fully equipped detector
module, the thickness has been increased to
0.25mm.

We addressed the issues related to the lon-
gitudinal loss factor and coupling impedance
by simulations with the codes MAFIA6 and
ABCI [68] which numerically solve Maxwell's
equations to obtain the wake �elds. Calcula-
tions in the frequency and time domain were

6MAFIA Collaboration, CST GmbH, Lautschlager-
str 38, 64289 Darmstadt.

Figure 2.44: Photograph of a prototype wake �eld
suppressor made of copper-beryllium alloy.

performed to study both resonant and tran-
sient e�ects. In the design of the VELO,
wake �eld suppression is achieved by enclos-
ing the silicon detector modules in a shielding
box made of aluminium and ensuring that a
continuous conductive surface guides the mir-
ror charges from one end of the VELO ves-
sel to the other. The end connections con-
sist of segmented half tapers fabricated from
(19 cm long, 70 �m thick) corrugated copper-
beryllium strips (see Fig. 2.44 and Fig. 3.13).
The corrugations are needed to allow for me-
chanical motion of the detector housings rela-
tive to the vacuum vessel and exit window.

In the LOI [69] and TP [1] designs the sili-
con detector modules are individually enclosed
in thin aluminium boxes which form a contin-
uous wall structure with deep cavity-like cor-
rugations. A �rst study with MAFIA in the
frequency domain showed that such deep cor-
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Figure 2.45: Top: Sketch de�ning the corruga-
tion depth d. Bottom: Shunt impedance versus
frequency calculated with MAFIA showing the res-
onance spectrum for various corrugation depths.

rugations result in a dense spectrum of reso-
nant modes with large shunt impedances [11].
The use of thin conducting ribbons through-
out the vertex detector primary vacuum ves-
sel [12] to screen these complex structures from
the beams is technically diÆcult, given the
constraints of multiple scattering and resis-
tive wall losses. Instead, we studied the al-
ternative solution of reducing the corrugation
depth to a value which suÆciently suppresses
wake �elds [13]. The spectrum of resonant
modes was analyzed for three di�erent corru-
gation depths (160, 20 and 5mm). The re-
sults of these calculations are shown in Fig.
2.45 (shunt impedance versus frequency). The
curve indicates the shunt impedance for which
a maximum power of 100W could be deposited

Figure 2.46: Full scale model of the VELO struc-
ture for RF tests.

by the beams assuming the frequency matches
with a multiple of the bunch repetition fre-
quency (40MHz). It is seen that for a corru-
gation depth of less than about 20mm the risk
to deposit such an amount of power into a sin-
gle mode of the VELO structures disappears.
Based on these results we decided to pursue
this option and studied similar structures with
a shape optimized for minimum multiple scat-
tering [13].

In a second step, we study the e�ect of the
VELO structures on the beams. Time domain
calculations with ABCI and MAFIA are under
way. Preliminary results for the detectors in
the closed position [14] indicate that the low-
frequency slope of the imaginary part of the
coupling impedance is of the order of 5m
7.
Calculations for the detectors in the open po-
sition will be carried out as well. In this posi-
tion, the top and bottom gaps can be screened
if needed by connecting the two halves with

exible metallic strips.

We intend to supplement our simulations
with a series of measurements on a one-to-one
scale model of the VELO. Fig. 2.46 shows a
photograph of the setup. Realistic wake �eld
suppressors and detector encapsulations are
implemented in this vessel. Several loop an-
tennas are used to monitor the components of

7To give a scale for comparison, the LHC shielded
bellows and monitor tanks contribute about 0:12 
 to
the e�ective impedance budget [70].
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Figure 2.47: Sketch illustrating the principle of
the gravity-controlled valve.

the (oscillating) magnetic �elds tangent to the
wall surface. Measurements of the resonant
modes and coupling impedance of the mock-up
will be performed by using network analyzers
and the wire-method [71]. Shielding eÆciency
measurements will be carried out with proto-
type detector modules.

2.5.3 Protection of the secondary vac-
uum container

The thin-walled secondary vacuum container
is a critical item in the VELO system. As dis-
cussed in section 2.5.1, the thin separation foil
is expected to deform irreversibly under the ef-
fect of a pressure di�erence exceeding 17 mbar.
As a consequence, the design must include
a protection scheme against possible failures
that would lead to an increase of the di�eren-
tial pressure across the thin wall. Electrically
activated valves controlled by di�erential pres-
sure switches will be applied. In addition, a
protection valve has been developed that does
not depend on any sensing device or external
supply (power and compressed air). The prin-
ciple of the valve, illustrated in Fig. 2.47, con-
sists essentially of a light aluminium disc rest-
ing on the end of a tube under the action of
gravity. In case of an increase of pressure in
the primary vacuum section, the disc moves
up directly under the e�ect of the pressure dif-
ference and equalizes the pressures in the two
volumes. To reduce the residual valve conduc-
tance between the two vacua in normal oper-
ation, the valve is di�erentially pumped by an
auxiliary pump.

Figure 2.48: Vacuum test setup.

The valves are used in a `tandem' scheme
to protect the foil against a possible increase
of pressure on either side of the foil. A �rst
prototype valve was designed, constructed and
tested (Fig. 2.48). The results of the test
showed that a residual conductance of 10�5 `/s
(10�3 `/s) can be achieved for air at room
temperature with (without) pumping with the
auxiliary pump. The valve was also success-
fully tested against a sudden burst of air into
one of the vacuum systems. The di�erential
pressure remained under about 6mbar. This
prototyping and test programme will be con-
tinued on a more sophisticated vacuum setup
as the VELO design evolves.

2.5.4 Proof-of-principle of the CO2

cooling system

The choice of CO2 as a coolant for the VELO
silicon detectors was motivated mainly by its
excellent cooling properties and radiation re-
sistance. A two-phase cooling system was cho-
sen in which the heat from the source is ab-
sorbed in the evaporation process of the (liq-
uid) cooling agent. Near the heat source, the
coolant is kept in mixed-phase equilibrium by
controlling the return pressure, which auto-
matically determines the operating tempera-
ture. Each module will be cooled down by
a cooling capillary. Liquid CO2 will be dis-
tributed in parallel to each capillary from a
manifold. To avoid coupling between the vari-
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Figure 2.49: CO2 cooling test setup.

ous capillaries, each will be preceded by a 
ow
restriction.

Measurements were carried out with a test
setup which demonstrated that (a) a cooling
capacity of 30W per capillary can be achieved,
and (b) that, when cooling down in paral-
lel multiple sources with di�erent heat inputs,
the operating temperatures can be kept stable.
The �rst tests were performed with a stain-
less steel cooling capillary of 1:0=1:3mm in-
ner/outer diameter [72]. A cooling capacity of
up to 5W/cm was obtained. Hence, with a
10 cm long capillary one can comfortably ac-
commodate a cooling power of 50W. Opera-
tion in parallel was checked with 5 identical
capillaries loaded with various heat sources.
Fig. 2.49 shows a photograph of the test setup.
In a next step, a full-scale setup with 27 sta-
tions, operated in vacuum, will be constructed
and tested.
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3 Technical design

The technical design of the VELO is based
as far as possible on the experience and results
obtained with the prototypes described in the
previous chapter. The description will be or-
ganized as follows: �rst the design of the sen-
sors, which will be based on the n-on-n imple-
mentation, together with their expected life-
time will be given. The designs for the hy-
brids and mechanical stands have not been �-
nalized, but will follow closely the prototypes
presented in the previous chapter. Here, the
design descriptions are not repeated, but the
overall constraints and chosen materials are
presented. The architecture of the electron-
ics will be presented next, where it should be
noted that there are two candidate FE-chips,
and that most of the electronics will be located
behind the shielding wall to avoid radiation,
and SEU (Single Event Upset) in particular.
A detailed description will be given of the me-
chanical structure which houses the VELO, its
interference with the LHC beam and primary
vacuum, and the cooling system to assure low
Si-bulk currents and to suppress the inverse
annealing of the sensors after irradiation. The
total material budget which is the consequence
of the design, and the strategy to be able to
align the detector will complement this chap-
ter.

3.1 Sensors

The design of the sensors combines the fea-
tures of the prototype detectors as described in
section 2.1. Since the n-on-n implementation
has been chosen, the strip layout re
ects the
prototypes PR01-R and PR01-�, while for the
total size and number of channels prototypes
PR02-R and PR02-� have served as guidance.

A design for which all the design features have
been achieved in one of the prototype detec-
tors is called a 'realistic` sensor. This realis-
tic sensor is what is used for the performance
studies described in section 4. However, it was
found that with some more R&D, improve-
ments could be achieved [4], both in radiation
hardness and physics performance. These sen-
sors are referred to as 'ultimate` sensors. The
requirements and constraints for the sensors
can be summarized as follows:

� The size of the sensors must be limited to
�t into a 100mm diameter wafer. This
avoids limiting the number of manufac-
turers, and does not exclude the pur-
chase of the ultimate 200�m thick sen-
sors, rather than the 300�m realistic sen-
sor. The sensor has to cover one half sta-
tion, rather than having to achieve this
coverage with several detectors, which
avoids an increased complexity both in
the construction and alignment of the
stations. This limits the largest radius
to 42mm.

� The VELO has to provide stand
alone tracking for the L1-trigger, hence
the VELO needs three independent
views. To simplify and accelerate
the L1-algorithm, the three views are
one R-measurement and two quasi �-
measurements for which the strips have
a stereo angle. The L1-algorithm also
requires the R-strips to be segmented in
�, to allow the determination of the pri-
mary vertex position in the plane per-
pendicular to the beam, based on the
R-measurements alone. A segmentation
better than 60Æ has been shown to be

41
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suÆcient.

� The implants must be AC coupled to the
ampli�ers to avoid large pedestal varia-
tions due to current induced by the non-
uniform irradiation.

� The minimum strip pitch achieved (pro-
totypes PR01-R) is 40�m. This allows
individual p-stops per n-strip to inter-
rupt the electron accumulation layer on
the ohmic side of the sensors. In the ulti-
mate sensors the pitch could be reduced
by using p-spray rather than p-atolls.

� The occupancy per channel should be
kept as low as possible, to allow eÆ-
cient and ghost-poor tracking in the L1-
trigger. By decoupling the strip layout
from the readout by using a double metal
layer to route the signals to the edge of
the detector one could in principle adjust
the strip pitch and length to achieve an
equal occupancy on all channels. How-
ever, the measurements closest to the
primary vertex contribute most to the
impact parameter error, implying that
the smallest pitch should be used for at
least the �rst few measurements. Fig-
ure 3.1 shows the radii of the �rst two
measurements of a track, hence typically
the smallest pitch should be kept for radii
below 20mm.

� The number of electronic channels per
sensor should be a multiple of 128, and
the number of FE-chips should �t at a
radius reasonable close to the maximum
sensor radius. This leads to 16 � 128
channels per sensor, as has been used for
PR02-R and PR02-�.

� The biasing of the sensors is achieved
using poly-silicon resistors rather than
FOXFET-biasing because of radiation
resistance [73].

� After irradiation the necessary large de-
pletion voltages might lead to micro-
discharges, especially at the end of the
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Figure 3.1: Radii of the two measurements of a
track closest to the primary vertex.

strip. Hence all strips have to be rounded
to avoid local high �eld regions.

Figure 3.2 shows a cartoon of the layout of
the strips on the realistic R-sensor and the ul-
timate �-sensor. The realistic �-sensor cartoon
is shown in Fig. 1.5.

The strips on the R-sensor are subdivided
in to four strips for smaller radii, while for
larger radii the subdivision is only two. The
area of the sensor at small radius has the high-
est particle 
ux, and the strixel1 length can
be as small as 6mm. The n-implants are AC-
coupled to Al readout strips, which in turn
are connected with via's to the routing lines
on a second metal layer which bring the signal
to the readout chips. The second metal layer
is insulated from the readout strips with a 2{
5�m SiO2 or poly-amide dielectric layer. Due
to this second metal layer no 
oating strips
can be used in the R-sensor design, since this
would lead to signi�cant charge loss [74].

The �-sensor uses strixels in a region at
small radius, and longer strips for the outer
region of the detector. In the �-sensor 
oat-
ing strips could in principle be used, since the
second metal layer lines which route the sig-

1A name invented by B. Henrich for the grey area
between pixels and strips.
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R sensor

strips
readout chips

routing lines
floating strips

φ sensor

2048 strips
 read out

2048 strips
 read out

Figure 3.2: Schematics of the strip and routing
line layout of the realistic R-sensor and the ultimate
�-sensor.

nal from the strixels to the electronics could
be oriented so as to avoid any crossing with

oating implants. However, for the realistic
detector design no 
oating strips will be used.
The ultimate sensor with 
oating strips would
give an improved resolution since the charge
sharing in the �-strips is practically only due
to di�usion, while in the R-sensor the charge
sharing is a convolution of the di�usion and the
spread of the charge due to the polar angle of
the tracks. The �-strips have a 20Æ stereo an-
gle in the inner region, and �10Æ in the outer
region. The choice of the angle in the inner
region is driven by the track reconstruction ef-
�ciency and ghost rates in the L1-trigger, as is
shown in Fig. 3.3. The size and opposite sign
of the stereo angle in the outer region follows
from the condition to minimize the depth of
the corrugations in the RF-shield.

Figure 3.4 shows a more detail schematic
of the layout of the implants of the realistic
R and �-sensor. The R-sensor covers a few
degrees more than 180Æ with its sensitive area
to facilitate the alignment of the two halves of
the VELO. For the �-sensor it is not necessary
to extend the sensitive area beyond 180Æ since
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Figure 3.3: Performance of the track �nding al-
gorithm in the L1-trigger as a function of the size
of the stereo angle in the �-sensors. The same 500
events have been used with di�erent stereo angles
imposed, hence the errors are correlated.

φ-measuring sensor

R-measuring sensor

40 µm pitch

37 µm inner pitch

182 degrees 
   spread

682 inner strips

1366 outer strips

 384 
strips

 384 
strips

 384 
strips

 384 
strips

 256 strips  256 strips

92 µm outer pitch40 µm inner pitch

182 degrees 
   spread

     break at
24.1 mm radius

98 µm outer pitch

total 2048
   strips

total 2048
   strips

Figure 3.4: Schematic of the strip layout of the
realistic R and �-sensors, not showing the routing
lines.
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due to the stereo angle odd and even stations
of opposite VELO halves will have a suÆcient
overlap for the alignment anyway. The guard
rings which degrade the high voltage from the
backside of the detector to the strips surround
the whole detector and occupy a 1mm wide
band.

φ-sensor with floating strips = ultimate φ-sensor

φ-sensor

φ-sensor with floating strips

φ-sensor with floating strips

φ-sensor with floating strips
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Figure 3.5: The strip pitch, strip length and oc-
cupancy for the realistic R-sensor, and the realistic
and ultimate �-sensor designs.

Figure 3.5 shows the strip pitch, length and
expected occupancy for 2�r�1:8 particles/cm2

per event (section 4.3) for the design shown in
Figure 3.4. The pitch of the R-sensor is kept at
40�m below a radius of 18:5mm, hence assur-
ing that all tracks will have a �rst hit with the
best resolution (see Fig. 3.1). At larger radii
the pitch is gradually increased to a maximum
pitch of 92�m at a radius of 42mm. At a ra-
dius of 24:1mm the strip length is doubled to
reduce the numbers of channels, while keeping
the occupancy below the 1% level. The real-
istic �-sensor has strixels of 9mm long in the

inner part, starting at a pitch of 37�m. The
boundary between inner and outer part at a
radius of 17:2mm has been driven by the min-
imum pitch of around 40�m and the remain-
ing allowed number of channels. In the ulti-
mate �-sensor design this condition would not
be present, and in this case the boundary has
been chosen to obtain a uniform occupancy.
The �-implants are tapered (similarly to the
PR02-�) to avoid low �eld, and consequently
ballistic de�cit, areas for the largest strip pitch
region.

3.1.1 Operating conditions for the sili-
con sensors

A �nite element analysis program has been
used to simulate the temperature, depletion
voltage and current 
ow for a non-oxygenated
300 �m thick sensor [28]. The operating tem-
perature was assumed to be the temperature of
the part of the sensor glued to the hybrid. The
operating conditions at the LHC have been
simulated by a constant 
uence for 100 days
while keeping the sensor at �5Æ, followed by
a warm up and access period of 14 days at
+22ÆC, and by a cold (zero-
ux) period for the
rest of the year. The expected depletion volt-
age as a function of time is shown in Fig. 3.6.

Two 
uences per year have been simulated,
corresponding to the expected doses at 8 mm
radius for the stations 7 (1.3�1014 neq/cm2)
and station 25 (0:5 � 1014 neq/cm

2). Varying
the initial resistivity of the silicon and the as-
sumptions about the parameterization of the
damage e�ects in silicon does not change the
results signi�cantly. The model predicts de-
pletion voltages almost twice as large as those
measured for the prototype n-on-n sensors (see
section 2.1.8). The spread in the depletion
voltages of non-oxygenated sensors from dif-
ferent manufactures is known to be large. The
behavior of the PR01 sensors is in better agree-
ment with oxygenated sensors [43], for which a
twice lower depletion voltage is expected com-
pared to the one predicted for non-oxygenated
sensors by the simulation package.

The bias voltage a�ects the amount of
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Figure 3.6: Predicted depletion voltages for a
300�m thick sensor as a function of time with an
initial depletion voltage of 70V operated at �5Æ for
a simple model of the LHC cycle and two di�erent

uences per year. The data points are from sen-
sor PR01, where the 
uence has been converted to
months of running by assuming 1:3� 1014 neq/cm

2

per year.

power dissipated within the sensor. For detec-
tors operating below 0ÆC a maximum of 0:1W
is generated within the sensor. For operation
in the temperature range �10ÆC to 0ÆC, bias
voltages of up to 600 V may be applied with-
out changing the maximum temperature of the
sensors by more than 1ÆC.

Under these conditions we predict that the
realistic (even non-oxygenated) sensors may be
operated fully depleted at these temperatures
with a bias voltage of 400V for at least two
years for the most conservative case. A bias
voltage of just over 600V would be suÆcient
to fully deplete all types of sensors even after
three years. The evaluated prototype n-on-n
detectors (see section 2.1.8) are expected to
survive up to four years at full depletion, while
a 40% under-depletion is not expected to a�ect
their performance signi�cantly ( Fig. 2.19), ex-
tending their lifetime even further.
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Figure 3.7: Schematic view of the module layout.

3.2 Modules

The LHCb VELO module performs three func-
tions:

� it provides the mechanical infrastructure
to support the sensors rigidly, stably and
in a known position,

� it acts as the base on which the electronic
readout for the sensor can be mounted,

� it allows the removal of heat from the
front-end chips and sensor.

The key components (see also Fig. 3.7) of the
module are:

� the silicon sensor,

� the FE-chips, mounted onto a thin kap-
ton that is glued to a substrate,

� the substrate, which is attached to a
cooling bracket,
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� the substrate assembly, which is mounted
onto a low mass carbon �bre paddle that
separates the sensors from the platform,

� the paddle, attached onto a paddle base
made of aluminium. The base is con-
nected via a 
at spring to a location base.

A summary of the material used in the
module is given in Table 3.1.

The module is designed to allow the pre-
cision alignment of the sensors relative to the
platform on which all modules are mounted.
This is made possible by the incorporation of
precisely machined location surfaces into the
module (on the location base). The sensors can
be moved in 3 directions (x, y, z) and rotated
about three axes relative to the location sur-
faces. During the assembly the paddle is �rst
glued to the paddle base and then the height
and tilt of the sensors are adjusted with the mi-
crometer screws relative to the location base.

3.3 Front-end electronics

3.3.1 System architecture

The key components of the front-end electron-
ics architecture are shown in Fig. 3.8. One
silicon sensor is read out by 16 front-end chips
mounted on one hybrid. Five repeater cards
per hybrid are mounted directly on the out-
side of the vacuum tank. Four cards drive the
analog signals over twisted pair cables to the
digitizer boards in the counting room at a dis-
tance of 60m. One other repeater card receives
the timing and control signals and the low volt-
age for the front-end chips as well as the bias
voltage for the sensor. All analog data of one
sensor are received and processed by one digi-
tizer board. The low voltage and high voltage
power supplies are situated behind the shield-
ing wall in a radiation safe environment. The
electronics can be divided into L0 electronics
(front-end chips, hybrids) and L1 electronics
(analog links, digitizer boards).

3.3.2 L0 Electronics

The L0 electronics deal with data before the
L0 decision.

Front-end chip

A front-end chip for LHCb has to sample de-
tector information with the LHC bunch cross-
ing frequency of 40MHz. The data have to be
stored in the chip for the 4�s latency of the L0
trigger decision. In order to ensure safe opera-
tion of the VELO, the decision has been taken
to store analog information, which allows the
monitoring of pedestals and noise on a chan-
nel by channel basis and to subtract common
mode noise in the digitizer boards as part of
the hit �nding algorithm. The most important
design parameters for the chip are listed in Ta-
ble 3.2 (for more details see Ref. [76]). The re-
quirement about the tolerable signal left over
after 25 ns (pulse spill-over) is derived from a
study of the L1 trigger eÆciency. If the sig-
nals left over are too high, the L1 trigger starts
to reconstruct tracks from the previous bunch
crossing and assign them a large impact pa-
rameter. The output of the L1 trigger will
then be saturated by fake b-events. It had been
shown [17, 77], that the trigger eÆciency is not
a�ected by a spill-over of less than 30%. With
30% spill-over, the number of clusters increases
by (2� 3)%.

Two front-end chip candidates
(SCTA VELO and Beetle) will be described
in this section. The �nal decision which chip
to adopt for the VELO at the startup of the
LHC will be taken in March 2002 at the latest
after testing the functionality of both chips
before and after irradiation.

SCTA VELO: The SCTA VELO front-end
chip (Fig. 2.33) is derived from the SCT128A
design [31] with the following main modi�ca-
tions:

� The pipeline is extended to 184 cells in-
cluding 16 cells of de-randomizing bu�er,
in order to accommodate a latency of
4�s.
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Material Radiation Thickness CTE Conductivity
length(cm) (�m) (�106) Wm�1K�1

Sensor silicon 9:3 300 2:8 130

Hybrid
baseline composite kapton 32:5 100 4 50

CF(UD) � 24 95 < 1 800
TPG 24:9 300 < 1 1700

CF(weave) � 24 150 < 1 10
backup composite beryllia 14:4 300 8:3 280

TPG 24:9 300 < 1 1700

Thermal connector
baseline aluminium 8:9 300 23 202
backup titanium 3:6 300 8:6 157

Paddle CF2 � 24 200 < 1 10
Paddle base aluminium 8:9 O(3cm) 23 202

Spring steel 1:8 O(3cm) 12 669
Location base steel 1:8 O(3cm) 12 669

Table 3.1: Material of module.

Sensor

FE chips

Hybrid

Vacuum Tank

ECS
Slave
Crate

   LHCb
    Data
Acquisition

Experiment
Control
System

Wall

Repeater Cards

Power
Supply

HV& LV Timing
 & Fast
Control

L1
Trigger

TFC

DAQ

L1

ECS

FADC Synchronization
Logic

L1PreProcessor
Block

L1
Buffer

Data
Processor

Digitizer board

60 m Twisted Pairs
Cables

Figure 3.8: Front-end electronics architecture.
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readout pitch 40-60 �m

channels per chip 128

detector capacitance 10� 30 pF

required S/N > 14

radiation hard to > 10Mrad

power consumption < 6mW/channel

peaking time � 25 ns

pulse spill-over < 30% after 25 ns

dynamic range � 110,000 electrons

required linearity � 5% over full range

sampling frequency 40MHz

L0 trigger rate 1MHz

consecutive L0 triggers yes

de-randomizing bu�er 16 events

max. latency 4�s (160 � 25 ns)

readout time � 900 ns/event

ECS interface write and read of parameters
I2C [75] recommended

Table 3.2: Principal requirements of the front-end chip.

� In addition to splitting the multiplexer
into four lines, the readout ampli�er is
redesigned to reach the required readout
speed of 900 ns for a single event.

� Two samples with header information
are added for each multiplexer, which al-
lows the read out of the pipeline column
number (PCN) in addition to the analog
data of a triggered event.

� To program the chip and to read back
the con�guration parameters, a serial in-
terface is added, which runs a reduced
JTAG protocol [60].

� Finally, triggering on consecutive events
is implemented.

The simulated pulse shape of the SCTA VELO
was already discussed in section 2.4.1. The to-
tal power consumption of the chip is expected
to be < 5:7mW/channel.

Beetle: The block diagram of the Beetle
chip [78] is similar to that of the SCTA VELO.
The chip can be operated as an analog, the

mode which will be used for the VELO, or al-
ternatively as a binary pipelined readout chip.
Current drivers transmit the serialized data
and the pipeline column number o� the chip
within a readout time of 900 ns. The output
of a dummy channel is subtracted from the
analog data to compensate for chip induced
common mode e�ects. All ampli�er stages are
biased by forced currents. On-chip digital-to-
analog converters (DACs) with 10 bit resolu-
tion generate the bias currents and voltages.
For test and calibration purposes a charge in-
jector with adjustable pulse height is imple-
mented for each channel. The bias settings
and various other parameters such as trigger
latency can be controlled via a standard I2C-
interface. Details about the design and the
performance of the chip are given in refer-
ences [78] and [55], respectively.

The layout of the Beetle with the corre-
sponding 
oor plan is depicted in Fig. 3.9. The
die size is (6:1 � 5:5)mm2. The analog input
pads have a pitch of 41:2�m. A value below
2mW/channel was found for the power con-
sumption of the front-end ampli�er. For the
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Figure 3.9: Layout of the Beetle readout chip with its corresponding 
oor plan.

complete chip a value of 4mW/channel is ex-
pected.

The ECS interface

An important issue for the operation of the
LHCb VELO is the slow-control interface or
more generally the integration to the exper-
iment control system ECS. In LHCb, the
SPECS system derived from the SPAC bus [79]
has been chosen as the preferred solution for
the interface between front-end electronics and
ECS. The chosen protocol for programming
and reading the registers of the front-end elec-
tronics provides interfaces to both I2C and
JTAG.

SPECS is a one-master n-slaves bus where
the master is implemented in a PCI board sit-
ting in a PC in the counting room. The bus
requires four unidirectional di�erential pairs.
The SPECS bus is fast (10 Mbit/s) and can
extend up to 100m. Up to 112 SPEC slaves
can be addressed by one master [79].

Details about the design of the complete
system are described in [80]. It is impor-
tant to emphasize that the system is 
exible
enough to handle both the SCTA VELO and

the Beetle front-end chips. For the cabling,
cheap AWG26 Cat5 cables have been found
to work for distances up to 100m [81]. The
SPECS master is implemented in an Altera
10k50E FPGA, whereas the slave will be im-
plemented in an SEU immune antifuse tech-
nology. The slave acts as a transceiver and
provides the necessary I2C/JTAG buses up to
a length of 12m. This allows the placement of
the SPECS slaves at a distance where the ra-
diation dose is below 100 Rad/year. On the
front-end board the signals are repeated by
active, radiation hard electronics. These re-
peater boards sit at the outside of the VELO
tank and also carry a TTCrx chip [58] that
provides trigger and timing information to the
hybrid. The TTCrx chip is programmable via
the I2C protocol.

Due to the compact design of the VELO,
7 SPECS slave boards providing up to 112
I2C/JTAG links can be located in a single
crate close to the detector in order to connect
100 repeater boards, one per hybrid, to the
SPECS bus. Only one link is needed to con-
nect the crate to the SPECS master located
in the counting room. The whole scheme is
depicted schematically in Fig. 3.10.
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Figure 3.10: SPECS based front-end control.
Dashed boxes show front-end chip speci�c parts.

Hybrid

Apart from providing the electronic support
for the 16 front-end chips and the bias volt-
age for the sensor, the VELO hybrid acts also
as mechanical and cooling support for the sen-
sor. A prototype of an LHCb VELO hybrid
has been built (Fig. 2.29). Its technical de-
sign is described in section 2.2. A second gen-
eration of prototypes is under design, which
builds on the existing work but is fabricated
on kapton. This hybrid will be able to carry
the SCTA VELO chip. The �nal hybrid will
be based on these prototypes and is expected
to di�er only in details from the present design.

3.3.3 L1 Electronics

The L1 electronics deal with the data after the
L0 decision. Its purpose is to digitize the ana-
log data, preprocess data for the L1 trigger,
store data during the L1 latency, do data re-
duction (zero suppression and common mode
correction) and transmit the data to the LHCb
data acquisition system after L1 accept. The

L1 electronics performs also data synchroniza-
tion checks. The di�erent components of the
L1 electronics are:

� repeater cards located on the outside of
the vacuum tank (Fig. 3.8),

� 60m analog data transfer,

� digitizer boards in the counting room.

Repeater cards

The 64 analog outputs of one hybrid are con-
nected to one digitizer board via four data re-
peater cards. One additional power/control
card per hybrid provides low voltages to the
front-end chips and the high voltage to bias the
silicon sensor. In addition, each power/control
card has a link to the ECS and to the TTC
system to provide the front-end chips con�g-
uration and control signals. One TTC optical
link connects the TTC system to a TTCrx chip
on the power/control card, which converts the
optical signal into LVDS Clock, Reset and L0
trigger signals.

Analog data transmission

The analog data are transmitted at 40MHz
rate via twisted pair cables to the digitizer
boards which are placed at a distance of about
60m in the counting room. A rad-tolerant am-
pli�er [82] inside the repeater card is used to
drive the small channel voltage levels (80 �
100mV) of the front-end chips. A passive line
equalizer in the link receiver compensates for
the cable losses as described in section 2.4.2.

Digitizer board

The digitizer board (Fig.3.8) has, in addition
to the 64 analog data links, four more input-
output interfaces:

� Timing and Fast Control (TFC).

� Experiment Control System (ECS).

� L1 trigger (L1): An s-link interface [83]
connects the digitizer boards with the L1
trigger farm.
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� Data AcQuisition (DAQ): An s-link in-
terface that connects the digitizer board
to the LHCb data acquisition system.

The Link Receivers digitize the analog data
at a frequency of 40MHz. The Synchroniza-
tion Logic groups the event data coming via
four analog links from each front-end chip. The
event data are copied to the L1 PreProces-
sor (L1PP) and stored at the same time in
the L1 bu�er until the L1 accept/reject sig-
nal is issued. The L1PP performs event data
reduction and sends clusters to the L1 trig-
ger. The Data Processor removes the rejected
events from the L1 bu�ers and processes the
accepted events in order to create clusters to
be sent out to the DAQ.

Link Receiver and Synchronization
Logic: The Link Receiver consists of a line
equalizer, an ampli�er and an FADC. Four
analog data streams, corresponding to the
output of one front-end chip, are fed into four
FIFO's controlled by one FPGA. To check
synchronization, the 8-bit Pipeline Control
Number (PCN) coming with the front-end
chip data is compared with the PCN provided
by an emulator. In case of on error the event
is 
agged accordingly.

L1 PreProcessor, L1 bu�er and Data
Processor: Each of the four L1 PreProces-
sor blocks processes the data of four front-
end chips (= 512 channels). The data are
stored in an input FIFO. A local memory
which is loaded via ECS contains the pedestal
and threshold values for every channel. Faulty
channels can be masked. Data are corrected
for common mode noise and a cluster �nding
algorithm is executed based on the threshold
information. The clusters are stored into an
output FIFO, which holds a maximum of 128
clusters. The L1 interface receives the clus-
ters from the four output FIFO's, packs them
together according to the format proposed in
the L1 Trigger requirements document [84], en-
capsulates them according to the s-link proto-
col [85] and sends the event to the Read-out

Units of the L1 trigger. Events with more than
128 clusters per digitizer board are 
agged and
the additional clusters are ignored.

The same data that are sent to the L1 Pre-
Processor are also copied to the L1 bu�er wait-
ing for the L1 decision. The L1 bu�er holds
up to ' 1900 events and is implemented as one
DMA memory of 512 kbyte for 8 input links.

After a positive L1 decision, the data are
transferred from the L1 bu�er to the L1 de-
randomizer bu�er2, where they remain until
the data processor is ready to accept the next
event. The output of the data processor is kept
in the Output Bu�er until it is transferred to
the LHCb data acquisition system.

The Data Processor performs a similar
data reduction as the L1PP but with a bet-
ter precision and lower thresholds since it has
about a factor 10 more time available. The
Data Processor runs also a L1PP emulator pro-
cess that allows to record in an LHCb event the
input which was sent to the L1 trigger. A small
fraction of the event data are recorded without
zero-suppression for o�ine monitoring of the
pedestals and noise per strip.

The processing is done by DSPs3 with a
processing power of 2000MIPS. Each DSP pro-
cesses data from 8 input links. The L1 deran-
domizer bu�er and the Output Bu�er are im-
plemented using the DSP internal data mem-
ory of 64 kbytes: 8 kbytes are used to imple-
ment a 32-event deep L1 derandomizer bu�er;
the remaining 56 kbytes are used to implement
the Output Bu�er. A cluster is coded using 6
to 12 bytes in the output data format: 4 bytes
for the cluster address and L1 information and
2 to 8 bytes with the individual strip charge
values. The average event size in the output
bu�er (assuming an average 1% occupancy) is
15 bytes per DSP, which corresponds to a total
size of 12 kbytes per event for the full VELO.
The maximum L1 accepted event size in the
Output Bu�er is 512 bytes: therefore in the
worst possible case the Output Bu�er is able

2http://lhcb-elec.web.cern.ch/lhcb-elec/html /ar-
chitecture.htm

3TMS320C620X DSP Texas Instruments,
http://dspvillage.ti.com/docs/dspproducthome.jhtml
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Figure 3.11: Data 
ow diagram of the digitizer board.

to retain more than 100 events. The data from
the 8DSP's on one digitizer board are multi-
plexed and packed according to the s-link pro-
tocol and sent to one read-out unit of the DAQ.
At 100 kHz L1 trigger rate, the average data
rate is 12Mbytes/s, easily supported by exist-
ing s-link commercial cards4.

TFC and ECS interfaces: The TFC inter-
face contains a TTCrx receiver chip, a front-
end emulator and a timing/control FPGA.
TTCrx is used to decompose the TTC optical
signal into the 40MHz clock and the fast com-
mands (the reset commands for Event Identi-
�cation, and the L1 accept/reject command).
The front-end emulator holds a real front-end
chip or an FPGA emulating the front-end chips
digital logic. The L0 trigger is fed into the chip,
and for each trigger the PCN header informa-
tion is decoded and used for synchronization
checks.

The ECS interface provides read and write
access to the memories and FPGA registers on
the digitizer board. The ECS controller is a
Credit-Card-PC (CC-PC).

3.3.4 Power supplies

The VELO power supplies must provide:

� Low voltage for the L0 electronics,

� high voltage bias for the silicon sensors.

4http://hsi.web.cern.ch/HSI/s-link/devices/odin/

The required power supplies are summa-
rized in Table 3.3.

The architecture of the power supply sys-
tem follows the detector partitioning. Each hy-
brid has its own Low Voltage Module (LVM)
and High Voltage Module (HVM). The LVM's
and HVM's are hosted in a common crate lo-
cated behind the shielding wall. The crate also
hosts a Crate Controller Module (CCM) which
provides the ECS CANBus interface5 and an
Interlock Module (IM) to disable, according to
external signals, the modules.

Low voltage modules

The LVM must provide:

� voltage for the analog part of the front-
end chips;

� voltage for the digital part of the front-
end chips;

� positive and negative voltage for the line
drivers;

� voltage for the TTCrx and other compo-
nents of the repeater boards.

The LVM's are insulated from the crate
power supply and optically coupled to the
CCM. Each voltage supply is powered by a
separate line with its own return line. Re-
mote sensing lines are present for both analog

5http://www.can.bosch.com/docu/can2spec.pdf



3.3. FRONT-END ELECTRONICS 53

Nominal Voltage [V] Power [W]

FE analog
SCTA 5 6
Beetle 2:5 4

FE digital
SCTA 5 6
Beetle 2:5 4

Line drivers �5 60

TTCrx, other 5 2:5

Silicon 1� 1000 < 5W

Table 3.3: Power supply requirements.

(4 sensing wires) and digital (2 sensing wires)
voltages. The LVM monitors voltages and cur-
rents and a hardware over-voltage and current
protection is implemented. The hybrid tem-
perature is also monitored at the LVM and in
the case of overheating, voltages will be de-
creased or turned o�.

High voltage modules

The HVM provides the sensor bias voltage up
to 1 kV. The high voltage is supplied by a
coaxial cable; the cable shielding acts as re-
turn path. The HVM is insulated from the
crate power supply and optically coupled to
the CCM. The output voltage and current are
monitored. In addition to hardware protection
against over-voltage and over-currents, a pro-
grammable ramping up and down procedure is
implemented.

Crate controller module

The main job of the Crate Controller Mod-
ule is to communicate with the ECS via CAN-
bus, and with the LVM and HVM. All voltage
settings, ramping parameters, current-voltage
limits, temperature limits, on-o� commands
are set by the ECS and sent to the appropri-
ate module; information about voltages, cur-
rents, temperature, trip conditions and status
of modules are collected and sent to the ECS.
A local command and monitoring mode used
in maintenance and test phases is available.

Cables

The low voltage, high voltage and sensing ca-
bles run from the power supply crate in the
counting room to the VELO vacuum vessel;
each line has its own return cable. The cable
length is of the order of 40 { 60m.

Each high voltage line consists of one coax-
ial cable, with the shield connected to ground
for safety reasons. Each low voltage supply line
consists of 2 conventional cables: the use of
multi-conductor cables can reduce the amount
of low voltage cables in the cavern.

3.3.5 Grounding scheme

The partitioning of the VELO electronics fol-
lows the detector topology. Each silicon detec-
tor with its hybrid forms a group. There is a
total of 100 VELO hybrids with 16 front-end
chips each.

As a general rule, the groups are as much as
possible electrically isolated from each other.
In particular, there is no electrical connection
between an R- and �-hybrid within one mod-
ule. The power distribution and the ground-
ing scheme must follow this partitioning. The
number of groups connected to the same power
supply is kept as small as a�ordable.

The VELO detector grounding scheme will
follow the basic rules which will be de�ned for
the whole LHCb experiment.

The general scheme to prevent the gen-
eration of low impedance ground loops is to
use a tree connection terminated at a common
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grounding point. The VELO detector tree
grounding scheme will have the common point
located on the hybrid side and will follow the
partitioning described above. When required,
capacitors and/or resistors will be used to de-
couple on and o� detector electronics. We give
a short description of the implementation for
the relevant subsystems.

� Low voltage power supplies: The low
voltage power supplies (less than 50V)
are grounded at the hybrid side (see
Safety connection).

� High voltage power supplies: The
range of voltages required is below 1 kV.
The VELO uses a coaxial cable with the
shield connected to ground at the power
supply side for safety reasons. The HV
power supply is grounded via an appro-
priate resistor at the detector side.

� Safety connection: The safety point
location for LHCb in the cavern will be
de�ned mid-2001. All the VELO me-
chanics parts such as the vacuum system,
cooling system and RF shield, are con-
nected to the beam pipe. The ground
point must never be interrupted. The
following options have been identi�ed:

{ connection of the hybrids to ground
via the cooling pipes

{ connection via the mechanical hy-
brid support

{ connection to a point outside of the
tank, using an extra line.

The �nal choice will be done after an in
situ optimization, which will attempt to
reduce the electronic noise that may be
induced by this connection.

� Signal links: All the analog data and
the control lines use shielded twisted
pairs. The shield of the cable is con-
nected to the repeater card ground and is
decoupled by a capacitor at the digitizer
board.

3.4 Mechanics

The mechanical structure that houses the sil-
icon detectors (more details can be found in
Ref. [8]) di�ers considerably from the one de-
scribed in the Technical Proposal [1], in par-
ticular with respect to the vacuum envelope,
detector support frames and xy-table.

Firstly, requirements are listed, imposed by
both the LHC machine and the LHCb exper-
iment, which the design of the vacuum vessel
and support structures of the vertex locator
need to meet.

LHC requirements:

� Beam-induced bombardment inside the
vacuum vessel must be low enough that
e�ects on the beam lifetime and stability
are kept at an acceptable level [86].

� During data taking the silicon detectors
are placed at 8 mm from the circulat-
ing protons. However, during injection
the required half aperture amounts to
27mm [87]. The complete silicon detec-
tor array and encapsulations must be re-
tractable such that no material remains
within this radius during beam injection
and ramping.

� The VELO should not degrade the LHC
beam conditions by parasitic RF cou-
pling.

� No LHCb-speci�c failure scenario should
lead to an (expected) downtime for the
LHC that exceeds two weeks.

LHCb requirements:

� The acceptance of the vertex detector
will be 300mrad � 250mrad (horizontal
� vertical). Multiple scattering in the
vacuum envelope, wake �eld suppressors
and exit window should be kept to a min-
imum. The geometry should be such as
to be compatible with subsequent detec-
tors (e.g. T1 and RICH1).
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Figure 3.12: Three dimensional view of one detector half (rotated by 90Æ) showing the silicon detector
modules �xed on the support frame, the cooling capillaries and the manifold.

� The silicon detector planes must be po-
sitioned with respect to each other with
an accuracy of better than 20�m [1].

� The detector halves must be aligned to
each other with an accuracy better than
100, 100 and 500�m in the x, y and z
directions, respectively [1].

� It should be possible to remotely move
the detectors in the two transverse di-
rections with respect to the beams by
�5mm from the nominal beam axis.

� When retracting or moving in, it should
be possible to stop the detectors at an
arbitrary intermediate positions and to
operate the VELO for �nding the beam
position by tracking.

� The positioning of the VELO detector
halves must be reproducible with an ac-
curacy better than 50�m [1].

� The VELO mechanical design must ac-
commodate a cooling system such that
the silicon detectors can be maintained
at their operating temperature (which
will be between �25ÆC and +10ÆC).

� Heat load and RF pickup due to wake
�elds must be minimized by suitable
choice of the geometry (e.g. vacuum en-
velope) and speci�c wake �eld suppres-
sors (see section 2.5.2).

� The VELO mechanical design should
take into account the high radiation lev-
els in the LHCb environment.

3.4.1 Mechanical design

The VELO contains silicon strip detectors as
active elements (see section 3.1). These detec-
tors are organized in two halves (one on each
side of the beam axis) each containing 27 mod-
ules. A single silicon detector module contains
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both an R- and a �-silicon plane and their hy-
brids with the front-end electronics. The two
most upstream modules of each half only con-
tain an R-measuring plane and are used as
a pile-up veto counter for the L0 trigger (see
Ref. [3]). The silicon detectors, including hy-
brids, cabling, connectors and cooling system
will be operated in a so-called secondary vac-
uum system (separate from the machine vac-
uum). The implementation of 22; 000 electri-
cal feedthroughs has been taken into account.
Fig. 3.12 shows a three dimensional view of one
VELO detector half. The detector modules are
mounted on an aluminium support box with
pins and clamping bolts in such a way that
the modules can be replaced and repositioned
with an accuracy better than 20�m. Before in-
stallation of both detector support boxes into
the secondary vacuum containers, alignment of
the detector modules will be performed to the
required accuracy with respect to each other.

A thin aluminium box is used as a bound-
ary between the primary LHC vacuum and the
secondary detector vacuum. Moreover, this
encapsulation acts as a wake �eld suppressor.
The encapsulation comprises an advanced me-
chanical structure. Prototypes are being fab-
ricated and their properties (with respect to
vacuum, RF shielding, etc.) will be tested (see
section 2.5.1). The aluminium envelope of the
silicon stations must be electrically connected
to the exit window to guarantee appropriate
wake �eld suppression and to prevent possible
sparking in this transition region. This consti-
tutes a delicate design issue and a prototype
design based on corrugated strips is shown
in Fig. 3.13. The connections consist of seg-
mented half tapers fabricated from (19 cm long
and 70 �m thick) corrugated copper-beryllium
strips. The downstream tapers are connected
to the interior of the LHCb beam pipe by
a press-�t connection. The corrugations are
needed to allow for mechanical motion of the
detector housings relative to the vacuum vessel
and exit window.

A front view of the mechanical design of
the VELO is shown in Fig. 3.14. The vacuum
vessel and associated vacuum pumps rest on

TOP
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Figure 3.13: Prototype design of the wake �eld
suppressors connecting the thin-walled aluminium
box to the beam pipe sections.

a concrete stand. Large rectangular bellows
allow precise movement (in the transverse di-
rections) of the detectors during data taking as
well as complete retraction of the detector el-
ements prior to �lling and dumping the beam.
These large rectangular bellows decouple the
complete VELO detector system from the pri-
mary vacuum vessel. The detector halves are
attached to a frame which can be moved in the
two transverse directions relative to the con-
crete stand. All motors, bearings, gearboxes
and chains of the positioning system are out-
side the vacuum. Coupling to the frame is done
via bellows.

Fig. 3.15 shows that installation of the frag-
ile secondary vacuum system is performed by
removal of the upstream spherical 
ange. Af-
ter bake out and venting with ultra-pure neon,
the detector halves can be installed via the two
large rectangular openings in the sides of the
vacuum vessel. The design accommodates 440
feedthrough connectors (50-pin D-type glass-
ceramic) to transport the detector signals to
the o�-detector electronics. After insertion
into the vessel, the detector halves are de-
tached from the large feedthrough 
anges and
mounted to the inner support frames which are
coupled to the positioning system. A horizon-
tal cross section of the VELO assembly is de-
picted in Fig. 3.16, where one can see the two
detector halves installed in their containers, in-
side the primary vacuum chamber.

The exit window (see Fig. 3.16) is mounted
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Figure 3.14: Front view of the VELO showing the detector positioning system.
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on the vertex detector primary vacuum cham-
ber by a circular 
ange. It is designed with
a diameter of 760mm for a track clearance of
300mrad � 250mrad. Finite element analysis
calculations were performed to determine the
appropriate geometries for both the exit win-
dow6 and the vacuum chamber [89]. In this
way it was ensured that the design complies
with the D2 safety code7 regulations.

Figure 3.15: Installation of the thin-walled sec-
ondary vacuum containers into the VELO primary
vacuum system.

In case of a failure which requires removal
of the secondary vacuum containers, an emer-
gency wake �eld suppressor can be installed
in the vacuum vessel to provide a conductive
(cylindrical) connection between its two ends.
This pipe will have holes for vacuum pump-
ing and, if necessary, will be coated with ad-
equate materials. For the more severe sce-
nario where one must remove the exit window
and LHCb beam pipe, an emergency pipe will
be available, which can be installed through-
out the VELO vacuum vessel (leaving the lat-
ter at atmospheric pressure). In this way, re-
positioning of the primary vacuum vessel and
detector support frames can be avoided. The
design of this emergency pipe will be taken
over from the design of a standard LHC warm
straight section.

6As the exit window is part of the LHCb beam pipe,
design and fabrication work has been transferred to
CERN/LHC-VAC [88].

7CODE DE S�ECURIT�E / SAFETY CODE D2 Rev.
2.

3.5 Vacuum system

The silicon strip detectors are operated in vac-
uum, since this allows for positioning the sen-
sitive area close to the beam and reducing the
amount of material traversed by particles. The
vacuum system design described here resem-
bles in several aspects the one proposed in
Ref. [90]. To minimize the contamination of
the primary (LHC) vacuum, the detector mod-
ules are placed in a secondary vacuum con-
tainer. The secondary vacuum is separated
from the primary vacuum by a thin-walled
structure. As a consequence, the design must
include a protection scheme against possible
failures that would lead to an increase of the
pressure di�erence across the thin wall. Elec-
trically activated valves controlled by di�eren-
tial pressure switches will be applied. In ad-
dition, the use of a protection mechanism will
be included that does not depend on any sens-
ing device or external supply (power and com-
pressed air).

3.5.1 Layout

The VELO vacuum system consists of three
communicating sections, namely the VELO
primary vacuum vessel, the LHCb beam pipe
and the silicon detector housings, as schemat-
ically shown in Fig. 3.17. These sections are
not independent vacuum systems: none of the
section can be brought to atmospheric pressure
individually. The VELO primary vacuum ves-
sel and LHCb beam pipe are part of the LHC
primary vacuum system.

The LHCb beam pipe extends through-
out the complete LHCb detector (length of
� 18m) and currently consists of three ta-
pered, thin-walled pipes connected to each
other (for the material, Al, Al-Be alloys and
stainless steel are being considered). On the
VELO side, the pipe ends with a curved
�760mm and � 2mm thick Al window (the
VELO exit window). The window is welded
to the LHCb beam pipe. The interior of the
LHCb beam pipe will be coated with low acti-
vation temperature NEGs [9]. These will be
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Figure 3.16: Horizontal cross section of the VELO showing the primary and secondary vacuum system.
Rectangular bellows allow movement of the detectors in the horizontal plane over �30mm.
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Figure 3.17: Layout of the vacuum system and controls.

activated in-situ by baking the LHCb beam
pipe to 200ÆC for about 24 hours. The NEGs
can be vented with clean gas and reactivated
later (under high vacuum) without substan-
tial loss of their pumping speed. However, be-
cause of their limited capacity, it is expected
that after several such cycles the NEGs pump-
ing speed will drop substantially. In the case
of the LHCb beam pipe, it is not yet known
whether the full pumping speed of the NEGs
will be needed to ensure acceptable (static
and dynamic) vacuum conditions for the LHC.
If not, the maximum number of venting cy-
cles could be somewhat larger. Reactivation
at higher temperature (about 250ÆC) and/or
for longer times could be considered to in-
crease the lifetime of the NEG coating [91].
To avoid bake-out after a venting/pump-down
cycle, a well-established procedure using ul-
trapure inert gas (probably neon) will be ap-
plied, as is routinely done in e.g. the CERN
EST/SM laboratories. The servicing pro-
cedures (NEG-preserving venting and subse-
quent pump-down, normal venting and sub-

sequent pump-down, bake-out of VELO and
LHCb beam pipe) are described in detail in
Ref. [10].

The VELO vacuum vessel is a 1m diame-
ter stainless steel vessel of about 1:8m length
which is evacuated by two powerful ion pumps
(combined with Ti-sublimation pumps). The
VELO vacuum vessel can be baked out in-situ
to 150 ÆC. During bake-out, the silicon detec-
tors are not in the secondary vacuum vessel.
The nominal static pressure of the baked-out
VELO vacuum chamber is expected to be in
the 10�9mbar range, the residual gas being
mostly H2 and CO.

The main function of the Si detector hous-
ings is to protect the primary vacuum from ex-
cessive outgassing rates and to reduce RF cou-
pling between the LHC beams and the VELO.
The detectors can be removed without expos-
ing the primary vacuum to ambient air. The
detector housings protrude inside the primary
vacuum vessel. In the current design, the sides
of the housing which fall within the LHCb ac-
ceptance are made of 0:5 mm Al. The side fac-
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ing the beams is made of 0:25 mm Al. The two
detector housings are evacuated by two turbo-
molecular pump stations.

The LHCb beam pipe, besides being a frag-
ile vacuum structure, constitutes a sensitive
part of the high vacuum system because of the
active NEG coating. Several options are be-
ing studied to ensure that the interior of the
primary vacuum system will be minimally ex-
posed to ambient air during an access to pri-
mary vacuum components. One of the options,
for example, is to enclose the LHCb VELO and
RICH1 sub-systems in a clean area with a con-
trolled atmosphere (low humidity, dust-free).
In any case, the VELO setup will be located in
a closed and possibly restricted area for reduc-
ing risk due to human action. Furthermore, all
servicing and maintenance operations on the
VELO setup will be performed exclusively by
quali�ed personnel.

The complete vacuum system will be con-
trolled by a PLC unit backed with an unin-
terruptable power supply and interfaced to the
LHC and LHCb SCADA systems (via e.g. eth-
ernet). In addition to this software interface,
hard-wired interlocks between LHC and LHCb
will be implemented, for example for operation
of the sector valves.

3.5.2 Protection devices of the LHCb
vacuum system

Two kinds of safety valves are used to pro-
tect the thin separation foil (detector housing)
from an irreversible deformation, or rupture,
in case of a pressure increase on either side of
the foil. A di�erential pressure switch is used
to open an electrically activated valve when-
ever the pressure di�erence between the pri-
mary and secondary vacua rises above a value
' 1mbar. If the pressure di�erence exceeds
the value ' 5mbar, then the gravity-controlled
valve (see section 2.5.3) opens under the di-
rect e�ect of the pressure independently of
any electrical power or pressurized air supply.
The purpose of these safety valves is to main-
tain the pressure di�erence below ' 17mbar,
the value above which the thin-walled detec-

tor housing is expected to deform irreversibly.
Note that, at this pressure, the largest (per-
manent) displacement on the encapsulation is
about 0:3mm. The actual rupture pressure
of the encapsulation is expected to be several
hundred mbar [89].

The e�ect of a leak in the LHCb vacuum
section on its neighboring sections should be
minimized, and vice versa. The implemen-
tation and impact of fast separation valves
between LHCb and its neighboring LHC sec-
tions are under study. Furthermore, to protect
the LHC ring vacuum against possible human-
induced mishaps, the sector valves around
LHCb will be automatically closed whenever
access to the experimental area is granted.

The LHCb equipment will be divided into
subsystems, each having its own battery back-
up (Uninterruptable Power Supply, UPS).
These UPS's can take over instantly after a
power failure. However, their autonomy time
is about 10 minutes. To protect against longer
power failures, LHCb will rely on a high-power
diesel generator. Since the take-over time of
such a generator is of the order of one minute,
the distributed UPS's are indispensable. In
the case of the VELO, all PLC units, vacuum
valves and monitoring devices (gauges, tem-
perature sensors, etc.) will be backed up by
UPS. The vacuum pumps are not backed up
by UPS, but can be powered up by the diesel
generator.

3.5.3 LHCb vacuum: e�ects on LHC
operation

LHC constraints on the residual pressure in
the primary vacuum vessel are rather loose.
For instance, a modest pressure of the order
of 10�7mbar (H2 at room temperature) would
contribute negligibly to the integrated density
over the LHC ring. More important are possi-
ble beam-induced e�ects which result from the
bombardment of the surfaces surrounding the
beams by photons, electrons or ions. These
phenomena can result in a local `run-away' of
gas density or electron cloud density. Dynamic
pressure e�ects have been simulated by the
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CERN LHC-VAC group [92] for a (now ob-
solete) version of the VELO design which did
not allow for bake-out of the primary vacuum
walls. The model included ion- and photon-
induced desorption, but no electron-induced
desorption. The latter contribution is expected
to be negligible (unless strong electron mul-
tipacting e�ects take place). It was assumed
that the NEG coating in the LHCb beam pipe
does not contribute to the pumping speed and
that its desorption coeÆcients are as of an ac-
tive NEG-coated surface. The pressure pro�le
in the presence of the two beams was calcu-
lated numerically for increasing beam current.
The current at which the pressure diverges is
called the critical current and is required to be
larger than 3:4 A (2�2�0:85A, where the �rst
factor of 2 is a safety factor, the second one is
for the two beams). A number of instructive
conclusions can be drawn from the results of
these simulations, the main one being that by
optimizing the geometry of the detector encap-
sulations (thereby increasing the linear pump-
ing speed along the beam axis) it is possible
to raise the critical current above the required
value.

On the basis of the above considerations,
one does not expect ion- and photon-induced
desorption phenomena to be an obstacle to
normal LHC operation. Moreover, with the
latest design of the VELO (see section 3.4),
which allows for baking out the primary vac-
uum surfaces, ion- and photon-induced phe-
nomena are expected to be negligible.

Preliminary studies have shown that elec-
tron cloud build-upmay occur when the VELO
is in the open position. The e�ects on the
gas pressure may be tolerated due to the large
pumping speed. However, the emittance in-
crease due to electron space charge has yet to
be assessed. A coating with low secondary
electron yield on the detector encapsulation
might be necessary.

3.5.4 Risk analysis

A risk analysis was carried out for the VELO
to �rst identify critical parts of the system

and their possible failure scenarios, then to
estimate the associated damage (essentially,
the downtime for LHC) and �nally to de�ne
a number of requirements (tests and precau-
tions) to be ful�lled in order to bring the sys-
tem to a level of acceptability compatible with
LHC standards. The detailed risk analysis is
discussed in Ref. [15]. The main conclusion
is that, even in the worst scenario (rupturing
of the exit window or LHCb beam pipe), the
downtime for LHC is not expected to exceed
two weeks.

3.6 Cooling

A cooling system must be provided that al-
lows operating the silicon detectors at a tem-
perature adjustable between �25Æ and +10ÆC,
while the temperature of the electronic com-
ponents should be kept below 40ÆC. The to-
tal heat produced in the detector amounts to
1:2 kW. Including blackbody radiation from
neighboring parts and a safety factor of 1:5,
the required cooling capacity is about 2:5 kW.
The cooling system must be radiation resistant
and the amount of material around the detec-
tor should be minimized in order to limit the
undesired production of background. Further-
more, due to the required high positioning ac-
curacy of the detector, temperature gradients
should be kept minimal.

A two-phase cooling system has been se-
lected with CO2 as a cooling agent. Refriger-
ant R744 (CO2) has excellent cooling proper-
ties8. CO2 is widely used as a cooling agent
in radiation environments. No free radicals
and toxic compounds are expected to be pro-
duced in the high-radiation environment of the
VELO and the formation of carbon is inhibited
by the high recombination rate. The pressure
drop over the cooling capillaries in the mixed
phase, which depends on the volume ratio be-
tween vapor and liquid, compares favorably
for CO2. As a result, the dimensions of the

8For a review of di�erent cooling agents, we refer
to the review of the Air-Conditioning and Refrigera-
tion Technology Institute in Arlington, VA, USA; see
Ref. [93].
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Figure 3.18: Phase diagram of CO2.

cooling tubes can remain small. Tests showed
(see section 2.5.4) that 5W/cm of heat trans-
fer can be accommodated with stainless steel
capillaries that have an inner/outer diameter
of 0:9=1:1mm [72, 7]. Under normal working
conditions the pressure varies between 15 and
35 bar, while the pressure at room temperature
is about 57 bar (Fig. 3.18). This is well below
the rupture pressure of the stainless steel cap-
illaries considered here. Moreover, in the tem-
perature range of operation, the pressure de-
pendence of the vaporization temperature of
CO2 is less than 2K/bar, whereas the pres-
sure drop over the capillary is less than 0:5
bar. As a result the cooling tube is expected
to be isothermal within one degree.

Figure 3.19 shows an outline of the cool-
ing system, which consists of two main cir-
cuits. The primary circuit (CO2) transports
the heat from the detectors to the secondary
circuit. The latter circuit contains R507 as a
coolant (a mixture of CHF2CF3 and CH3CF3)
and transfers the heat to cooling water. If one
uses the returning CO2 refrigerant to pre-cool
the incoming liquid through a heat exchanger,
the cooling capacity for one kilogram of CO2

amounts to 294 kJ/sec. Therefore, the 2:5 kW
requires a 
ow of 8:5 g/s. Refrigeration of the
detector modules is performed via 54 parallel
cooling channels (one per module) and the sys-
tem has been designed for a 17 g/s 
ow of liq-
uid CO2.

From the main supply line the liquid is
expanded into the capillaries via 
ow restric-

tions (�0:85mm wires of 40mm length in-
serted in each capillary). The temperature of
the coolant in these capillaries is set by control-
ling the pressure on the return line (typically
15 bar). The capillaries and 
ow restrictions
are vacuum-brazed to a manifold. The supply
and return lines are welded to the manifold.
No tube �ttings are used inside the vacuum.
The CO2 system is �lled with the coolant at
room temperature up to a pressure of about
40 bar. The complete cooling circuit is de-
signed (and will be tested) to sustain a pres-
sure of at least 200 bar, well above the equi-
librium pressure of CO2 at 30

ÆC (72 bar). The
total amount of CO2 in the system is relatively
small, of the order of 5 kg, which corresponds
to approximately 2:5m3 at STP (CO2 is con-
sidered to be toxic in air when its concentration
exceeds 5%). Of this amount, only about 100 g
is present in the tubing inside the secondary
vacuum system. Note also that the pump and
compressor units will be located in the acces-
sible area (behind the shielding wall). A more
detailed description of this cooling system can
be found in Ref. [7].

3.7 Material budget

The material budget distribution of the VELO
as a function of the pseudorapidity � and
the azimuthal angle � was studied using
GEANT3 [94]. 'Geantino` particles were
tracked through the detector material. At the
boundary of each volume, the distance and the
material traversed were recorded and the X0 of
each step was calculated. The 2{dimensional
distribution of the integrated X0 of a particle
at the exit of the VELO in the � � � plane is
shown in Fig. 3.20. The dark band at � � 4:3 is
due to geantinos that exit the VELO through
the 25mrad conical section of the beam pipe;
this material is discarded when calculating the
numbers presented here and in Fig. 3.21. The
remaining structures observed are due to the
components of the VELO (Table 3.4). The re-
gion around j�j > 80Æ has an increased con-
centration of material due to the overlap of the
two detector halves.



64 3. TECHNICAL DESIGN

Inside 
secondary

vacuum

On VELO
vacuum
vessel

Behind 
shielding wall~60 m

1 2 3 4 5 6 7 8

9

1011

1213

14

Figure 3.19: Outline of the mixed-phase CO2 cooling system. (1) Cooling capillary, (2) 
ow restriction,
(3) heat exchanger (cold gas / warm liquid), (4) needle valve to set total 
ow, (5) liquid CO2 pump (CAT),
(6) heat exchanger (condensor for CO2, evaporator for R507), (7) thermo-expansion valve (R507), (8)
water-cooled R507 condensor, (9) R507 compressor, (10) evaporator pressure regulator, (11) CO2 gas
storage, (12) pressure regulating valve set at 70 bar, (13) gas return line (inner �12mm), (14) liquid
supply line (inner �6mm).

Item x=X0

RF foil 0.090
Wake-�eld guide 0.004
Exit window 0.019
Silicon 0.053
Hybrid, support and cooling 0.014
Others 0.010

Total 0.19

Before �rst measured point 0.032

Table 3.4: Contributions (expressed in fractions
of a radiation length) to the material which are in
the pseudorapidity range 2:0 < � < 5:5 .

The average value found of 18:9% is signif-
icantly larger than in the Technical Proposal.
The main reasons for this are the increased
thickness of the RF-shield, the increased thick-
ness of the sensors and the increased number
of stations. However, due to the reduced dis-
tance to the beam, and the optimized shape of
the RF-shield which resulted in an average of

3:2% of an X0 before the �rst measured point,
the impact parameter resolution for charged
hadrons has slightly improved compared to the
TP. More details can be found elsewhere [16].

Preliminary investigations show that the
relative increase in occupancy due to parti-
cles from secondary interactions in the VELO
amounts to 5% in the inner and outer track-
ers [95] and 9% in RICH1 [96]. The e�ect on
electron and photon reconstruction needs still
to be studied. In parallel, a further optimiza-
tion of the RF-shield is under study showing
that its contribution inside the acceptance of
the electromagnetic calorimeter (� > 30mrad)
can be reduced to below 5% of an X0 in 90%
of the azimuthal acceptance.

3.8 Alignment

The following alignment issues need to be con-
sidered:

� Alignment between an R- and �-
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Figure 3.21: Distribution of the material traversed
by particles at di�erent � integrated over �. The
conical section of the vacuum pipe has been re-
moved from the plot.

measuring sensor inside a module is ob-
tained by construction with a precision
of better than 5�m.

� Alignment between the sensors and the
module base plate is achieved with a pre-
cision of better than 10�m by using mi-
crometer adjusters and a survey machine
(see Table 2.7 and Fig. 3.7).

� The position of each module in a detec-
tor half will be measured by a survey ma-
chine and adjusted to the required pre-
cision of better than 20�m. However,
the �nal alignment constants can only
be determined under nominal running
conditions, i.e. vacuum and low tem-
perature, and therefore only with tracks
from pp-interactions in the LHC ma-
chine. Both fully equipped VELO halves
will be tested in a test-beam to cross
check the survey measurements and to
mimick as much as possible the LHC
machine conditions. The feasibility of
aligning the detector with tracks from
pp-interactions has been demonstrated
in our test-beam studies [37]. The ex-
isting algorithm still needs to be opti-
mized for speed in order to deal with 100
sensors. However, comparing to other
experiments [97], the VELO alignment,
which has to deal with a relatively small
number of individual sensors, is not an-
ticipated to pose a particular problem.

� Alignment between the two detector
halves: Since the detector halves have
to be retracted before each �lling of the
LHC machine, the alignment between
the two halves has to be re-calculated af-
ter each LHC �ll. This requires only the
determination of the relative position be-
tween the two detector halves, the mod-
ules in each detector half are not a�ected
by the movement. Based on the over-
lap between the two VELO halves, a fast
measurement is expected after the �rst
pp-collisions.

� In addition, since the position of the
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beam cannot be assured to be the same
for consecutive �lls, its position needs to
be measured before moving the detectors
to their �nal data-taking position. With
about 100 minimum bias events, the dis-
tance to the silicon stations can be mea-
sured with 10�m precision when the de-
tectors are retracted by 3 cm from the
beam [98].

� Alignment between the VELO and the
downstream detectors: The VELO will
be repositioned after each LHC �lling op-
erations with a precision of 50�m which
is more precise then what is needed to
link the VELO tracks to the downstream
detectors of LHCb.

3.9 Safety aspects

The Vertex Locator will comply with the safety
policy at CERN (SAPOCO 42), and will follow
the CERN safety rules and codes, the european
and/or international construction codes which
are relevant for the detector construction and
operation. Possible speci�c risks, and actions,
as discussed in the Initial Safety Discussion
(ISD) with the Technical Inspection and Safety
(TIS) Commission are summarized in the fol-
lowing.

� The two-phase CO2 cooling system will
run at a maximum pressure of 75 bar.
The complete cooling circuit is designed
and will be tested to sustain a pressure
of up to 200 bar.

� The temperature of the detector will be
monitored and in case of over tempera-
ture, the electrical power of the detector
will be switched o� automatically.

� Two powerful ion getter pumps will evac-
uate the VELO vacuum chamber. Only
trained personnel will be allowed to ma-
nipulate this equipment9.

9ELECTRICAL SAFETY CODE C1.

� The VELO vacuum vessel will be baked-
out in-situ to 150 ÆC or more. A possible
damage to the detector is not considered
as a safety risk.

� Any accessible metallic piece will be
properly grounded.

� An initial study of induced radioactivity
in the VELO vacuum vessel showed that
maintenance work during shutdowns is
possible provided that proper precau-
tions are taken [99].

The TIS commission concluded that no
major safety problems were identi�ed and pos-
sible safety hazards will be excluded by proto-
typing and testing the non standard equipment
including a high safety factor.



4 Simulation results

4.1 Software and event samples

The performance of the VELO system has
been studied using simulated data produced by
the oÆcial LHCb simulation and reconstruc-
tion programs, SICBMC (v240) and SICBDST
(v250) with database (v233). Proton-proton
interactions at

p
s = 14TeV were simu-

lated using the PYTHIA (v6:1) event gener-
ator [100]. A multiple-interaction model was
used, with varying impact parameter and run-
ning pt cut-o�, tuned [101] to reproduce exist-
ing low-energy data. The LHCb apparatus was
simulated using GEANT3-based routines [94].
The response of the silicon detectors was based
on a separate simulation, the results of which
were veri�ed with test-beam data [40].

The description of the VELO system in the
simulation followed as closely as possible the
design given in this report, including the RF-
shield, the wake �eld guide, the cooling plates,
the support frames and the parts of the vac-
uum vessel which are in the LHCb acceptance.
Further details can be found in [4, 102].

The following benchmark channels were
used to measure the performance of the VELO:
minimum bias events, generic b-events and
events containing B0

d ! �+��, B0
s ! D�s �

+

and B0
d ! J= K0

s (��) decays. The events
were generated assuming a luminosity of 2 �
1032 cm�2 s�1. Each sample contained around
30k events. The B-decays were selected with
the LHCb software package AXSEL [103] to re-
strict the sample to events which can be recon-
structed o�ine and contribute to the physics
analysis.

4.2 Optimization

4.2.1 Overall detector optimization

During the process of optimizing the detector
layout, many di�erent designs were studied.
The performance of each individual design was
judged by analyzing the benchmark channels.
Taking into account other constraints, such as
the necessary thickness of the RF-shield, the
availability of thin silicon detectors and the
�nite number of electronics channels, we de-
cided on the design described in this document.
Further improvements, for example reducing
the amount of material or using smaller strip
pitches, may become possible in the future.

4.2.2 Impact on L1 trigger

The L1 trigger is based on tracks with a sig-
ni�cant impact parameter. Tracks are recon-
structed based on VELO measurements alone
to minimize the amount of data which needs
to be processed. As there is no magnetic
�eld around the VELO, momentum informa-
tion is in principle not available. Low momen-
tum tracks can fake large impact parameters,
i.e. signatures for tracks originating from B-
decays, due to multiple scattering. In the algo-
rithm employed for the L1 trigger as described
in the TP this contribution of fake tracks was
reduced by requiring track pairs to form sec-
ondary vertices. It was found that increasing
the thickness of the RF-shield, from 100 �m to
250�m, reduces the eÆciency of the L1 trigger
in the B0

d ! �+��channel by 15%. Replacing
the corrugated RF-shield with a design which
resembles a beam pipe close to the beam-line
would reduce the L1 eÆciency by almost 30%.

To monitor the development of the VELO
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Figure 4.1: Average charged particles and neutron

uxes as function of radius, normalized to one pp-
interaction.

since the TP, a simpler algorithm was used to
simulate the L1 trigger, to avoid having to re-
tune the algorithm for every VELO design, as
is described in detail in Ref. [4, 102]. The de-
signs were compared based on the number of
tracks with a large impact parameter (> 50�m
and > 100�m) . It has been shown that the
realistic design with 250�m of RF-shield and
300�m of sensor thickness is expected to give a
comparable performance as the TP design but
with the 250�m RF-shield. The L1 trigger is
currently being retuned and will integrate ad-
ditional information from L0 [104]. It is ex-
pected that its performance will be improved
relative to the TP results.

4.3 Particle 
uxes

The particle 
ux on the surface of the sili-
con is dominated by particles from the pri-
mary interaction [105]. Fig. 4.1 shows the
average distribution of charged particles per
cm2 as function of their radial position (r)
on the silicon surface for minimum bias
and generic b-events coming from one pp-
interaction. These distributions are well de-
scribed with the function N� r�. Typical val-

ues are 0:6 particles=cm2� (r=cm)�1:8 for min-
imum bias and 2:0 particles=cm2 � (r=cm)�1:8

for b-events. The distributions vary slightly
from station to station, with the highest den-
sity of particles at the innermost radius and
the steepest drop as function of radius for the
stations around the nominal interaction point.

To determine the radiation damage to sili-
con, one also needs to consider the 
ux of neu-
trons. It was shown in a detailed study [105],
taking into account the material around the
VELO, that thermal neutrons have no radial
dependence and dominate over the neutrons
from the primary interaction beyond a radius
of about 2 cm. However, both contributions
are negligible compared to the charged parti-
cle 
ux (Fig. 4.1).

Based on a total cross-section of 102:4mb,
a luminosity of 2 � 1032 cm�2 s�1 and 107 s of
operation per year, one expects about 2� 1014

interactions per year. The charged particle

ux (pions, protons, kaons) and the neutron

ux was normalized to the equivalent damage
in silicon from neutrons of 1MeV kinetic en-
ergy (neq) by using the tables of Ref. [106].
Lacking information about kaons, we used the
damage factors of pions. The values which
were used are shown in Fig. 4.2 as function
of the kinetic energy for the di�erent parti-
cles. For kinetic energies where no damage
factor was available, the value closest to that
energy was used. In the Monte Carlo simu-
lation, the tracking of particles was stopped
at kinetic energies below 10MeV. A small test
run was made with the threshold reduced to
1MeV which gave no signi�cant di�erence in
the results.

The yearly dose at r = 0:8 cm is found to be
equivalent to (0:5�1:3)�1014 neq/cm2 depend-
ing on the position in z (Fig. 1.2). The high
radiation damage in the stations close to the
nominal interaction point is due to the much
lower average energy of particles crossing the
stations in this region (Fig.4.2). By swapping
stations according to their received dose, it is
possible to achieve an average dose of about
0:9 � 1014neq/cm

2 at r = 0:8 cm for all sta-
tions.
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Figure 4.2: Damage factors for di�erent particle types as function of their kinetic energy based on the
tables of Vasilescu and Lindstroem [106]. Also shown is the kinetic energy distribution of all hadrons at
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4.4 Physics performance

4.4.1 Impact parameter resolution

The impact parameter resolution of the VELO
is of great importance for the performance of
the L1 trigger, which searches for tracks with
large impact parameter with respect to the pri-
mary vertex. It is determined by the intrinsic
resolution of the sensors and by the amount of
Coulomb multiple scattering in the RF foil as
well as in the silicon.

A simple model can be used to under-
stand qualitatively the distribution (Fig. 4.3)
obtained from Monte Carlo simulations. Tak-
ing into account only the measurements of two
R-sensors with resolutions �1 and �2 at dis-
tances to the interaction point of �01 and �02,
the error on the impact parameter for forward
pointing tracks can be written to �rst order as:

�2IP =
r21

p2t
p
2

�
13:6MeV=c �

q
x=X0

[1 + 0:038 `n(x=X0)]

�2

+
�2

02�
2
1 +�2

01�
2
2

�2
12

(4.1)

with �12 = �02 � �01 and pt the transverse
momentum. The total amount of material tra-
versed between the interaction point and the
second R-sensor is approximated by a radia-
tion length x=X0 at the position of the �rst
sensor (r1).

There are two consequences. The �rst is
a natural choice for the sensor strip pitch as
a function of radius for the R-sensors. If we
require an equal contribution from two mea-
sured R-coordinates to the error on the im-
pact parameter then, to a good approximation,
�01

�02
= r2

r1
. Therefore �2 = �1 � r2r1 , which sug-

gests a design with the strip pitch increasing
linearly with the radius (see section 3.1). The
second is, that for minimizing the error due to
multiple scattering, one should have the �rst
measured point as close as possible to the pri-
mary vertex.

The average radius, <r1>, of the �rst mea-
sured point on a track is about 1 cm and the
average extrapolation factor, < �02=�12 > is
about 1:8. Fitting the distribution obtained
from the Monte Carlo simulation (Fig. 4.3)
with Eq. 4.1 yields a multiple scattering term
corresponding to about 5% of a radiation
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Figure 4.4: The one year sensitivity to �ms for
proper time resolutions between 40 and 45 fs.

length and an average measurement error of
8�m. These numbers agree reasonably well
with the expectations (Table 2.4 and Ta-
ble 3.4).

Two regions of pt can be distinguished in
Fig. 4.3:

� Large pt: These tracks are typically
tracks from b-decays. Here the cluster
resolution dominates over multiple scat-
tering. Choosing a small strip pitch is
advantageous.

� Small pt: Multiple scattering dominates
the error of the impact parameter. These
are the tracks which limit the perfor-
mance of the L1 trigger, since momen-
tum information is not available at this
early trigger level.

4.4.2 Primary vertex, decay length and
time resolutions

The error on the primary vertex is dominated
by the number of tracks produced in the pp-
collision. For an average B-event, the resolu-
tion in the z-direction is 42�m and 10�m per-
pendicular to the beam. The precision on the
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Figure 4.5: Invariant mass of the two pions from
the B0

d ! �+�� decay. The deviation from the
nominal B0-mass is shown. The dotted line shows
the distribution obtained by using the true particle
momentum and the angle between the two pions as
measured in the VELO.

decay length ranges from 220�m to 375�m de-
pending on the decay channel (Table 4.1 and
Ref. [4, 102]). The decay length residuals have
tails, due to small momenta and thus large
multiple scattering contributions, which can-
not be �tted with a single Gaussian.

The proper time resolution of the B0
s !

D�s �
+ channel was found to be �� = 40 fs. It

is dominated by the error of the decay length
measurement. The error of the time dilation
due to the momentum uncertainty is less than
8 fs.

The proper time resolution can be related
to �, the statistical signi�cance of measuring
�ms [107], using the relation:

� �
q
Ntag=2 fB0

s
(1� 2!tag) e

�(�ms�� )2=2 ;

(4.2)
where Ntag is the number of tagged B0

s events,
fB0

s
is the purity of the sample and !tag is

the mis-tag rate of the B0
s production 
avour.

With the proper time resolution of �� = 40 fs
and the values of Ntag, fB0

s
and !tag reported in

[108], Eq. 4.2 leads to the expectation that a 5�
measurement of �ms will be possible for val-
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event type �1 [�m ] �2 [�m ] N2=N1 �av [�m ]

B0
d ! �+��[102] 115� 4 358 � 20 0:40 � 0:06 224� 22

B0
s ! D�s �

+[102] 153� 6 477 � 27 0:47 � 0:06 310� 30
B0
d ! J= K0

s (��)[4] 159� 9 581 � 55 0:51 � 0:11 373� 66

Table 4.1: Resolutions for decay lengths of di�erent bench mark channels. �1 and �2 are the widths of a
double Gaussian �t to the decay length distribution and N2=N1 the ratio of the Gaussian �t normalization,
which takes into account the tail contributions. �av is an average resolution.

decay mode � [MeV=c2] � [MeV=c2]

B0
d ! �+�� 17:8� 0:2 6:1� 0:1

B0
s ! D�s �

+ 12:0� 0:2 9:1� 0:2
D�s ! K+K��� 5:4 � 0:1 4:2� 0:1

Table 4.2: Invariant mass resolutions for di�erent
decay modes. The numbers in the third column list
the contribution of the VELO angle measurements
only.

ues up to 54 ps�1 after one year of data-taking
(Fig. 4.4).

4.4.3 Invariant mass resolutions

Invariant mass resolutions for B- and D-
mesons are listed in Table 4.2. Fig.4.5 shows as
an example the invariant mass distribution of
the two pions from the B0

d ! �+�� decay. For
an estimation of the contribution of the VELO
angle measurements to the invariant mass res-
olution, the reconstructed momentum of a par-
ticle has been replaced by its true momentum.
In the decay B0

d ! �+��, the invariant mass
resolution of 17:8MeV=c2 is dominated by the
momentum measurement. The VELO angle
measurement accounts only for 6MeV=c2. For
the decays B0

s ! D�s �
+ and D�s ! K+K���,

the VELO angle measurements and the mo-
mentum measurements have equal weight.



5 Project organization

5.1 Schedule

The overall work programme and schedule is
summarized in Fig. 5.1. It covers the period
up to spring 2006, when the �rst LHC pilot
run is expected. The schedule is planned to
ensure that the VELO is installed and opera-
tional before the beam starts. The period of
single beam in LHC is used for commissioning
the VELO in situ.

5.1.1 Completion of design and proto-
typing

A realistic design of the VELO was described
in the previous chapter. Several of the tasks
in the schedule require the evaluation of �nal
prototypes before the production can start.

1. Silicon: Sensors from di�erent vendors
need to be characterized. Some improve-
ments can be achieved with additional
R&D, e.g. ultimate �-sensor design with

oating strips and thin n-on-n sensors.
The prototyping of sensors will be com-
pleted by a design review in the summer
of 2002.

2. Front-end chip: The �nal version of the
SCTA VELO chip and a full working
Beetle chip are expected to arrive before
the summer of 2001. Characterization of
the two chips before and after irradiation
will be done before the end of 2001. A
review of the two chip options will take
place in the beginning of 2002 and will
lead to a decision which chip to use for
the �rst VELO sensors.

3. Readout electronics: Prototypes of the
16-chip hybrid, repeater electronics and

the L1 readout board will be produced
and tested during 2001. The analog
link over 60m twisted pair cables will be
tested in a large scale system before the
end of 2001.

4. Mechanics & Vacuum: The VELO un-
derwent a conceptual design review [109]
in April 2001. Further prototyping is
needed to characterize several compo-
nents of the design. A production readi-
ness review is foreseen for February 2002.

5. Alignment, monitoring and control: dif-
ferent options are proposed to ful�ll the
various tasks in this category, and proto-
typing and testing will continue during
the next test-beam runs.

5.1.2 Construction

The major construction tasks include:

1. Vacuum vessel: The whole system will be
manufactured at NIKHEF, including the
secondary/primary vacuum system, the
detector mounting system and the cool-
ing system except of the thin exit window
(LHC-VAC group). The progress will be
reviewed on a yearly basis together with
the LHC machine groups involved. Com-
pletion is foreseen during 2004.

2. Sensors: From past experience, about
half a year is needed to produce the sen-
sors. The production of the front-end
chips and the hybrids can partially pro-
ceed in parallel. The construction of one
complete detector module is expected to
take about one week. This includes the

73



74 5. PROJECT ORGANIZATION

Figure 5.1: Schedule of the VELO project, up to the �rst physics run of LHCb in spring 2006
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precise alignment of the sensors inside a
module. Several modules can be built in
parallel.

3. Readout electronics: the front-end chip
production is scheduled for the summer
of 2002, in order to have the chips ready
and tested for the module construction.
Production of the readout electronics
chain (from vacuum vessel pin-out to
DAQ) is scheduled to be completed by
the end of 2004. These involve common
LHC developments (TTC chipset) and
the ECS interface. The L1 electronics
make maximum use of FPGAs to imple-
ment speci�c functionality. The modules
are situated in the counting room and are
not exposed to a high radiation dose.

4. Testing: systematic tests and certi�ca-
tion of the silicon sensors and readout
electronics will be a time-consuming task
and must follow the production process.

It is planned to test the two detector
halves in a charged particle beam during
the �rst half of 2005.

5.1.3 Installation and commissioning

Installation of the VELO vessel can start af-
ter the LHC octant test in September 2004.
A clean area at the interaction point needs to
be set-up to minimize the pollution of pieces
which will be placed inside the primary or sec-
ondary vacuum. The vacuum vessel will be
connected to the LHC vacuum control system
by autumn 2005.

The L1 electronics installation will start at
the begin of 2005. The system will be ready to
start commissioning of the DAQ with the other
LHCb sub-detectors in October 2005. Five
months of operation in this mode are foreseen
to ensure that the VELO is ready to take data
at nominal LHCb luminosity by April 2006.
Valuable initial measurements concerning the
RF shielding can be done during the LHC sin-
gle beam operation before the �rst pilot run
with collisions.

Cables Number Space (cm2)
6400 analog links:
twisted pair ND36P 400 960
ECS: Cat5 1 0:25
TTC: optical link 4 0:4
HV power cables 100 25
LV power cables 225 225
Pipes
CO2 cooling 2 10

Table 5.1: List of di�erent cables and space needed
in the shielding wall.

The logistics of the VELO is situated at the
following positions:

� The vacuum pumps are directly mounted
onto the vacuum vessel.

� The ECS transceiver boards are located
close to the VELO at a distance of about
12m.

� The L1 electronics and all the power sup-
plies are situated behind the shielding
wall. At the same place, about 2m2 of
space are needed for the compressor and
the pump units of the CO2-cooling sys-
tem. The space needed for cables in the
shielding wall is summarized in Table 5.1.
If a packing of 60% is assumed, then the
total space needed amounts to 0:2m2.

5.2 Milestones

Key milestones for the VELO project are listed
in Table 5.2.

5.3 Costs

The total cost for the VELO is estimated to
be 4850 kCHF. The details are summarized in
Table 5.3. Where appropriate, spares have
been included. Most of the estimates are based
on quotes from industry or recent purchases
of similar items (e.g. prototype detectors,
feedthroughs).



76 5. PROJECT ORGANIZATION

Shielding wall

C
ou

nt
in

g 
ro

om

[E]

VELO

Figure 5.2: Top view of the LHCb cavern showing the LHCb experiment and the counting room. Most
of the VELO logistics is located behind the shielding wall in the counting rooms, except of the ECS slave
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Date Milestone

Silicon
2002/July Tests of prototypes completed

design review and start of tendering
2002/December Place �nal order
2003/June Sensor production �nished
2004/September Module production �nished
2005/April Test of detector halves in beam

Front-end chip
2001/December Characterization of chips completed
2002/March Front-end chip decision
2002/December Production/testing completed

L1 electronics
2001/September Read-out board 3 prototype
2001/December Analog links tested on large scale
2002/March Final prototype of digitizer board
2003/March L1 electronics production starts
2005/March Production/testing completed

Mechanics/Vacuum
2002/February Production readiness review with LHC groups
2003/March All production drawings �nished
2004/June Production/testing completed

Installation
2004/December Start installation in IP 8
2005/October Commissioning of DAQ with other sub-detectors
2005/December Installation completed

Table 5.2: VELO project milestones.
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Item Number sub-total
of units (kCHF)

Mechanics&Vacuum: 1407
Vacuum Vessel 1
Vacuum equipment
Cooling system
Patch panels 4
Feedthrough 
anges1 28
Secondary vacuum container 2
Wake �eld suppressors
Ti evaporators
Positioning mechanism
Cables and connectors
Monitoring and control

Silicon detectors: 635
Sensors 125
Hybrid 125

Electronics: 2780
Frontend chips 1600
Digitizer boards including analog data links 100
TTC & ECS interface 100
Data links to Readout Unit 100
Readout Units 25
Data links to L1 trigger 100
Readout Units for L1 trigger 20
LV1 interface 100
DAQ interface 100
Crates 5
High voltage power supplies 100
Low voltage power supplies 100

TOTAL 4822

Table 5.3: VELO project costs (kCHF). 1includes feed-throughs for pile-up VET0.



5.4. DIVISION OF RESPONSIBILITIES 79

5.4 Division of responsibilities

Institutes currently working on the LHCb
VELO project are: CERN, NIKHEF and the
Universities of Heidelberg, Lausanne and Liv-
erpool.

The sharing of responsibilities for the main
VELO project tasks is listed in Table 5.4. It
is not exhaustive, nor exclusive. For exam-
ple, the exact sharing of responsibilities for
the software will be discussed in the summer
of 2001. However, it is understood that the
VELO group will be responsible and will have
the resources to provide all VELO speci�c soft-
ware, for DAQ, monitoring and reconstruction.
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Task Institutes

Mechanics & Vacuum:
Vacuum vessel NIKHEF
Exit window CERN LHC-VAC
Vacuum system NIKHEF
RF foil and wake �eld suppressors NIKHEF
CO2 cooling system NIKHEF
Detector support frame and positioning system NIKHEF

Detector modules:
Silicon sensors Liverpool
Hybrid Liverpool
Support and cooling Liverpool, NIKHEF

Front-end chip Heidelberg
Read-out Electronics:

Repeater electronics and analog links Lausanne
Digitizer boards Lausanne
L1 trigger interface Lausanne

Monitoring, Control, Alignment:
Vacuum, Cooling NIKHEF
ECS interface of L0 electronics Heidelberg
ECS interface of L1 electronics Lausanne
Alignment issues CERN, Liverpool, NIKHEF

Detector design and optimization CERN, Liverpool, NIKHEF
Test-beam CERN
Quality control all
Final assembly and system tests all

Table 5.4: VELO project: Sharing of responsibilities.
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