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ABSTRACT

We report the results of a detailed investigation into the capability of our proposed forward
B-spectrometer experiment to observe and measure the time oscillations in the decay of tagged B, me-
sons. With the best conceivable clectromagnetic calorimeter resolution (0.5%/,/E for Liquid Xenon)
and with both outgoing collider arms instrumented, 9000 reconstructed By are obtainable per 10
pbarn™! integrated luminosity. Lead-Glass calorimetry with 4%/,/E leads to 6000 cvents. Charged
kaons are shown to tag 58% of these events with an adequate (good tag/all tag) ratio of 73%. Using
Lead-Glass calorimetry with only one instrumented arm, AM/T would be measured with 3000 events,
for values up to 1S5 or more, with an error of about +0.1. Qur conclusion is that superior mixing
measurements can be performed with the proposed apparatus.
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1. INTRODUCTION

The Forward Beauty Spectrometer in proposal P238 has the following properties:

. Real:ti‘me vertex calculations based on silicon micro-vertex detector data yield the suppression
of minimurn bias background necessary for efficient triggering on beauty particles.

¢ The average momentum of detected and reconstructed B-mesons is about 35 Gev/c and the B
proper time can be measured with a precision better than o4/t = 6%. These facts allow excel-
lent B-B oscillation studies to be made.

* Particle identification is furnished offline with a system of liquid and gas Ring Imaging Ceren-
kov Counters.

® The forward peaking of heavy flavor particles should be even more pronounced at the higher
energy UNK, LHC and SSC colliders. Thus, our proposed experiment would be a first exam-
ple of an important class of future beauty experiments which should eventually allow an ef-
fective search for CP violation in B decay.

I[n document P238, we presented details of the trigger design and detector which would furnish
more than 2x10* reconstructed B-Mesons per 10 pbam™! integrated luminosity at the CERN
SPS-Collider with /s = 630 GeV.

In the present Addendum to P238, we examine in detail the suitability of our proposed experi-
ment for a measurement of Bg-By oscillations. We find a capability which is superior to that of any
other existing or proposed experiment.

Chapter 2 contains a discussion of the relevant muixing formalism. Chapter 3 contains a discussion
of the acceptance properties of the proposed apparatus, a performance summary of the trigger and the
reconstruction efficiencies for By mesons. The expected yields are given.

Chapter 4 contains the results of a Monte-Carlo study of flavor tagging procedures in which it is
shown that charged kaons can be used to tag 58% of all reconstructed By mesons. The By lifetime
measurement is described in Chapter 5. In Chapter 6 we present mixing analyses of simulated
Monte-Carlo data samples, which would result from runs with integrated luminosity of 10 pbam=!,
and define the minimum hardware capabilities necessary for a satisfactory measurement with a reason-
able “margin of safety”.

In Chapter 7 we discuss, as best we can with the available information, the apparent capabilities
of other existing or planned beauty experiments to measure B,-mixing.

We conclude that superior mixing measurements can be performed with the proposed apparatus
at the SPS-Collider.



2. THE OBSERVATION OF B, MIXING

Four proper time distributions will be obtained from the reconstructed and tagged B; and B me-
sons:

t* By(t) ()

t~ By(t) 2)

t™ By(t) (3)

t- By(t) €)
where t* and t~ denote the two charges of the possible tagging particles (eg,e*, e™, u*, u-, K+,
K~). We note that, since a By can be produced together with a By, By or By, a tagging particle can
arise from any one of these. The latter two states are themselves subject to oscillation and can lead to
the wrong sign tag, refered to in this document as "mistagging”. Other sources of mistagging are, for
example, background under the By signal, other physics sources of the tagging particles, etc. Tagging
procedures are discussed in Chapter 4 in some detail.

In order to arrive at the equations which describe the above four distributions (ignoring the pos-
sibility of CP violation), we start by expressing B® and B° as the usual linear combination of mass ei-
genstates, B, and B,:

[B®> =[|B,> + IB:>1/./2 (5)
B°> =B, > ~ {B;>]/./2 (6)

With the B® «+ B° transitions allowed by the second-order weak interaction (box diagram), we

have as the time-evolved state for an initial BO;
¥(t) = (e ~IMt—T,t/2, |B,> + e~iMt—T,t/2, 1B, >1/ 2 (7

Expanding |B, > and [B,> in terms of the observed [B®> and [B9> states, and projecting out their
amplitudes, we have as the probabilities to see B and B°:

| <BW()>[* = eIt [1 + cos(aMi)]}/ 2 (8)

|<B > = e~ Tt (1 — cos(aMt)] / 2 9
We write in (8) and (9), Ta I, = [, because of the large phase space available in B decay, and AM
= M, =M,. As required, the sum of equations (8) and (9), e~ Lt. describes the untagged B, decay.

Integrating Eqs. 8 and 9 over time, we find that the rates for no-oscillation and oscillation, re-
spectively, go as (2+x?)/(1+x?) and x3/(1+x3), where x = AM/T. If we assumne, as is reasonable, that
2 By and its accompanying B decay independently and that we only measure the time dependence of
the By, then the correct expressions to describe the tagged time distributions in Eqs, 1-4 are just Eqs. 8
and 9 multiplied by the appropriate time-averaged rate. These are shown in Table 1 for the four cases
of Eqs. 1-4 and for the two possible initial states.

Krawezyk et al. ( DESY 88-16) have pointed out that if data in Reactions 2 and 3 (or Reactions
1 and 4) are added together, the time dependences, {1 £ cos(AMt)/(1 + x2)], result. This can be seen to
be the case from the relations in Table 1, independently for cach of the two possible initial states.
What we can see in addition, however, is that, if the initial states, BB, and BB, occur with equal
probability, this occurs independently for each of Reactions 1-4, as shown in columsn 4 of Table 1.



Table {: . Joint Time-Integrated, Time-Dependent Rates(a.b.c)
Final State [nitial State Initial State Equal Sum
BB, BB,
t* By(t) (2+x%) + [1—cos] x? [l +cos] I=[1/(1+x%)] - cos
t~ By(t) x? +[1=-cos] (2+x%) + [1 +coy] L+[1/(1+x3)] - cos
t* By(t) (2+x%) - [1+cos] x c[I=cos]  1+[1/(1+x3)] - cos
t= By(1) x* +[1+cog) (2+x%) - [1 —cog] 1=[1/(1+x3)] - cos

(a) The B decay which provides the tagging particle is time-integrated. The By decay is
time-dependent. Throughout this table, x = AM/T for the tagging B

(b) We note that in a B decay, for example, a B oraK* tag results ( if the X results from
the ¢ = s transition). In a tagging B decay, of course, the signs are opposite.

(c) To simplify the reading of this table, a common factor e"n/(l +x?) is suppressed in all
terms in columns 2 and 3, as is the argument, (AMt), from all cosine functions.

Thus the distributions for the four Reactions must be pairwise identical if valence quarks do not play a
role in modifying the equality of the initial states (presumably the case for production of By at small
Feynman-x).

It remains to be pointed out, as in Krawczyk et al., that since the accompanying B (or B),
which provides the tagging particle, can be either By, By or By, the factor [1/(1+x%)] in the relations
in the last column of Table 1 must be weighted over the three types of tag-producing B’s according to
their relative production frequency. In calculating the weighted average of [1/(1+ x?) over B, (40%),
By (40%) and By (20%), x is taken to be 0, 0.7 and 15, respectively.

The resulting constant, K = 0.67, is essentiaily a “dilution” factor since it decreases the amplitude
of the oscillation from the value it would have were the flavor of the decaying B always correctly de-
termined. For example, the observed distribution from, for example the t* B(t) final state, now has
the form: 1 ~ Kcos(AMt). Other contributions to dilution come from mistagging or background (the
tagging problem is discussed in detail in Chapter 4). For example, if the tag used is only 70% efficient
(good/all = 70%), then K receives another multiplicative contribution of (good —bad)/all = 0.4. The
effective value of the constant, K, is discussed in Chapter 6, where we present the complete analysis of
simulated data samples.



3. YIELDS OF RECONSTRUCTED B; AND B MESONS

Most of the ingredients for a realistic estimate for B, yields can be found in Proposal P238. See,
for example, Section 8.1 (page 54). Here we list, in Table 2, the various steps which result in an esti~
mate of 4500 reconstructed Bg and 4500 reconstrycted B mesons per 10 pbam ™! integrated luminosi-
ty. er note that these numbers represent the “ultimate capability” of the SPS-Collider, namely if both
Outgoing arms are instrumented and if the best conceivable electromagnetic calorimeter is used (Lig-
uid-Xenon). As is discussed below, while maximum statistics and minimal background are clearly al.
ways desirable features, a proper measurement of By mixing can be made with less than this maximum
commitment. The following two sections explain the various steps in ammving at the estimates.

Table 2: By & B Event Yields(*)

1056  Produced for {£dt = 10 pbam-?

2.0 x 107 B, 20x 107By 020 = B, Production
6.0 x 10° 6.0 x 10¢ 0.30 = 2-Arm Geometrical Acceptance
3.0 x 10° 3.0 x 10° 0.05 = BR(Bg = D" nr¥)
3.0 x 10° 3.0 x 103 100 = BR(D;" - D, y)
4.4 x 10* 44 x 10* 0.15 = BR(Dg = KK=, KK3x, K°K)
3.0 x 10* 3.0 x 104 0.68 = No Other Interaction in Bunch Crossing
2.8 x 10* 2.8 x 10* 0.94 = Vertex Acceptance of Silicon xVertex
1.18 x 10* 1.18 x 10* 0.42 = Trigger Efficiency (D" 3r)
1.05 x 104 1.05 x 10* 0.89 = Track Finding Efficiency
4500 B, 4500 B, 0.43 = Event Reconstruction
This assumes best e.m. calorimetry.,
See text for further discussion.

(*) The cuts in this table are discussed in Section 3.1




3.1 Geometric Acceptance, Branching Ratios & T rigger Efficiencies

As in P238, we base our yield estimates on an assumed integrated luminosity, f2dt = 10
pbarn~!, and a bb total cross section of 10 ubarn. These ssumptions correspond to a bh production
sample of 10® events, The following losses and efficiencies are tabulated in Table 2

* A b-quark is assumed to have a 20% probability of combining with an s-quark to make a

By-meson. This leads to 2x 10? B and 2x 107 Es mesons produced, with negligible simultane-
ous production.

* Geometric Acceptance — According to PYTHIA (which assumes bb" production via
gluon-gluon fusion and quark-quark fusion), the decay products of 30% of all produced By
mesons are fully containad by a system of two 600 mrad aperture forward spectrometers. This
leads t0 6.0 x 10° B, and 6.0 x 10° By produced and fully contained in the aperture (these
numbers are slightly smailer than the 6.4 x 10° given on Page 55 of P238, due to a recalcula.

tion of the geometrical acceptance for the specific By decay mode discussed below).

* B; Branching Ratios — We assume BR = 5% for the total of all reactions of the type:
By - D,' + nrt

This leads to 3.0 x 10° By (and the same number of Es) with these decay modes. We noted in
Tabli 7, page 56 of P238 that the observed ARGUS BR = 6.7 for reactions of the type By
-~ D" +nr withn = 1,2,3. It seems likely that we shall also be able to reconstruct such final
states with n > 3 and that, therefore, our effective useful BR will be larger than the 5% as-
sumed.

e D’ Branching Ratioc ~ We assume that all D" decay via the mode:
3 s
Ds. = Dyy

This has the consequence that an electromagnetic calorimeter is essential for this experiment,
The characteristics of the calorimetry required for the effective reconstruction of these events
are discussed in the following section. (Note that with such calorimetry, we also acquire the
capability to detect D™ + D% (BR = 48%) and gain additional efficiency for charged D° in
D* «-D*y(BR = 17%)).

* Dy* Branching Ratio — We take BR = 15% for all known charged final states (K*K-rt,
K"K~ 3w, K°K?). This reduces each sample to 44,250 events.

* Pileup loss ~ As in P238 (see page 55 and Section 3.2), 68% of all B, events have no second
inelastic interaction in the same bunch crossing at an average luminosity of 2 x 10 -2
sec™!. For purposes of the present estimates, we assume that all events in bunch crossings
which contain more than one inelastic interaction will be lost (in practice, however, since
many of multiple interaction bunchs may be usable, 68% is a conservative estimate of this ef-

ficiency). The By sample is reduced to 30,090 events.

® Vertex Acceptance in Silicon — About 6% of events have vertices outside the acceptance
range in longitudinal coordinate, z, of the silicon micro-vertex detector (see Appendix B) and
are therefore lost. The samples are thus reduced to 27,682 events each.

® Trigger Efficiency ~ The trigger simulation is discussed in detail in Chapter 4 of P23_8 with
some results given in Chapter 7. For the present estimates, we have focussed our attention on

one particular final state:



B; - D, nmn
L] 13 o
L—. ¢17

- K*K- (10)

We ca_lculatc a trigger efficiency of 42% for this state. Tllis may be compared with the results
given in Table 6 (page 51) of P238 of 47% for By - D wre (8 tracks) and 41% for DOrrr (6
tracks). The samples are thus reduced to 11,627 each.

¢ Track Finding Efficiency ~ We assume a 98% track finding efficiency and therefore (.98)2 for

the entire event. For the above 6-track event, this efficiency is 88.6%, which reduces each
sample to 10,301 events.

* Reconstruction Efficiency — An efficiency of 43% follows from the analysis discussed in the
following section when an electromagnetic calorimeter with resolution og/E = 0.5%/E is
used (Liquid-Xenon, as discussed in Appendix D of P238). 43% is somewhat larger than the
36% reported for the decay B - D”3r in P218 (page 51), because of some improvements in
reconstruction software. For other calorimeters (Lead-Glass, etc.), the reconstruction effciency
is smaller, as discussed in the following section.

3.2 Bg Reconstruction: Signal & Background Estimates

Chapter 7 of the P238 proposal discussed the B-meson reconstruction procedure and combina-
toric background problem in some detail. The present analysis of the Ds' = Dygy reaction requires the
introduction of a new factor, namely the effect of using electromagnetic calorimeter information in the
By-meson reconstruction. We have thus studied the effect of calorimeter energy and spatial resolutions
on both the reconstruction yield and the B, signal/background ratio.

Following the procedures outlined in Chapter 7 of P238, we construct the invariant mass differ-
ence, M(D,')— M(D,) for the B, decay in Reaction 10. We plot the resulting mass difference distribu-
tions in Fig. 1 for 12 combinations of calorimeter parameters. Calorimeter energy resolutions of 0.5%,
1%, 2% and 4% and spatial resolutions of 0.3 mm, 1.0 mm and 10 mm are considered. In construct-
ing these plots, we randomly vary all charged track and y parameters in accordance with the expected
energy and angular resclutions. Since the purpose of these plots is to demonstrate the effect of different
calorimeter resolutions on the invariant mass resolution, we do not include the combinatoric back-
ground resulting from all possible track combinations — only the correct By decay tracks are used.

Although there is very little dependence of the invariant mass difference resolution on calorimeter
spatial resolution seen in Fig. 1, there is a very large dependence on its energy resolution. For the
0.5%/./E calorimeter (e.g.: the Liquid-Xenon device discussed in Appendix D of P238), the FWHM is
2 MeV, while for 4%//E (Lead-Glass), the FWHM is increased to about 12 MeV. As will be dem-
onstrated below, the effect of this poorer resolution is to allow more combinatoric Packground into the
signal region and also to lose some signal because some of the tails‘in the M(Dy ")~ M(D,) distribu-
tion will be cut off. In addition, a larger fraction of the y's from D™’s combine with other v's in the
event to form a #° mass; these are then cut out in our selection procedure.

Using appropriate mass cuts in Figs. 1 to select most of the signal peaks leads to the B, invariant
mass distributions shown in Figs. 2 for the same sets of calorimeter parameters. Although there is a
significant dependence of the mass resolution on calorimeter parameters, the dependence is weak, due
to the fact that, in general, the y possesses only a small part of the B, energy (average y energy is about
1 GeV, compared with average B, energy of about 35 GeV).

Before discussing the matter of how the signal/background depends on calorimeter r:solutio.n, we
show in Fig. 3(a) the expected B, signal for the best calorimeter case (0.5%/,/E and 0.3 mm), with all
combinatoric background (obtained as described in Chapter 7 of P238). Fig. 3(b) shows the expected
Dy signal with its combinatoric background.



1 4 . -
mm T T T 1
0 L 1 1 4
20 - - .
10 - - L :
0 la 1% 1 I ih g Jﬂj\a 1 J[;H"JL ald 1

a1 014 016 0.12 AL 016002 on 016 0.2 014 216

nvariant Mass Dy~ (e

Figure [: [nvariant mass differences, M(D,') —M(D,), for the indicated 12 combinations of
electromagnetic calorimeter energy and spatial resolutions. The spatial resolution is the
standard deviation, ox. The mass bins are 1 MeV, No combinatoric background is shown. In
each case, the energy resolution og/E is the indicated constant (e.8 k = 0.5%) divided by
JVE in GeV,

The B, signal size and signal/background have been evaluated for all of the 12 sets of calorimeter
resolutions considered (we include the expected background from the general B event sample, in addi-
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4. FLAVOR TAGGING
4.1 The Use of Muon Tags

In order to understand the tagging possibilities using leptons, we consider two questions, which
we then attempt to answer with the use of the Monte-Carlo event generator, PYTHIA 5.1:

1. For events in which a By is detected in 2 600 mrad spectrometer, what are the momenta and
laboratory angles of accompanying leptons? This question is answered in Fig 5, which is a
scatter plot of Py V3. 6, for events containing both an accepted B, and a muon with at least
1.2 GeV py. The expected correlation between u and By is clearly visible. Most muons are in
the same hemisphere as the Bg detected at 0° and correlated within ~ 1 unit of rapidity. Fur-
thermore, the muons within the spectrometer aperture of 34.9" (600 mrad) are seen to have
much larger momenta than those outside the spectrometer. We conclude that, for detected B,
in the 600 mrad spectrometer, there is not much to be gained by constructing additional lepton
detection outside the 600 mrad aperture,

2. What is the momentum and direction of B, mesons associated with muons detected by a cen-
tral muon detector, for example the UAL detector which can identify muons in the pseudora-
pidity range In| < 2 and transverse momentum range py, > 3 GeV? This question is an-
swered with reference to Fig. 6, which is a scatter plot of momentum (PR} vs. laboratory angle



(6B) for By mesons associated with muons in the above kinematic range. Th 1

strong polaf preference for the direction of the B,. Those By's with g < g't'e>00 mcr:! r}:;::u::b?
stannally.lugher momenta than those outside the spectrometer aperture, whose average mo-
mentum 13 less than 10 GeV. The mean flight path for By mesons accepted by the spectrome-
ter is ~ 2.5_ mm, compared to ~ 0.6 mm for B, mesons outside the spectrometer, Thus, for
optimum triggering, reconstruction and resolution, the By’s of choice for mixing measurements
are those seen by our proposed detector.

M -
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] 1
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B, degrees

Figure 5: Lab momenturn vs. lab angle of muons accompanying an accepted By. In this plot,

the detected B, is on the 0° side. Additionally, the muons are required to have
pt > 1.2 GeV.

Some properties of Figs. 5 and 6 are sununarized in Table 3, for events in which a B, meson is
fully accepted in the 600 mrad aperture. For cach of five different requirements on 8, and py,, the
fraction of tagged By mesons is given together with the tagging quality (this is the fraction of those
tagged B, which are tagged by a muon with correct sign). We note here that, following the discussion
given in Chapter 2 on mistagging, the contribution to the dilution factor, K, which govemns the oscilla-
tion amplitude, is given by: (good tags — bad tags)/all tags.

In the first cow of Table 3, there are no restrictions on cither 8“ and Ptu- Thus, the fraction
tagged (22%) is nearly equal to the semi-leptonic decay probabilities of the second B, both for the
b-¢ transition and the ¢ transition (= 11.2% + 6.7%) (the equality is not exact since more than
one muon is present in some events). The good/all ratio is 54% for this class of events, indicating that
no useful lepton tagging can result from the complete lepton sample without a Pty cut (K ~ 0).

Case B, which has a relatively modest Pty cut, tends to exclude leptons from charm decay, there-
by increasing the percentage of good tags to 81%, but loses ~ 2/3 of the leptons. Case C, which cor-
responds approximately to the UA1 muon trigger, has a very good tagging cfficiency, although only
1.4% of the B, mesons are tagged (we emphasize that in the generation of these events, we have not
“tuned” PYTHIA to agree with UA| measurements).
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Table 3: Flavor tagging of Accepted B Mesons with Muons™ ‘I
Angular pt Fraction Good/All Comrments
Range Range Tagged
(GeV)
A all all 22 57 Useless
B ml <2 >1.2 061 .81
C [l < 2 >3.0 014 91 “UAl-like” trigger
D 8 < 600mrad all A2 .56 Useless
E 8 < 600mrad >1.2 047 .82 Possible with P238
(*) All entries in this table are calculated with PYTHIA 5.1, No attempt was
made to tune, for example, the muon Py distribution with that measured
by UAL

CaseD.inwhichtheta.ggingmuonisrcquimdtobeinthe600mradapcrtu:e,butinwh.ichno

selection on p, M

ismade.ismelesssincethetaggingeﬁdmcyis"'50%.aaincaseA.Ifthcmodest



1.2 GeV py cut is‘ added (case E), the tagging efficiency increases to an acceptable 83%. The disad.
vantage of this tagging method is that only 4.7% of the accepted By's are tagged.

Although this study considered only muons, both muons and electrons could, in principle, be
used as tags. i electron tags were added, the fraction of tags could increase to an upper limit of 9.4%
in Case D. However, additional losses arise from Cerenkov limitations and various cuts, needed to
minimize the background coming from sources such as pion decay and Dalitz electrons. We have not
attempted to estirnate these losses since, as discussed in the next section, the use of kaon tags looks
more promising and we intend to rely on kaons rather than leptons to tag the B, flavor,

4.2 The Use of Kaon Tags

We have investigated the possibility of using charged kaons as tags. Our overall strategy is to as-
sign a tag based on the sign of kaons found in the spectrometer and based on whether or not the
found kaon tracks, as measured in the vertex detector, point to the primary vertex. We consider below
various schemes for handling this information, All calculations are done with PYTHIA 4.7,

There are two major sources of kaons in an event which contains a reconstructed Bg. They either
come from the accompanying B meson or they come from the primary vertex. We refer to these as
“secondary kaons”, K, and “primary kaons”, Kp, respectively. In general, there is a "good” version and
a “bad” version of each. This refers to whether their sign correctly tags the flavor of the produced B,
meson or not.

1. Good Kg: kaons which contain the s-quark at the end of the b-c-s chain correctly tag the
flavor of the accompanying B-meson at decay.. These kaons will often be measured to be in-
consistent with pointing to the primary vertex. However, when the flight path of the accom-
panying B is too short for this to be the case, the kaon will incorrectly be called a primary
kaon and will give a bad tag.

2. Bad K,: kaons arising from the W in either the b-c or the c-=s transition can have ejther
sign. Since they will often be measured as being inconsistent with pointing to the primary ver-
tex, they produce a background for the good K, tags discussed in the first point.

3. Good Ky,: these kaons contain the s-quark which is created in association with the s-quark
contained in the By meson and can also be used as tags (Note, however, that the sign of these
kaons is opposite to those kaons in point 1. Here a K, = K~ implies a By meson.) These
kaons will in general be produced nearby in rapidity to the reconstructed By meson and can be
distinguished from the kaons in point 1 since they are produced at the primary vertex. They
have an advantage over K,'s from the decay of the accompanying B, in that they suffer no os-
cillation effects.

4. Bad Kp: kaons produced from the s3 sea in the numerous hadronization processes at the pri-
mary veriex are not associated with the By or B, mesons. Such kaons can be of either flavor
and thus dilute the kaon tagging. These kaons are particularly troublesome for the tags dis-
cussed in point 3 since they are also associated with the primary vertex.

We have studied possible tagging schemes with PYTHIA generated events which contain a By
meson decaying according to Reaction 10 in Section 3.1. No requirernents are made on the hadroniza-
tion or decay of the associated b-quark. As described in the P238 proposal, events are passed through
our trigger simulation software and the B, is reconstructed. We next sort the kaons, which are accepted
by the spectrometer, according to charge and check if the kaon track is consistent with poinu:ng to the
primary vertex, using the software simulation package for the micro-vertex detector and online algor-
ithm. Those kaons which are consistent with coming from the primary vertex are Kpi those which are
inconsistent are called K.
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tags.
. second column con-

Table 4: Numbers of Good vs, Bad Kaon Tags in 373 B, Events”
Bad tags
none K Kp both

none 84 18 22 5
Good

Kq 41 (23) 12 [21
Tags

Kp 51 1 (18) (1]

both 16 (3] (8] (6)

Even?s in square brackets, [ ], have in addition to such pairs, also one (or more) Kqor K.
These events thersfore provide unique tags and can be added to the appropriate tagged event
samples in the first column or first row.

The reduction of Table 4 is facilitated by the observation that several categories have, as indicated
in the footnote in the Table, both secondary K* and K~ or both primary K* and K~. These pairs
obviously provide no tagging information and can be dropped from further consideration or, if there is
an additional K, or in the event, added to the appropriate first column or first row entry. After
these steps, we are left 'with [2 events in the category, good K, and bad K, and ! event in the cat-
egory, bad K¢ and good Kp. For these events, a correct tagging statement is clearly made by giving
prority to the K,.

With the steps outlined in the previous paragraph, we are able to form Table S, which is a list of
all uniquely tagged events. There are 3 types, those where the tag is provided by a K or K., respec-
tively, and those where both both agree. The total number of tagged events is 182 events whicgl i
of the total 313 events, All types have approximately the same tagging efficiency, which is 73% for the
total sample.

In conclusion, we find that we can use kaons found in the spectrometer to tag more than half of
all events containing a reconstructed By meson. This is more than a factor of five larger than the best



Table 5: Kaon Tagging Efficiencies

Events Fraction Good Bad Good/All
Tagged  Tags Tags

K, 81 26 61 20 75
Kp 80 26 56 24 70
Kyand K,, 21 07 16 5 76
Total 182 .58 133 49 73

we can hope for with a lepton tag. The “trick” which makes this possible is the segregation of primary
vertex kaons from kaons originating from secondary vertices by using impact parameter information
provided by the silicon vertex detector. Qur estimates of the primary tags depend heavily on PYTHI-
A’s hadronization scheme. Nevertheless, our conclusion remains that tagging with kaons is probably
much more efficient than tagging with leptons.

5. MEASUREMENT OF B, LIFETIME

The mean reconstructed B-meson momentum of about 35 GeV/c (see Fig. 6 in P238) and the
mean distance of 2 cm between event vertices and first silicon detector plane (see Appendix B in this
document) allow rather good measurements of proper flight time for each event.

Fig. 7 displays the simulated proper time distribution (in units of B mean life) expected for the
9000 event total By and By data sample obtainable in a 10 pbamn ™! run with a single arm instrumented
and using Lead-Glass calorimetry. This distribution shows the fitted curve used for maximum likeli-
hood fits described in the next chapter.

It i3 seen in Fig. 7 that we have excellent acceptance in t above about one mean life. The depar-
ture from a pure exponential in Fig. 7 illustrates the combined effect of the geometrical acceptance
(aperture) and trigger efficiency. The acceptance function, A(t) = 4t3/(1 + 4t2), approximately describes
the net acceptance and is used in the generation of Monte-Carlo cvents in the analysis described in
Chapter 6. This function is multiplied by e~/7 and shown superimposed on the data in Fig, 7. In
chapter 6, simultaneous fits to the data shown in Fig. 7 and to the subset which is flavor tagged (see
Chapter 5) are performed to obtain the Bg mean life, x = AMT and the dilution factor, K.

The experimental resolution in the measured proper time is obtained by comparing the generated
B, flight path with its reconstructed value (see Chapter 7 in P238) for a large number of Monte-Carlo
events. This difference quantity is plotted in Fig. 8 and is seen to have a standard deviation, o, = 180
#m. This is an improved version of Fig. 33 on page 54 of P238.

The error in proper time, oy, is obtained from the relation z = c¢tp/m and o, = 180 um. With a
mean p = 35 GeV/c, we find o4 = 6.7 %. For a number of reasons, the expected value will be some-
what smaller than this. Firstly, the data in Fig, 8 are calculated using a distance of 5 cm between sili-
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actually being smaller than this value.

con detector planes used in the P238 silicon configuration. We have since decided to decrease this dis-
tance to 4 cm (see Appendix B in this document). Secondly, the algorithm used in the calculation of
the data in Fig. 8 can be further improved.
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6. SIMULATION AND ANAL YSIS OF B; MIXING

As discussed in the previous chapters, we expect a total sample of at least 9000 fully reconstructed
By and B; mesons with measured proper decay time, per 10 pbam-* integrated luminosity if both
outgoing arms are instrumented with spectrometers and 0.5%/,/E clectromagnetic calorimetry is used.
This minimum number assumes that only the decay modes listed in Table 2 are reconstructed. The
observation of additional decay modes obviously increases the event yield. According to the tagging
discussion in Chapter 4, 58% of these events, or about 5000, will be tagged with charged K-mesons.

Six different observable proper time distributions can be formed using these events, as shown in
Table 6. The expected numbers of events of each type are also shown, as well as the mathematical
function which is to be fit to each.

Table 6: Types of Proper Time Distributions & Sample Sizesdb.c

Type No. Events Nature of Proper Time Distdibution
By untagged 1980 Aty -e~t/T

B, untagged 1980 Alt) et

B, tagged with K* 1260 A@®) - e YT [1 - Kcos(xt/r)]

By tagged with K+ 1260 AW e~ [1 + Keos(xt/r)]

B, tagged with K~ 1260 A(t) *e YT {1 + Kcos(xt/7)]

B, tagged with K~ 1260 A(t) e YT - [1 - Keos(xt/r)]

(a) The total number of events in this table, 9000, corresponds to an integrated luminosity of
10 pbarn™! and two instrumented arms, as discussed in Chapter 3. The tagging fractions are
discussed in Chapter 4. The equations are derived in Chapter 2. o
(b) The sign of the K tag shown in each case assumes it is a secondary K, as cxplaxneq in
Chapter 4. If it is a primary K, its sign must be opposite to correspond to the function
shown.

(c) For the tagged distributions, the actual numbers of events will be somewhat different
when x is small since the integrals of the two types of functions are not equal.

In these formulae the mixing parameter, x = AM/T and ris thF B,'].ifetime. Thus, t.he proper
time, t, appears in units of this lifetime. K is the “dilution” factor, explained in Chaptcr 2, which results
from all types of “mis-tagging”. A(t) is the acceptance factor which depends on trigger efficiency and
event reconstruction efficiency, as discussed in the last chapter.
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In order to demonstrate the expected statistical significance in the determination of x, r and K
with samples of this size, and also to show how the significance depends on sample size and back-
ground, we have generated Monte-Carlo data samples and subjected them to joint maximum likeli-
hood fits with x, + and K as free parameters. In the generation, the acceptance function is taken to be

A(t) = t%/(1+4t?). As explained in Chapter 4, this curve describes the simulated data sufficiently well
for our present purposes.

A Monte-Carlo data sample of 9000 events was generated according to the equations listed in
Table 6 for each of the x values, 0.7, 5, 10 and 15. The value of K used in the generation was fixed at
0.34, which is approximately the product of the dilution factors discussed in chapters 2 and 4, but also
includes a factor of 0.95 for Cerenkov misidentification and takes into account the fact mentioned in
Chapter 4 that oscillation of the tagging particle is not a relevant concern for Kp tags.

A simultaneous maximum likelihood fit was then made to the entire data sample using, for each

event, the relevant equation. For example, the likelihood function for a By tagged with a “secondary”
K* is:

Aty -e~ YT, [l = Kcos(xt/r)]

JA@y e~ 1 - Kcos(xt/r)] dt

The sum of —log & for all events is minimized using the program MINUIT. The results are shown in
Figs. 9 for all four values of x and the fitted parameters K and x are given in Table 7,

A measure of the uniqueness of the maxima found in the likelihood function is given by plotting,
for each case, the value of that function vs. x, with fixed  and K.  can be obtained independently
from the time distribution of the entire sample and the value of K is known reasonably well from
physics arguments and observed background. Such plots are shown in Fig. 10.

The fits shown in Fig. 9 and Table 7 are excellent. The Ructuations in the likelihood function vs.
x seen in Fig. 10 are a very small fraction of the convergence peaks. We can thus conclude that, if our
estimates are correct, a successful experiment could be performed with far fewer events and/or more
background.

Thus, we now investigate the dependence of the quality of the results on sample size and back-
ground. This will allow us to finally decide on (a) whether to instrument only one arm or both arms;
(b) whether to construct a Lead-Glass calorimeter or a Liquid-Xenon calorimeter.

The parameters which best indicate the sample size required for a good measurement of B, mix-
ing are the error in the mixing parameter (¢x) and the significance of the oscillation amplitude ( N, =
K divided by the error in K). We plot these two quantities as a function of the number of signal events
in Fig. 11 for a fixed K value of 0.34 and an x value of 15. It can be seen from this figure that at the
expected yield of 3000 events for a Lead-Glass calorimeter and one instrumented arm, we expect a
highly significant measurement (9 standard deviations in the oscillation amplitude) and an error of less
than 0.1 on the measurement of x.

This is further illustrated in Fig. 12 which show the results of likelihood fits performed on a sam-
ple size of 3000 simulated events for the same x values used in Fig. 9. In the simulation of this 3000
event sample, we have also taken into account the expected signal/background ratio (about 4 for the
Lead-Glass calorimeter) illustrated in Fig. 4 of section 3.2. Since the background is mainly associated
with B events, we assume that it will have an exponential proper time dependence with the same life-
time as the signal. With this assumption, the only effect of the background is to dilute the oscillatiop
amplitude and thus reduce K. Even with this additional dilution, the significance of the measurement is
still good and the error on x is everywhere less than +0.1.
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Figure 9: Proper time distributions for the two types of tagged events shown in Table 6 (a,b)
x=07(d)x =5 (eH)x = 10,(gh) x = 15. The Monte-Carlo data points correspond
to a total sample of 9000 events as discussed in the text. The curves resuit from simultaneous
maximum likelihood fits to the data shown and the proper time distribution of the entire
9000 event sample.




Table 7; Parameters Obtained From Fis(a) Shown In Fig. 9

Input x Value Fitted K

Fitted x
0.7 0.27 + 0.03 0.70 + 0.05
50 0.30 £ 0.02 4.99 + 0.03
10.0 0.32 £ 0.02 9.96 + 0.03
15.0 0.33 + 0.02 14.93 + 0.03
(a) For a 9000 event sample
rviog
xX=0.1
sl
K 150D
- e e w :. .‘.“/.: L R — .'.x.'.‘ ;...“/.': “m e

Figure 10: The log-likelihood function plotted vs. the mixing parameter, x for four data
samples generated with x = 0.7(a), 5(b), 10(¢), 15(d). The values of r and K are fixed to
their generated values,

41
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By signal events.

i [ L i L

mixing parameter. Refering again to Fig. 11, we see that a sample size of as few as 500 events will give
a do measurement and an error on x of about 14%. We investigated the uniqueness of the solution by
studying (as in Fig. 10) the log-likelihood function vs. x for several randomly generated samples for
each type of sample size. In Fig. 13(b), we show a typical example of the resulting curves. In Fig. 13(a)
a typical (bad) example of the result for a 250 cvent sample shows that it is not possible to obtain re-
liable resuits with such a small sample. For comparison, Figs. 13(b,c,d) show typical log-likelihood
functions plotted vs. x for sample sizes of 500, 1000 and 3000 cvents, respectively. We conclude that a
sample size of S00 events is the smallest sample size from which a meaningful result could be obtained.
Thus, our prediction of 3000 events implies a safety margin of about a factor of six.
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Figure 12: Proper time distributions for the two types of tagged events shown in Table 6
(ab)x = 0.7, (cd)x = 5, (ef) x = 10, (g/h) x = 15. The Monte-Carlo data points
correspond to a total sample of 3000 events as discussed in the text. The curves result from
simultaneous maximum likelihood fits to the data shown and the proper time distribution of
the entire 3000 event sample.
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Figure 13: — Log-Likefihood Function vs. x The data samples of 250, 500, 1000 and 3000
events were all generated with x = 15, In each case, the distributions are
typical examples from a study of 20 Monte-Carlo experiments.

7. OVERVIEW OF OTHER EXPERIMENTS

We have been asked to compare this experiment with other experiments which will take data in
the next few years, with regards to the feasibility of measuring the B, mixing parameter. This is a hard
task since, to our knowledge, no detailed analysis of the type presented in this addendum to P238 ex-
ists for the other experiments. Some work along these lines has been done to evaluate the impact of
new or upgraded machines (see for example Roudeau [Selected topics in B physics at LEP, LAL
89--21] on By mixing at the luminosity-upgraded LEP).

We limit ourselves, therefore, to give a table of indicators (Table 9) which is meant to provide a
qualitative understanding of the relative merits of different experiments.

The choice of indicators is based on the fact that the determination of X, requires a precise meas-
urcment of the time distribution of By and B, (where the particle / antiparticle identity is defined at
t=0). The figures of merit are:

1. The expected number of tagged B, (By) mesons selected by the trigger which have all the de-
cay products within the detector acceptance.



. ing B , ieti .
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Where Fy is the number of By (or By) per bbevent, and A is the fraction of By or By events with the
decay products in the spectrometer. We have used the input valyes described in Table 8. Where de-
tailed information is not available, 3 reasonable upper limit is used.

Table 8: Estimates of event samples

Experiment CLEO (158) DELPHI E771 CDF P233
(CESR) (LEP) (FNAL)  (FNAL)
Integrated & 10° pb-! 150 ph-1 250 pb-1 10pb-t 10 pb~?
Thb 0.27 nb 6.5nb 20 nb 45 ub 10 ub
By Fraction (Fy) 1.0 0.2 0.2 0.2 0.2
Acceptance (4) 1.0 1.0 1.0 1.0 0.295
Sug:t’:::o:f % 5.4x 10% 3.9x 10% 2x 108 1.8x 107 1.2x 107
L ' Per run of 107 sec. of data taking

muons in the fina] state, and should detect events with one J/y - H'B~, Or events in which both B's
decay semileptonically. The geometric acceptance for the two muons is 0.25. We then take:

- = -1
¢t = 0.25{BR(B=p)? + BR(BS--JN)-BR(JN-;:A)] = 0.25.124? + 5x 10 1 = 5x10-2.



For CDF the trigger Tequires one muon with high py so the tr accept i
te anc, = {.124- .
Because the minimum Pt is unknown, we leave eptcul:; L. T AEepnce e = 01124 “prot
The numbers in parentheses in the last line of the table are obtained b iplyi
: y multiplying the number
of events collected by the trigger by the reconstruction factor obtained for our experiment (9000/5x 10°

= 1.8x1077). In the case of LEP, this estimate agrees well with the number obtained b .
Roudeau’s estimate to the nominal LEP luminosity. °¢ by scaling down

Table 9: Comparison of Existing Experiments with P238

Low Energy  High Energy  Fixed Target p-p This

e*e” Colliders e*e~ Colliders Colliders Experiment
Experiment CLEO (158) DELPHI E771 CDF

(CESR) (LEP) (FNAL) (FNAL)

Number* of By

in Detector 5.4x10% 39x 108 2x 108 1.8x 108 1.2x 107
B + By Selected

by Trigger 4.3x 10% 3.1x10% 10* 2.2x 107 5x 10¢
op /L >.50 A1 .05 .04 <.06
Particle ID Partial Yes Yes? No Yes
Event Sample ? 245(558) (18} ? 9x 10%

! Per run of 107 sec. of data taking

We conclude that:

1. CLEO is not competitive in this measurement because the decay path is measured very poortly
and the sample size is Jow.

2. CDF is the only experiment which starts out with large statistics, but reconstruction and posi-
tive identification of the B, will be made very difficult by the lack of good quality particle
identification,

3. E771 does not have sufficient statistical power.
4. DELPHI is the experiment which comes closest to performing an x, measurement, but it is

still too weak from the statistical point of view. In fact, Roudeau estimates that one needs
thirty times the statistics of a typical run to measure this effect.
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use the existing Nevis/University of Massachusety : :
described in the P23g proposal. eits processor design to

the problems we face are simpler than those alread ! '
: . y solved by the N i i
milab Experiment E690. There are several reasons for this: 7 e Nevis group for "heif igee in Fer-

* We look only for straight lines in 3 Planes, while the i : .
inhomogeneous magnetic field, 7 &% meonstructing $ poiat tracks in an

* Our algorithm does not call for matching tracks between views. Theirs does.
* We do not require track fitting for Parameter estimation, They do.

* Unlike E690, we are not attempting fill efficiency for track finding (we would in fact rather
lose the low momentum tracks since they have poor impact Parameter resolution).

* Since our detector iy divided into foyr independent Quadrants and since, a the collider, the
tracks are not folded into the forward direction by 3 Lorentz boost, we have 3 substantially
smailer track density and thus 3 smaller number of hjt combinations to sort through (despite
the increased track multiplicity at the collider),

Fig. 1443 a preliminary block diagram of a processor suitable for the P238 algorithm ag described
in Section 4.3 of the P238 proposal. We divide the processor into 5 subroutines, which are isolated
from each other by control buffers, The 3-plane line finder contains most of the hardware, approxi.
mately 160 existing Nevis modules divided into cight identical sections (4 quadrants x 2 views) and is
essentially a copy of a basic line-finding subroytige designed by Bruce Knapp et al.

taken to allow access to all of the input and Output registers in the system, either for reading data or
inserting data. This greatly simplifies the task of debugging and diagnosing problems since the state of
the system can be determined and checked on a cycle by cycle basis.

The rest of the subroutines for the P23 algorithm have not yet been mapped out in complete
detail but preliminary design work indicates that we will need fewer than 100 modules for the rest of
the system (for a tota] of about 260 modules compared to about 700 modules for the E690 processor).
We will need to design one module for the Histogrammer subroutine byt can probably use existing
Nevis modules otherwise (although perhaps some minor modifications may be necessary). Detailed
design of the System awaits the completion of the software emulator package (described below).

The processor emulator is a software package designed to simulate the act.i_on of the processor on
a cycle by cycle basis, Fach processor board type (of which there are 47) is simulated by a separate
subroutine. The simulation extends not only to the processing of event data byt also communication
with the processar contro] structure. The emulator can thus mimic suf:h actions as the. loading of ta-
bles, the processing of real data, or loading and reading test data words Into any register in the system.
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Figure 14: Preliminary block diagram of P238 processor

A processor algorithm consists of a list of boards, the specification of the contents of any memory
elements on those boards and the specification of how these boards are to be cabled together. Such a
List is known as & configuration file, The emulator reads this file in its initialization phase and thus de-
termines which board subroutines must be cailed. It calls thess subroutines which in tumn reserve
enough memory to hold any tables which must be downloaded as well as memory locations for the
input and output registers. Storage is also reserved to hold cable contents and pointers are set up to the
memory locations which hold the contents of the input and output cables. After this initialization
phase, the memory locations reserved to hold on-board tables are loaded by simulating the cycles that
would be executed by the processor hardware in performing this function.



At this point, the emulator js ready to process data. Data is put into the locations reserved for in-
put cables and the board subroutines are called for each board listed in the configuration file, Fach
board subroutine checks for data on the input cables, and if present performs its operation and modi-
fies the memory locations reserved for its on-board registers as well as that reserved for its output (and

Using the emulator, it will be possible to precisely predict the operation of a given algorithm on
any set of simulated event data. For example, the average number of clock cycles per event can be eas-
Uy determined and problems of precision can be investigated.

The emulator will be usable not only for the design and evaluation of processor configurations
but also for diagnostics since the same data can be given to both the smulator and the real processor
and the results of the computation compared. The operation of a single board can thus be evaluated as
can the operation of an entire subroutine.

We are currently collaborating with E. Hartouni of the University of Massachusetts, Amherst to
write this emulation package. Two of us (M. Medinnis and R. Dzhelyadin) are actively Wwriting new
modules and debugging existing ones. We are also training a student (D. Lynn)) and plan that before
the end of August, to have a team of 4 nearly full-time people (also including J. Zweizig) working on
software development at CERN, in addition to E. Hartouni,

Currently, a total of 10 of the required 47 software modules either exist or are under development.
We plan to finish writing the code by the end of September or early October. Soon thereafter, some of
us will go to Fermilab to work with the E690 collaboration on the installation and debugging of their
processor.

Replication of the modules necessary for construction of the processor should be completed by
early January 1990. The Nevis / University of Massechusetts collaboration (E690) has agreed to lend
us the rack and crates necessary to house a processor of the size we envision.



APPENDIX B: New Silicon Micro-Vertex Detector Configuration

In our simulation work (including that presented in this addendum), we assumne a vertex detector
consisung of 11 paralle] planes, spaced 6 cm apart, with each plane divided into four 7 x 7 cm? silicon

squares (see section 4.1 of the P238 proposal). The silicon planes are assumed to be 200 um thick and
to have 25 um strips on both sides.

After discussions with manufacturers, we have come to realize that such a scheme is not feasible
primarily because the 7 x 7 cm? size is too large to comfortably fit on the standard 4 inch diameter
silicon wafers. We have thus revised our detector design, We are now considering a detector which
consists of sixteen paratlel 10 x 10 cm? detector planes divided into four 5 x 5 ecm? squares, spaced 4
¢m apart. The detector is otherwise the same as that presented in the proposal.

design is that it extends the coverage of the interaction region from +18 em to +22 cm, thus increasing
the fraction of usable events from 81% to 94%. The disadvantage of the new scheme is that the
amount of material in the detector increases by 45%. The resulting increase in multiple scattering will 4.
not cause problems for the trigger algorithm since only the two planes closest to the vertex are used t

estimate track parameters. The effect of increased photon conversions, delta ray production and nucle-
ar interactions has not been simulated, but we do not expect the trigger suppression estimates to

change significantly since these processes had but small effect on the original estimates,




