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Abstract. Much research and development has been
concentrated on the scatter compensation required for
quantitative 3D positron emission tomography (PET).
Increasingly sophisticated scatter correction procedures
are under investigation, particularly those based on accu-
rate scatter models and iterative reconstruction-based
scatter compensation approaches. The main difference
among the correction methods is the way in which the
scatter component in the selected energy window is esti-
mated. Monte Carlo methods provide further insight and
might in themselves offer a possible correction proce-
dure. Five scatter correction methods were compared in
this study where applicable: the dual-energy window
(DEW) technique, the convolution-subtraction (CVS)
method, two variants of the Monte Carlo-based scatter
correction technique (MCBSC1 and MCBSC2) and our
newly developed statistical reconstruction-based scatter
correction (SRBSC) method. These scatter correction
techniques were evaluated using Monte Carlo simulation
studies, experimental phantom measurements and clini-
cal studies. Accurate Monte Carlo modelling is still the
gold standard since it allows the separation of scattered
and unscattered events and comparison of the estimated
and true unscattered component. In this study, our modi-
fied version of Monte Carlo-based scatter correction
(MCBSC2) provided a good contrast recovery on the
simulated Utah phantom, while the DEW method was
found to be clearly superior for the experimental phan-
tom studies in terms of quantitative accuracy at the ex-
pense of a significant deterioration in the signal-to-noise
ratio. On the other hand, the immunity to noise in emis-
sion data of statistical reconstruction-based scatter cor-
rection methods makes them particularly applicable to
low-count emission studies. All scatter correction meth-
ods gave very good activity recovery values for the sim-
ulated 3D Hoffman brain phantom, which averaged
within 3%. The CVS and MCBSC1 techniques tended to
overcorrect while SRBSC undercorrected for scatter in
most regions of this phantom. It was concluded that all
correction methods significantly improve the image
quality and contrast compared to the case where no cor-
rection is applied. Generally, it was shown that the dif-

ferences in the estimated scatter distributions did not
have a significant impact on the final quantitative results.
The DEW method showed the best compromise between
ease of implementation and quantitative accuracy, but
entailed a significant deterioration in the signal-to-noise
ratio.
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Introduction

Positron emission tomography (PET) offers the possibili-
ty of quantitative measurements of tracer concentration
in vivo. However, there are several issues that must be
considered in order to fully realise this potential. In prac-
tice, the measured line integrals must be corrected for a
number of background and physical effects before or
during reconstruction. These include dead-time correc-
tion, detector normalisation, subtraction of random coin-
cidences, and attenuation and scatter corrections. To
maintain accurate counting statistics, a relatively wide
energy window is used owing to the finite energy resolu-
tion of the scintillation detectors employed in PET scan-
ners – typically 10%–30% full-width at half-maximum
(FWHM) at 511 keV. Therefore, rejection of scattered
photons on the basis of energy discrimination has limited
performance. Scatter qualitatively decreases contrast by
misplacing events during reconstruction, and quantita-
tively causes errors in the reconstructed radioactivity
concentrations by overestimating the actual activity. The
impact of scatter in emission tomography generally de-
pends on the photon energy, tomograph energy resolu-
tion and energy window settings, besides the object size,
shape and chemical composition, and the source distribu-
tion. Many of these parameters are non-stationary, which
implies a potential difficulty when developing proper
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scatter correction techniques. However, correction for
scatter remains essential, not only for quantification but
also for lesion detection and image segmentation [1].

Attenuation and scatter corrections in PET are now
widely accepted by the nuclear medicine community as a
vital component in the production of artefact-free, quan-
titative data. While attenuation correction is exact in
PET, and limited mainly by the statistics of the acquired
data, the problem of Compton scatter is far more compli-
cated to solve [2]. Accurate scatter correction is one of
the major problems facing quantitative 3D PET and still
is an open question. Much research and development has
been concentrated on the scatter compensation required
for quantitative 3D PET. Increasingly sophisticated scat-
ter correction procedures are under investigation, partic-
ularly those based on accurate scatter models and itera-
tive reconstruction-based scatter compensation ap-
proaches. Most of the methods proposed so far attempt
to estimate the scatter contamination and then remove it
using either subtraction [3, 4, 5] or convolution/deconvo-
lution techniques [6, 7, 8, 9]. An alternative to these
methods would be to estimate the scatter component di-
rectly from the emission and transmission data [10, 11].
Monte Carlo methods provide further insight and might
in themselves offer a possible correction procedure [12,
13]. Development of scatter models that can be incorpo-
rated in statistical reconstruction (e.g. maximum likeli-
hood–expectation maximisation or ML-EM) continues to
be appealing; however, implementation must be efficient
to be clinically applicable [14, 15]. More recently, we
have proposed a new scatter correction algorithm for ful-
ly 3D PET imaging [16]. The method is based on the hy-
pothesis that the image corresponding to scattered events
in the projection data consists of almost low-frequency
components of activity distribution and that the low-fre-
quency components will converge faster than the high-
frequency ones in successive iterations of statistical re-
construction methods such as ML-EM or its accelerated
version, the ordered subsets–expectation maximisation
(OSEM) [17]. With the advent of faster computers and
accelerated iterative reconstruction algorithms, different
approaches to scatter compensation are receiving much
attention.

The main difference between the correction methods
is the way in which the scatter component in the selected
energy window is estimated. The literature contains little
information derived from systematic studies on the accu-
racy of different scatter correction techniques in 3D PET.
A limited number of studies have reported the compara-
tive evaluation of different scatter correction methods in
both single-photon emission tomography (SPET) [18]
and PET [19, 20] imaging. The primary concerns in rela-
tion to these methods are: (a) the scatter estimates may
be inaccurate, leading to bias in the reconstructed imag-
es; and (b) the scatter compensation is often accompa-
nied by a substantial increase in statistical noise. More-
over, many of the methods rely on calibration parameters

that are sensitive to the imaging protocol and the physi-
cal performance of the tomograph, and may change for
each patient.

In this study, an implementation of a modified version
of the Monte Carlo-based scatter correction method
(MCBSC2) and our newly proposed scatter correction ap-
proach based on statistical reconstruction (SRBSC) were
evaluated, where applicable, against the original Monte
Carlo-based scatter correction method (MCBSC1) [12]
and more common correction methods (DEW, CVS) us-
ing Monte Carlo-simulated data, experimental phantom
measurements and clinical studies. The goal of the study
was to investigate the validity of the assumptions under-
lying the theoretical derivation of these methods and their
potential in restoring the contrast, absolute activity quan-
tification, recovery coefficient and signal-to-noise ratio
(SNR).

Materials and methods

Scatter correction techniques

A number of scatter correction techniques have been proposed in
3D PET. They fall into four broad categories (see ref. [21] for a
detailed description):

1. Energy window-based approaches
2. Convolution/deconvolution-based approaches
3. Approaches based on direct estimation of scatter distribution
4. Iterative reconstruction-based scatter compensation approaches

Different versions of the above methods have been successfully
implemented for 3D PET. The algorithms compared in this paper
are briefly described below.

The dual-energy window method (DEW). Multiple energy window
methods were originally developed for SPET and have been in use
for more than 15 years [22]. The development of the 3D acquisi-
tion mode in PET and improvements in the detector energy resolu-
tion have allowed the implementation of scatter correction based
on the analysis of energy spectra. Several groups have investigated
the potential of acquiring data in two [3, 4], three [5] and multiple
[23] energy windows to develop corrections for scattering in 3D
PET. The DEW algorithm used in this work is based on an imple-
mentation by the MRC PET methodology group at Hammersmith
Hospital (UK) on the ECAT 953B scanner [4].

The convolution-subtraction method (CVS). Techniques based on
convolution or deconvolution estimate the distribution of scatter
from the standard photopeak data. The CVS method used in this
work is based on an implementation by Bailey and Meikle [7].
The number of iterations used was four and the scatter fraction
was tailored to the phantom or clinical study under consideration.
It ranges from 30% in 3D brain scanning to 45% in whole-body
oncological studies.

The original Monte Carlo-based scatter correction method
(MCBSC1). The true scatter component (being an experimentally
impossible measurement) can be accurately estimated using rigor-
ous Monte Carlo simulations [24]. The possibility of using Monte
Carlo simulation to calculate and correct for Compton scatter in
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3D PET was first suggested by Levin et al. [12]. Monte Carlo sim-
ulations require as input the voxelised source distribution as well
as the corresponding distribution of attenuation coefficients. The
method uses as an estimate of the true distribution, the non-scat-
ter-corrected reconstructed 3D image volume for a simulated 3D
PET acquisition, assuming that the number of events in each voxel
accurately represents the number of annihilation photons originat-
ing at the corresponding location within the simulated body. The
contours and attenuation coefficients of the different organs and
tissues are obtained from a segmented transmission image derived
from a short transmission scan.

The sinograms of simulated scattered and unscattered events
are then created and used to estimate the scatter distribution for
any given plane. As a result of the low detection probability, the
Monte Carlo-generated data sets have a lower number of events
than the measured data sets. Scaling of the simulated scatter distri-
bution is therefore required to normalise the statistics of the simu-
lated and the measured data. This scale factor is calculated as the
ratio between the uncorrected emission sinograms and the total
simulated emission sinogram (unscattered + scattered). Correction
for scatter is performed by subtracting the estimated scatter distri-
bution, ps

MC, multiplied by the calculated scale factor (k) from the
measured emission data set according to:

(1)

As proposed, the reconstructed emission image used as input to
the simulations was not pre-corrected for scatter [12]. This results
in an overestimation of the amount of scatter and blurring in the
emission image due to mispositioning of events. The authors
claim that the negative systematic errors introduced by the inclu-
sion of scatter in the input image are less relevant than the statisti-
cal noise in the data sets. This standard method is referred to as
MCBSC1 in this paper.

The modified Monte Carlo-based scatter correction method
(MCBSC2). The contribution of scatter from out-of-FOV (field-of-
view) activity is particularly significant in 3D whole-body scan-
ning. To take this effect into account, activity from outside the
FOV should be incorporated in the calculation of the scatter distri-
bution [13]. For this purpose, data from several bed positions be-
low and above the volume of interest should be made available as
input to the Monte Carlo simulation. The effect of pre-correcting
the projection data for scatter using an approximate method (e.g.
CVS) was also investigated in this work. The data sets were pre-
corrected for scatter with the CVS method and the reconstructed
images were then used as input to the Monte Carlo simulator. This
approach seems reasonable for a more accurate estimation of the
true source distribution and is referred to below as MCBSC2,
which can be distinguished from MCBSC1 by the modifications
mentioned above.

Statistical reconstruction-based scatter correction (SRBSC). Re-
construction-based scatter compensation has received much atten-
tion in the literature during the past decade, and different algo-
rithms belonging to this class of methods have been devised [14,
15, 25, 26]. More recently, we proposed a new technique for scatter
correction in 3D PET called statistical reconstruction-based scatter
correction (SRBSC) [16]. Application of the method for scatter
correction in SPET imaging was independently reported by another
group [27]. The method is based on two hypotheses: (a) the scatter
distribution consists mainly of a low-frequency component in the
image, (b) the low-frequency components will converge faster than
the high-frequency ones in successive iterations of statistical recon-

struction methods (e.g. ML-EM). This non-uniform convergence
property is further emphasised and demonstrated by Fourier analy-
sis of the ML-EM algorithm [28, 29] and successive iterations of
inverse Monte Carlo-based reconstructions [25].

The analysis of the response function to a line source in a wa-
ter-filled cylinder revealed that the unscattered response kernels
are limited to a small region around the location of the line source,
while the scatter response kernels extend to a wide region outside
the original activity distribution [16]. Therefore, the scatter com-
ponents correspond to the low-frequency range in the source dis-
tribution. The properties mentioned above are exploited in the der-
ivation of the SRBSC method for scatter correction. The low-fre-
quency image is estimated using one iteration of the OSEM algo-
rithm. The details and basic steps followed when implementing
the algorithm are described elsewhere [16].

Monte Carlo simulation studies

The Monte Carlo simulator. The Eidolon Monte Carlo simulation
package developed to simulate cylindrical 3D positron tomo-
graphs [30, 31] and available in the public domain since Septem-
ber 1999 was used in this work. Several phantom and clinical
studies were considered to evaluate the accuracy of the Monte
Carlo simulator in modelling the spatial distribution of detected
events in the case of simple geometries as well as real and com-
plex patterns of radioactivity distribution (see sections on phantom
and clinical studies). Both phantom and clinical studies were sim-
ulated using the reconstructed emission data as an estimate of the
activity distribution. A brain study was selected for illustration
purposes. The voxelised source was represented by a single-vol-
ume PET study and out-of-FOV activity and scattering media
were neglected. Transmission images were segmented in a uni-
form single soft tissue component in the case of brain imaging and
two tissue components (lung and soft tissue) for the study in the
thorax region.

Previously reported Monte Carlo validations of scatter correc-
tion techniques and related parameters have often been made us-
ing simple source and attenuating medium geometries and compo-
sitions. In addition to these evaluations, there is a need to investi-
gate more clinically realistic source distributions to validate and
compare scatter correction techniques. A comparison of the rela-
tive performance of different methods was performed using Monte
Carlo simulated data sets of two digital phantoms. Simulated data
for the DEW technique were not included owing to a technical dif-
ficulty in storing data acquired in two energy windows in the same
file in CTI matrix format.

The Utah multi-compartment phantom. Phantom simulations of
the Utah multi-compartment phantom were carried out. The com-
partments A, B, C and D of the phantom were filled with relative
concentrations of 1:2:0:2, respectively (Fig. 1). In this study, the
outer compartment (E), which is generally used to provide activity
from outside the FOV, was empty. A calculated attenuation correc-
tion was applied assuming a constant linear attenuation factor
(µ=0.096 cm–1) for water. The data sets were reconstructed using
the reprojection algorithm (3DRP) [32] with a maximum opening
angle corresponding to a ring index difference of 11. A Hanning
filter having a cut-off frequency equal to 0.5 Nyquist was used for
all studies.

The 3D Hoffman brain phantom. According to the user specifica-
tions, Eidolon can be used to simulate either simple analytical
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phantom geometries or complex and realistic voxel-based source
distributions and attenuating mediums. The 3D Hoffman brain
phantom has been developed to simulate the activity distributions
found in the human brain in the cerebral blood flow and metabo-
lism studies currently employed in PET [33]. The mathematical
source distribution has specific activities of the grey matter, white
matter and ventricles of 4:1:0, respectively. This phantom was
simulated and the results analysed using the same protocol as was
adopted for the Utah phantom. The reconstructed image contain-
ing the basal ganglia as illustrated in Fig. 2 was also evaluated by
calculating the activity recovery when using different correction
methods for 13 irregular regions of interest (ROIs) over structures
that are of special importance in neurophysiology (see compara-
tive assessment section).

Experimental phantom studies

Experimental phantom studies were performed on the ECAT 953B
scanner operated in 3D mode. Both the Utah and Hoffman 3D brain
phantoms were scanned and analysed according to the same proto-
col used for the simulated data sets except that transmission studies
were performed and used to correct the data sets for attenuation.

The physical Utah multi-compartment phantom. The Utah phan-
tom was scanned with and without out-of-axial FOV activity. The
outer compartment (E) was positioned just outside the FOV and
was empty in the first acquisition, and then it was filled with an
activity concentration equal to that in the inner cylinder (A) for the
second acquisition. The compartments of the phantom (Fig. 1)
were filled with relative concentrations of 1:1.68:0:2.03:0 (without
out-of-FOV activity) and 1:1.68:0:2.03:1 (with out of-FOV activi-
ty) in A, B, C, D and E, respectively.

The physical 3D Hoffman brain phantom. A physical Hoffman
3D brain phantom [33] with a grey-to-white matter ratio of 4:1
was filled with fluorine-18, taking care to avoid the introduction
of air bubbles. The data were acquired with moderate statistics
(40 Mcounts).

Clinical studies

The different scatter correction algorithms were also tested on
clinical data obtained on the prototype partial-ring cylindrical ro-
tating positron tomograph (PRT-1) from Geneva University Hospi-
tal [34]. Cerebral and whole-body clinical studies were selected
from the database and used for clinical evaluation of the scatter
correction methods.

Cerebral scan study. A clinical brain scan of a patient who was re-
ferred to the Nuclear Medicine Division of Geneva University
Hospital for evaluation was studied. A transmission measurement
(15 min) using germanium-68 rotating rod sources was performed
for attenuation correction purposes. The emission study started
30 min after intravenous injection of approximately 220 MBq of
18F-fluorodeoxyglucose (FDG). The study was reconstructed by
3DRP with and without application of the different scatter correc-
tion techniques.

Clinical oncology study. An oncology study of a woman with a
known stage T4 neoplasm of the breast and two metastases in the
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Fig. 1. Diagram of the Utah
multi-compartment phantom
used for quantitative analysis
of the different correction tech-
niques. The outer compartment
(E) is generally used to provide
activity from outside the field-
of-view

Fig. 2. Digitised transverse slice through the basal ganglia chosen
from the 3D Hoffman brain phantom, indicating the ROIs used in
the quantitative evaluation of scatter correction methods
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lung and the mediastinum was also considered. Data acquisition
was performed at four bed positions covering an axial FOV of ap-
proximately 35 cm (four volumes, 15 min/volume). Transmission
measurements were performed at each bed position (10 min/posi-
tion). The Monte Carlo package performs in principle a simulated
3D PET acquisition of a single bed position of the scanner axially
positioned over the lungs and heart. Out-of-FOV activity was also
incorporated by including three bed positions, one below and two
above the simulation FOV. The study was reconstructed by 3DRP
with and without application of the different correction tech-
niques.

Comparative assessment

Comparative evaluation of different methods for scatter correction
in 3D PET is inherently difficult owing to the multiplicity of the
medical purposes for which the corrections may be studied. For
any specific medical task, the evaluation should ideally be based
on the performance of human observers [35]. However, this is
costly and complex, since a reasonable number of experienced ob-
servers should be used to analyse many images under carefully
controlled conditions, etc.

There is no single figure of merit that summarises algorithm
performance, since performance ultimately depends on the diag-
nostic task being performed. Well-established figures of merit
known to have a large influence on many types of task perfor-
mance are used to assess image quality. These include calculations
of the contrast and absolute concentrations measured in the differ-
ent compartments of the Utah phantom, the signal-to-noise ratio
and the recovery coefficient. With a few exceptions, most papers
dealing with the evaluation of scatter correction techniques com-
pare relative concentrations within different compartments of a
given phantom with the background compartment serving as a ref-
erence. This approach was criticised by Bailey et al. [21] because
it does not necessarily reflect the accuracy of the correction proce-
dure and might bias the evaluation procedure. Hence, the evalua-
tion reported here was performed in absolute terms. Different
ROIs with diameters approximately equal to half the radius of the
small cylinders were placed in the various sections of the Utah
phantom and the mean counts/ROI in each section were deter-
mined for ideal, non-corrected and scatter corrected images. Con-
trast recovery (with an ideal value of 100%) was calculated ac-
cording to:

(2)

where NBG is the count density in the background’s ROI and Ncold
is the count density in the cold cylinder’s ROI. The signal-to-noise
ratio (SNR) was defined as the mean number of events divided by
the standard deviation of pixel intensities in an ROI defined within
the background region A of the Utah phantom (Fig. 1):

(3)

For the 3D Hoffman brain phantom, the activity recovery coeffi-
cients, defined as the percentage ratio of events in an ROI in the
corrected images to events in the same ROI in the ideal images,
were calculated according to:

(4)

where NROI is the count density in the ROI.

Results

Monte Carlo simulation studies

Figure 3 illustrates the clinical cerebral study, showing a
representative slice of the original reconstructed radioac-
tivity distribution and segmented transmission image to-
gether with the corresponding reconstructed image of the
Monte Carlo simulated data and the normalised differ-
ence between the original and the Monte Carlo recon-
structed image. The simulated image was obtained by us-
ing as input to the Monte Carlo simulator the reconstruct-
ed 3D image volume as an estimate of the true distribu-
tion for a simulated 3D PET acquisition. There was good
agreement between the two images, although the Monte
Carlo data sets contained less statistics. The effect of pre-
correcting the first image estimate for scatter on the esti-
mation of scatter distribution was extensively studied us-
ing different phantoms. Measured and simulated sino-
grams relative to the 31 direct planes were extracted from
the 3D data sets. Profiles were obtained by averaging
over all angular views. Figure 4 compares the measured
and simulated sinograms for the clinical cerebral study
(Fig. 3), showing the normalised profiles on a representa-
tive plane of the acquired sinograms. Note the good
agreement between measured and simulated data when

Recovery = ×N
N
ROI
corrected

ROI
ideal 100%

Contrast
N N

N
BG cold

BG
= − ×100%

SNR
NROI

ROI
= σ

Fig. 3. Clinical cerebral study showing a representative slice of
the original reconstructed radioactivity distribution (top left) and
segmented transmission image (top right). The corresponding re-
constructed image of the Monte Carlo simulated data (bottom left)
and the normalised difference image between the original and the
Monte Carlo reconstructed image, displayed using its own maxi-
mum intensity to display the differences in detail (bottom right),
are also shown
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the source distribution is corrected for scatter. Compari-
son of integral profiles of simulated scatter sinogram
planes showed small differences between the two distri-
butions. Normalised histogram profiles of the difference
between the original sinogram and the simulated data are
also shown in Fig. 5 for both simulations. It is worth
pointing out that the amplitude of the error (difference in
counts) is much smaller after scatter compensation. 

The unscattered component in the simulated projec-
tion data was recorded and used as a reference to which
the corrected projections using the different methods
were compared. Figure 6 shows a comparison of a pro-
file through a sinogram plane representing the true un-
scattered component as estimated by the simulations
and by the correction procedures for both the Utah and
3D brain phantoms. Most scatter correction techniques
give a reasonable estimation of the scatter component
for the Utah phantom, which has a simple geometry and
source distribution, and slightly overestimate the scatter
component for the complex source distribution of the
Hoffman 3D brain phantom. However, they successfully
bring the activity to zero faster outside the object in
both cases.

The reference image, the reconstructed image corre-
sponding to unscattered events only, the image recon-
structed after attenuation correction only (AC), and fi-

Fig. 4. Comparison between measured (solid line) and simulated
(dashed line) profiles of a direct plane using scatter-corrected
images as input to the Monte Carlo simulations of a clinical
brain study

Fig. 5. Histogram profiles of
the difference sinogram planes
(% error) using as input vox-
elised reconstructed images not
corrected for scatter (left), and
the same plane of Monte Carlo-
simulated sinograms using as
input voxelised reconstructed
images corrected for scatter
(right), shown on the same axis
scale. Note that the relative er-
ror is smaller after scatter com-
pensation

Table 1. Absolute concentrations
and contrast measured in the dif-
ferent compartments of the simu-
lated Utah phantom with attenua-
tion correction only (AC) and af-
ter application of the different
scatter correction techniques. The
mean and standard deviations are
shown. The signal-to-noise ratio
(SNR) measured in the back-
ground (A) is also shown. The
outer compartment (E) was not
filled with activity

Figure of merit Absolute concentration (kBq/ml) Contrast (%) SNR

Case/compartment B D C A

Reference image 18.27 18.21 100 82.4±6.7
Unscattered image 19.78±0.44 21.62±0.42 78.2±5.3 9.0±3.0
AC 24.71±0.53 24.07±0.49 63.8±5.2 12.3±3.6
CVS 18.83±0.38 20.84±0.39 67.6±4.0 7.7±2.1
SRBSC 19.23±0.39 21.41±0.38 69.4±4.5 8.0±2.1
MCBSC1 19.21±1.18 21.31±1.07 81.5±3.4 6.4±1.4
MCBSC2 19.60±0.94 21.45±0.74 88.8±6.5 6.4±1.4
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nally the images obtained after applying scatter subtrac-
tion using different methods for the simulated Utah
phantom are illustrated in Fig. 7. All scatter correction
techniques improve the quality of the images and allow a
better definition of the cold cylinder (on the left) com-
pared with the case where attenuation correction is ap-
plied alone; however, the images appear noisier when us-
ing Monte Carlo-based scatter correction techniques.
Horizontal profiles through the images shown in Fig. 7
are illustrated in Fig. 8. 

Table 1 shows the estimated contrast and absolute
concentrations in the different compartments of the sim-
ulated Utah phantom for one distribution of activity be-
fore and after scatter correction is performed on the
scans. Note that the reference image represents the actual
statistical realisation of the ideal input image to the
Monte Carlo simulation. An interesting observation from

Fig. 6. Integral profiles through
a sinogram plane of the simu-
lated unscattered component
and the scatter-corrected sino-
gram using the different correc-
tion techniques for the Utah
phantom (a) and the Hoffman
3D brain phantom (b)

Fig. 7. Reconstructed images of the simulated Utah phantom.
From top left, clockwise: the reference image used as input to the
Monte Carlo simulations, the reconstructed image of unscattered
events only, AC, CVS, SRBSC, MCBSC1 and MCBSC2
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the analysis of the data presented in this table is that
even in the reconstructed image corresponding to the un-
scattered component, the activity in the cold cylinder is
not equal to zero as specified in the reference image used
as input to the simulator. This difference may be attribut-
ed to the reconstruction algorithm, the finite spatial reso-
lution of the simulated scanner and the resulting partial
volume effect. The reduction in activity in the unscat-
tered profile is more likely to be a reconstruction artefact
from the filtered back-projection process and the recon-
struction filter used. Scatter-corrected images have a
poorer signal-to-noise ratio, which can be explained by
the scatter subtraction process and the resulting reduc-
tion in the statistics of the acquired data sets; however,
the quantitative accuracy is greatly improved. A remark-
able enhancement of the quantitative accuracy in the dif-
ferent compartments is seen after scatter subtraction.
Compared with the other methods, the MCBSC2 method

Fig. 8a, b. Horizontal profiles
through the images shown in
Fig. 7. a The reference image
used as input to the Monte Car-
lo simulations (solid line), the
reconstructed image of unscat-
tered events only (dotted line),
AC (short dashed line) and
CVS (long dashed line). 
b SRBSC (dotted line),
MCBSC1 (short dashed line)
and MCBSC2 (long dashed
line)

Fig. 9. Reconstructed images of the simulated Hoffman 3D brain
phantom. From top left, clockwise: the reference image used as in-
put to the Monte Carlo simulations, the reconstructed image of un-
scattered events only, AC, CVS, SRBSC, MCBSC1 and MCBSC2

Table 2. Percentage recovery
calculated in different struc-
tures of clinical interest in the
Hoffman 3D brain phantom.
The average and standard devi-
ation (SD) are also shown

ROI Recovery (%)

AC CVS SRBSC MCBSC1 MCBSC2

R1 110.8±0.8 98.6±0.1 101.7±0.2 97.8±0.5 98.6±0.8
R2 113.5±1.1 98.0±0.1 101.0±0.3 98.3±1.2 98.8±0.9
R3 114.9±1.3 97.6±0.3 100.1±0.3 97.8±0.8 98.1±0.9
R4 113.9±0.2 98.1±0.3 100.4±0.1 96.9±1.2 98.0±1.4
R5 119.7±1.0 96.7±0.6 100.6±0.3 97.7±0.8 99.2±1.3
R6 122.2±1.3 97.1±4.3 100.7±0.6 99.2±1.7 98.0±1.2
R7 111.1±0.5 98.3±0.3 101.5±0.0 98.3±1.1 97.6±1.1
R8 113.8±0.5 97.8±0.4 100.9±0.1 98.5±0.9 98.1±1.3
R9 113.5±0.2 97.8±0.4 100.4±0.1 97.5±1.1 97.1±0.9
R10 112.7±0.1 98.4±0.2 100.6±0.1 98.6±1.3 98.0±0.2
R11 120.9±1.1 96.9±0.2 101.1±0.5 97.3±2.3 97.8±1.4
R12 121.8±0.8 96.8±0.4 100.5±0.1 97.3±0.6 98.0±0.8
R13 122.5±1.5 97.1±1.0 103.3±1.1 97.7±0.9 97.0±2.6
Average 116.2 97.6 101.0 97.9 98.0
SD 4.4 0.6 0.8 0.6 0.6
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allows better contrast recovery to be obtained in the cold
compartment, at the expense of an increase in noise
illustrated by a strong decrease in the signal-to-noise
ratio. SRBSC slightly improves the SNR compared with
the other techniques.

Reconstructions of the simulated 3D digital Hoffman
brain phantom without corrections, after applying attenu-
ation correction alone and when using the different scat-
ter correction algorithms are shown in Fig. 9. The low-
count regions and structures are better recovered after
scatter compensation. Table 2 shows the results of the
quantitative evaluations of the percentage activity recov-
ery using different correction techniques for the different
ROIs, which cover important structures of the brain. All
scatter correction methods give very good activity recov-
ery values for the simulated 3D Hoffman brain phantom,
which average within 3%. The CVS and MCBSC1 tech-
niques tend to overcorrect while SRBSC undercorrects
for scatter in most regions of this phantom. 

Experimental phantom studies

The reconstructed images of the physical Utah phantom
without activity in the outer compartment (E) are shown
in Fig. 10. Horizontal profiles through the images shown
in Fig. 10 are illustrated in Fig. 11. The results of the
quantitative analysis of the data are summarised in Ta-
ble 3. All the methods improve the contrast compared to
the case where no correction is applied. It can be seen
that the DEW method predicts the contrast very accu-

Fig. 10. Reconstructed images of the physical Utah phantom with-
out activity in the outer compartment (out-of-FOV activity). The
images shown are, from top left, clockwise: AC, DEW, CVS,
SRBSC, MCBSC1 and MCBSC2

Fig. 11. Horizontal profiles
through the images shown 
in Fig. 9 illustrating: 
a AC (dashed line), DEW 
(solid line) CVS (dotted line), 
and b SRBSC (dashed line),
MCBSC1 (solid line) and
MCBSC2 (dotted line)

Table 3. Absolute concentrations
and contrast measured in the dif-
ferent compartments of the
scanned Utah phantom with at-
tenuation correction only (AC)
and after applying the different
scatter correction techniques. The
mean and standard deviations are
shown. The signal-to-noise ratio
(SNR) measured in the back-
ground (A) is also shown. The
outer compartment (E) was empty

Figure of merit Absolute concentration (kBq/ml) Contrast (%) SNR

Case/compartment B D C A

Calibration concentration 5.88 4.86 100 –
AC 7.66±0.28 5.31±0.17 63.82±1.15 21.91±5.17
DEW 6.05±0.23 4.62±0.18 91.63±1.84 15.42±3.64
CVS 6.49±0.30 4.68±0.23 84.11±3.85 18.79±4.54
SRBSC 6.52±0.30 4.76±0.22 86.26±3.95 19.46±4.72
MCBSC1 6.51±0.24 4.81±0.21 81.31±3.93 9.74±2.43
MCBSC2 6.55±0.27 4.78±0.15 85.02±1.76 10.32±2.05
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rately as compared with the other methods but increases
the noise significantly. On the other hand, SRBSC has a
better signal-to-noise ratio and gives good contrast and
quantitative accuracy in compartment A. 

The results of the quantitative analysis of the Utah
phantom with activity in the outer compartment (with
out-of FOV activity) are summarised in Table 4. Again,
the DEW predicts the contrast very accurately as com-
pared with the other methods. Statistical noise was insig-
nificantly changed by CVS and SRBSC whereas it was
increased slightly by DEW and significantly by Monte
Carlo-based approaches. The DEW method was more
successful in correcting for scatter originating from out-
side the FOV. This was expected and has already been
reported by other groups [19] since the CVS and SRBSC

techniques estimate the scatter directly from measured
data whereas the DEW method is sensitive to contribu-
tions from both in- and out-of-FOV activity.

The reconstructed images of the physical 3D brain
phantom without and with the different correction tech-
niques are shown in Fig. 12. It is hard to judge any major
differences in the corrected images. The effect of scatter
removal in areas where no activity is present is, however,
clearly seen (e.g. cerebrospinal fluid or CSF). The DEW
method better improves the contrast compared with the
other methods.

Clinical studies

Figure 13 displays an image plane from the attenuation-
corrected and scatter-corrected clinical brain study.
Again, it is hard to judge any major differences in the
corrected images. Nevertheless, the corrected images

Table 4. Absolute concentrations and contrast measured in the dif-
ferent compartments of the scanned Utah phantom with attenua-
tion correction only (AC) and after applying the different scatter
correction techniques. The mean and standard deviations are

shown. The signal-to-noise ratio (SNR) measured in the back-
ground (A) is also shown. The outer compartment (E) was filled
with activity concentration equal to that in the background region

Figure of merit Absolute concentration (kBq/ml) Contrast (%) SNR

Case/compartment B D C A

Calibration concentration 5.88 4.86 10 –
AC 7.94±0.30 5.47±0.15 64.60±1.08 19.04±4.69
DEW 6.14±0.21 4.61±0.10 95.74±2.09 12.37±3.97
CVS 6.72±0.32 4.82±0.20 84.90±3.34 16.24±4.33
SRBSC 6.76±0.32 4.90±0.19 86.78±3.30 16.81±4.60
MCBSC1 6.62±0.31 4.72±0.24 86.23±2.64 9.78±3.37
MCBSC2 6.77±0.24 4.94±0.18 86.33±1.54 9.33±2.33

Fig. 12. Reconstructed images of the physical Hoffman 3D brain
phantom. The images shown are, from top left, clockwise: AC,
DEW, CVS, SRBSC, MCBSC1 and MCBSC2

Fig. 13. Reconstructed images of a clinical brain study. From top
left, clockwise: AC, CVS, SRBSC, MCBSC1 and MCBSC2



have a worse signal-to-noise ratio but better overall con-
trast between grey and white matter than the uncorrected
original image. To better understand the effect of scatter
correction on cerebral clinical data sets, a detailed analy-
sis of the difference images between non-corrected and
scatter-corrected projection data was performed (images
not shown). It was demonstrated that the difference im-
ages resemble the attenuation-corrected images, particu-
larly with respect to the contrast between the brain tissue
and the air-filled sinuses. This is in agreement with the
observations made by Bailey et al. [21]. Results obtained
using the CVS approach for scatter correction in cerebral
3D PET scans (homogeneous attenuating region) have
proven to be accurate [7, 20]. Similar performances are
obtained with our newly developed SRBSC approach,
which is well adapted for this kind of study [16].

It should be noted that for the whole-body, especially
at the level of the thorax, it was difficult to assess the ef-
fect of scatter correction on the images (not shown).
However, the streak artefacts seen in the attenuation-cor-
rected image only were significantly reduced after scat-
ter subtraction by all techniques.

Discussion

This paper has focussed mainly on the use of Monte Car-
lo simulations, experimental measurements and clinical
studies to characterise scatter correction algorithms in
3D PET imaging. Because of the finite energy resolution
of block detectors, discrimination between unscattered
and scattered events is not an easy task. Scattered coinci-
dences add a background to the true coincidence distri-
bution, decreasing contrast and causing the isotope con-
centrations to be overestimated. They also add statistical
noise to the signal. The number of detected scattered
events depends on energy window settings, the volume
and attenuation characteristics of the object being im-
aged, and the tomograph’s geometry. While the quantita-
tive accuracy of 3D PET is limited mainly by attenuation
and scatter corrections, it may also be influenced by the
choice of the reconstruction algorithm. It is important to
know both systematic and statistical errors in activity
quantification when using different reconstruction algo-
rithms.

To date most experimental investigations of scatter
have been limited to simple homogeneous and symmet-
ric phantoms. Modelling of imaging systems is best done
with computer phantom models that match the gross pa-
rameters of individual patients. Recent three- and four-
dimensional (dynamic) computer phantoms aim to
achieve a reasonable compromise between ease of use,
flexibility and accurate modelling of populations of pa-
tient anatomies, as well as attenuation and scatter proper-
ties and biodistributions of radiopharmaceuticals in the
patients. Monte Carlo modelling has contributed to a bet-
ter understanding of the physics of Compton scattering

in PET. The development of efficient Monte Carlo simu-
lation packages has allowed the study of scatter for real-
istic source distributions and attenuation maps and ac-
cording to a variety of physical parameters [24]. Monte
Carlo calculations are widely accepted as a powerful tool
for study of the spatial characteristics of scatter for vari-
ous phantoms [36]. In addition, the Monte Carlo method
is uniquely able to provide information about multiple
versus single scatter events. Knowledge gained from
Monte Carlo simulations has contributed to the formula-
tion and evaluation of new scatter correction techniques
in 3D PET [12, 13, 16].

Several approaches have been proposed for scatter
correction in PET and a detailed description of these
techniques can be found in Bailey et al. [21]. The convo-
lution-subtraction approach can be applied to either pro-
jection data [7] or reconstructed images [8]. In the latter
case, the scatter estimates are reconstructed and then
subtracted from the non-corrected reconstructed images
of the acquired data. Model-based scatter correction
methods use both emission and transmission scans to-
gether with the physics of Compton scattering to esti-
mate the scatter distribution [10, 11]. However, the
above methods do not correct for scatter from outside the
FOV. This effect can be directly taken into account by
acquiring short, auxiliary scans adjacent to the axial vol-
ume being investigated. These extra data are naturally
available in whole-body imaging. This implicitly as-
sumes that the distribution of scatter from outside the
FOV has the same shape as that of scatter from inside
the FOV. The Monte Carlo-based scatter correction ap-
proach (MCBSC2) overcomes this limitation by incorpo-
rating an accurate model of scatter from outside the
FOV. However, this method is impractical for isotopes
with a short half-life or rapid uptake relative to the scan-
ning interval. The somewhat disappointing results from
the MCBSC2 method are thought to be due to the large
statistical uncertainty after scatter subtraction. It is ex-
pected that the method will perform better for data ac-
quired with high statistics.

Improvement in computer speed and recent advances
in acceleration of reconstruction algorithms [17] have
led to renewed interest in algorithms which incorporate
scatter as part of the emission model. Iterative recon-
struction-based scatter compensation has received con-
siderable attention during the last decade. Earlier studies
[14, 37] indicated that when scatter is modelled in itera-
tive reconstruction, higher contrast and lower noise can
be obtained than when the technique of scatter subtrac-
tion is used. In addition, model-based iterative recon-
struction does not require patient-dependent parameteri-
sation. One of the requirements of this method is to com-
pute the scatter response function at each point in the at-
tenuator with respect to each projection view. An effi-
cient algorithm for scatter estimation was recently de-
scribed in which the scatter spatial distribution is imple-
mented as a spatially invariant convolution for points of
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constant depth in tissue [15]. The normal approach for
implementation of a scatter model is to incorporate the
scatter estimation directly in the transition matrix, al-
though efficiency has been improved by utilising a dual
matrix approach [38] in which scatter is incorporated in
the forward projection step only. In this case, the transi-
tion matrix is considerably larger than is necessary if on-
ly attenuation and geometric factors are included, and
computation is therefore slow since scatter is essentially
recalculated and added in each iteration. It is worth
pointing out that most of the research performed in this
field is related to SPET imaging. Further development
and validation of this class of algorithms in 3D PET is
still required.

Scatter correction techniques can be evaluated using
Monte Carlo simulation studies, experimental phantom
measurements and clinical studies. Accurate Monte Carlo
simulation is considered the gold standard since it allows
separation of scattered and unscattered events and com-
parison of the estimated and true scatter components. A
modification and extension to whole-body 3D imaging of
a recently proposed Monte Carlo-based scatter correction
method (MCBSC2) has been presented in this paper. A
new scatter correction method called SRBSC [16] based
on estimation of the low-frequency component corre-
sponding to scatter events using OSEM reconstructions
has also been evaluated against more common correction
methods. Qualitative and quantitative comparisons of five
scatter correction methods based on subtracting an esti-
mated scatter component from the projection data have
been performed where applicable. The aim was to com-
pare the estimated scatter distributions with the true scat-
ter distribution in the photopeak window.

It has been shown in a previous paper [16] that the
parameterisation of the scatter response function can be
obtained by Monte Carlo simulations and that the inher-
ent assumptions in convolution-subtraction based ap-
proaches are still valid even in large objects like the tho-
rax of a patient. Both CVS and SRBSC scatter correction
approaches use a constant scatter response function and a
global scatter fraction estimated from scanning standard
objects equivalent to the size and shape of patients (in
this case a line source in a uniform water-filled cylinder).
It is believed that an accurate estimation of the scatter
fraction is more important than modelling the spatially
variant scatter functions [21]. The results presented in
this paper seem to confirm this statement and suggest
that these correction techniques are applicable to both
cerebral 3D PET scans and more heterogeneously atten-
uating regions of the body such as the thorax. Neverthe-
less, different methods of non-stationary deconvolution
have been proposed in the literature [39, 40]. Such an
approach has some interesting features and we are inves-
tigating efficient implementations of a new method un-
der development based on this model.

In this comparative study, the DEW method was
found to be clearly superior in the experimental phantom

studies in terms of quantitative accuracy, at the expense
of a significant deterioration of the SNR (Tables 3, 4).
On the other hand, the immunity to noise in emission da-
ta of statistical reconstruction-based scatter correction
methods makes them particularly applicable to low-
count emission studies. The DEW method is the easiest
one to implement practically, but requires a system-spe-
cific calibration. A major disadvantage is that some com-
mercial systems do not allow acquisition of coincidence
events in separate windows (e.g. the GE-Advance).

Contribution of scatter from outside the FOV is a
challenging issue that needs to be addressed with large
axial FOV 3D PET scanners. Townsend et al. [19] inves-
tigated the effect of scatter from outside the FOV on the
quantitative accuracy of parameter estimations in brain
studies using carbon-11 flumazenil as a tracer. Based on
phantom studies, the same conclusions as reported by us
were drawn regarding the performance of the DEW ap-
proach for scatter correction as compared with the CVS
technique. Nevertheless, the authors claim that this is not
a major problem in cerebral studies and small axial FOV
tomographs. The problem remains crucial for abdominal
and thoracic studies, where contribution of scatter from
outside the FOV is not negligible.

The Monte Carlo-based scatter correction procedure
may be repeated iteratively to reduce systematic errors
introduced by the presence of scatter in the input images
and the low statistics in the simulated data. It is well re-
cognised that Monte Carlo-based scatter correction may
not be practical for clinical routine applications with
common computing facilities available in PET centres.
However, powerful multiple-processor parallel process-
ing systems are becoming more accessible to the scien-
tific community; therefore investigation and character-
isation of such correction techniques and the effect of
different approximations on their accuracy is worth-
while. To reduce computation time, it was proposed that
coarse sampling of the input emission and segmented
transmission images be used [12]. Although the method
was developed for PET, we believe the basic principles
of the method could also be applied to other scanner ge-
ometries, including dual-head coincidence cameras and
the combined PET/CT system, as well as to other imag-
ing modalities such as transmission CT and SPET. How-
ever, the success of such applications will depend on the
efficient and accurate calculation of scatter responses
from objects with non-uniform density and on the avail-
ability of suitable Monte Carlo simulators.

Conclusion

Accurate scatter correction would significantly improve
the statistical power of conclusions drawn from research
studies, improve diagnostic accuracy, and reduce the
number of data sets discarded because of the non-quanti-
tative nature of the data due to inaccurate scatter correc-
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tion. In summary, the quantitative accuracy and noise
characteristics of different types of scatter correction
techniques were investigated using simulations, phantom
measurements and clinical studies. Generally, it was
shown that the differences in the estimated scatter distri-
butions did not have a significant impact on the final
quantitative results.

The statistical errors in the scatter-corrected data have
not been fully investigated. The error propagation has
not been analysed and therefore no error limits have
been given. In order to fully compare the scatter correc-
tion methods, further evaluation of the uncertainty in
each correction needs to be made. It was concluded that
all the methods improve the contrast compared with the
case when no correction is applied and that an accurate
modelling of the scatter component is essential for a
proper scatter correction. The DEW method showed the
best compromise between accuracy and ease of imple-
mentation. Further evaluation of the algorithms using
simulated clinically realistic distributions in non-uniform
attenuating regions like the thorax (e.g. the Zubal phan-
tom) is still required.
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