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Abstract

The analysis presented in this thesis is a measurement of the � lepton asymme-

tries hP� i and AFB
pol at the Z0 resonance using the �! ����� decay channel. For

this, a total sample of 141164 e+e�!�+��events identi�ed by the OPAL detector

between the years 1990 to 1994 has been used.

Separate �! ����� selections identifying candidates in the barrel and endcap

regions of the detector are applied to a preselected sample of e+e�!�+��events,

where this is the �rst OPAL polarisation measurement to include the endcap region

as part of the analysis. A binned maximum likelihood �t is applied to the resulting

samples in each of the regions to extract hP� i and AFB
pol , and then these results are

combined to give the following single measurements for the � asymmetries:

hP� i = �0:142 � 0:031

AFB
pol = �0:097 � 0:028:

These values compare very favourably with existing � polarisation studies per-

formed at OPAL using only �! ����� decays. In addition, these results may be

re-expressed in terms of the ratio of the e�ective vector and axial-vector couplings

for the electron and � to the Z0 boson:

v̂�
â�

= 0:072 � 0:016 and
v̂e
âe

= 0:065 � 0:019:

These values are consistent with one another and therefore with the hypothesis of

lepton universality. Hence the results for the e and � leptons may be combined

under the assumption of lepton universality to give the following measurement for

e�ective electroweak mixing angle for leptons,

sin2�lepte� = 0:2322 � 0:0031

This is in good agreement with the current world average value for all electroweak

measurements.
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Chapter 1

Introduction to the Standard

Model

This thesis describes measurements made using data from the OPAL experiment

at LEP. The LEP detector was designed to collide beams of e+and e�particles at

centre of mass energies at and just either side of the mass of the Z0 boson. In this

way precision measurements and tests have been made of the various parameters

used in the current best description of the fundamental forces and particles at

work in nature: the Standard Model [1, 2, 3]. This chapter aims to provide a brief

theoretical overview of the Standard Model, since the measurements made in this

thesis are used to directly test various predictions made by the theory.

After this theoretical introduction has been made the structure for the rest

of the thesis is as follows. First, the importance of certain electroweak variables

(including hP� i and AFB
pol ) is explained within the context of precision Standard

Model tests performed at LEP. There then follows a description of the OPAL

detector and how it is used to select a sample of �! ����� decays from a larger

sample of Z0 decays collected at the Z0 resonance. There is a discussion of the

various checks that have been performed to ensure that the simulated Monte Carlo

data used extensively throughout the analysis accurately replicates the �! �����

sample obtained from real OPAL data. Finally the extraction of hP� i and AFB
pol
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using a binned maximum likelihood �t is described in some detail before the �nal

presentation of results and discussion.

1.1 Introduction

The Standard Model (SM) provides a theoretical framework to describe in a quan-

titative, calculable way the interactions of all \elementary" particles that are be-

lieved to exist. Within the model these elementary particles are therefore struc-

tureless and point-like, and fall into one of two basic categories: fermions and

bosons. Fermions (bosons) refer to particle states whose intrinsic spin is given by

J = n(~=2), where n is an odd (even) integer.

Within the SM, the fundamental fermions make up the basic constituents of

matter, and possess spin-12 . This means they have an intrinsic angular momentum

of magnitude S =
q

1
2
(1
2
+ 1)~ and can only exist in one of two quantized spin

(or helicity) states.1 The helicity Sz = �1
2~ gives the longitudinal component

of a fermion's spin, where those with negative (positive) helicity are said to be

\left(right)-handed".

In the quantum �eld theory that underpins the SM, the interactions between

fermions are mediated by the exchange of virtual quanta of so-called gauge �elds.

These quanta are essentially the \force-carriers", which, within the SM, are inter-

mediate vector (that is, spin-1) bosons. Vector bosons can have three-fold spin

degeneracy, with two states where the spin is said to be longitudinally polarised

(Sz = �~), and a third where it is said to be transversely polarised (Sz = 0).

1The two states arise from the degeneracy of solutions for free-particles in the relativistic
Dirac equation.
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1.2 The forces and gauge bosons

The electromagnetic, weak, strong and gravitational forces govern all known in-

teractions. The gravitational force is not signi�cant in the high energy reactions

of sub-atomic particles such as those at LEP (although gravitational distortions

of the LEP ring due to the sun and moon do a�ect beam energy calibrations [4]).

This is just as well, since there is no universally-accepted �eld theory that ade-

quately describes the intimate connection between gravitation and the relativistic

description of space-time. Gravitation is therefore excluded from the discussions

of the Standard Model presented here.

The remaining three forces are described within the SM by gauge �eld theories,

with each interaction mediated by the exchange of di�erent vector bosons: the

electromagnetic force is propagated by the photon (), the weak force by the W�

and Z0 bosons, and the strong force by 8 neutrally-charged gluons. Unlike the

massless photon and gluons, the W� and Z0 bosons are heavy (MW ' 80:4GeV

and MZ ' 91:2GeV), causing the weak interaction to only act over very short

distances, typically O(10�17m).

1.3 Elementary fermions

The strong force only acts on particles that possess colour charge, where colour

charge is exchanged between particles in a strong interaction by the gluons. The

elementary fermions described by the SM fall into two classes: leptons, which

carry no colour charge and experience only the electromagnetic and weak forces,

and quarks, which do carry colour charge and are subject to all three types of

interaction.

For both leptons and quarks, there are three \generations" of particles. The

three generations of quark each contain an up-type quark of electromagnetic charge

+2
3
(u,c and t - referred to as up, charm and top respectively), and a down-type
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Generations
I II III

 
u
d

!  
c
s

!  
t
b

!
( quark generations

 
�e
e�

!  
��
��

!  
��
��

!
( lepton generations

Table 1.1: The quark and lepton generations within the Standard Model.

quark of charge -1
3
(d, s and b - down, strange and bottom). Each lepton generation

contains a massive electromagnetically-charged e�,�� or ��, and its corresponding

neutral neutrino. All particle types are shown in table 1.1, where every particle

in the table also possesses an anti-particle partner of identical mass but opposite

assignments for all quantum numbers. For a quark q or neutrino �, its anti-matter

partner is denoted by q or � respectively, whilst, for leptons, `+ is used to denote

the anti-matter equivalent of lepton `�.

It is assumed within the SM and throughout this analysis that only left(right)-

handed (anti-)neutrinos can exist. A result of this is that neutinos are necessarily

massless, and indeed there is no experimental evidence to the contrary, with the

current world averages [5] giving the following 95% con�dence limits on the masses

as: m�e<15 eV, m��<0.17MeV and m��<24MeV.

Apart from the massless neutrinos, the leptons and quarks in successive genera-

tions are arranged in order of ascending mass. For leptons, the number of particles

observed within a given generation is conserved in all reactions, as, for example,

in the case of the muon decay process ��!e��e��.

For quarks, quantum numbers associated with each quark type (not generation)

are conserved only in strong interactions. However, for weak interactions involving

quarks, the mass eigenstates (d,s and b) must be replaced by corresponding weak

eigenstates (d0,s0 and b0) to achieve the correct prescription of the couplings. The

weak eigenstates are linear combinations of the mass eigenstates described by

4



the Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix. The terms in the CKM

matrix have to be determined experimentally, and inuence the relative branching

fractions of hadronic � decays. For example, the �!K�� decay channel (� 0:65%)

is said to be Cabibbo-suppressed in relation to the �! ��� channel (� 11:8%).

1.4 Gauge �eld theories

The evidence for the fact that there only three interactions within the SM (ignoring

gravity) comes from the fact that each can be successfully described using a single

universal coupling strength. As in classical mechanics, a Lagrangian, L, can be

used to describe the dynamics of particles in a system. However, within �eld

theories, particles are described as quantized perturbations of physical �elds, and

so terms in L are constructed from operators. These operators come from the

quantum mechanical descriptions of spin-12 or spin-1 particles, and obey certain

(anti-)commutation relations accordingly.

1.4.1 Local gauge invariance

Interactions are introduced into the theories under the requirement that L is in-

variant under local (space-time-dependent) gauge transformations. A Lagrangian

containing only free-particle terms is not invariant under such transformations.

However, a compensating �eld can be introduced with transformational proper-

ties which exactly cancel the derivatives of the local phase, and which restore the

invariance of L. This is the \gauge principle" (for example, see [3] for a more

detailed discussion), where interactions are brought into the theory as �elds which

maintain local gauge invariance.

For the �eld theory description of the SM, the gauge principle has been used

as a basic postulate, and then the three interactions have been introduced us-

ing a choice of symmetry group for each which best agrees with experimental
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observations. For example, quantum electrodymanics (QED) has been used very

successfully to provide a mathematical description of the electromagnetic interac-

tion. Such interactions in QED lead to transformations of complex phase, where

these transformations are given by the symmetry group, U(1). Applying the gauge

principle to weak and strong interactions has led to both being successfully de-

scribed using more complex mathematical groups. In each case, the form of the

symmetry predicts the existence of the ,W�, Z0 and gluons, and reveals certain

properties about each.

1.4.2 Renormalisation

Besides local gauge invariance, a further requirement used in describing the SM

is that the theories are renormalisable. This ensures that the amplitudes of

the various processes remain calculable under the perturbative expansion of the

underlying �eld theory.

Richard Feynman developed a calculational formalism for such expansions, in

which each term in the perturbative series is represented by one or more unique

\Feynman diagrams". For example, the lowest order term in the perturbation se-

ries for the QED annihilation process e+e�!!�+�� is represented in �gure 1.1.

e-

e+ µ+

µ-

γ
ie ie-igµν/q

2

Jf
νJi

µ

Figure 1.1: Born-level Feynman diagram for the process e+e�!!�+�� .

The amplitudeM for such �rst-order (or so-called \Born-level") diagrams can
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be calculated using the following general expression:

M = iJ�f�
X
��J

�
i (1.1)

where �X
�� is the propagator term for boson X, and J�i and J�f are the fermion

transition currents in the initial and �nal states respectively. The coupling strength

for the process arises from coupling strengths that are assigned to each vertex in

the diagram. For the pure QED diagram in �gure 1.1, the intermediate vector

boson is a photon (X= ), and so the coupling strengths at each vertex are / e,

where e is the charge of an electron and is used to de�ne the �ne-structure constant,

�=e2=4�. Furthermore, the propagator term is given by �
��=�ig��=q2, where q

is the four-momentum of the photon determined by four-momentum conservation

at the vertices. Since q2 6=0 the photon is said to be \virtual" or \o�-mass shell".

The same Feynman rules can be applied to higher-order terms in the perturba-

tion expansion. Each successive order in the series will contain a greater number

of vertices and propagators, and so its amplitude acquires an extra factor of �.

This leads to the overall coupling strength being much smaller than that for the

preceding order since ��1. However, a problem arises from vacuum polarisation

diagrams such as the O(�) process shown in �gure 1.2

e-

e+ µ+

µ-

γ γ

q + k

k

Figure 1.2: O(�) vacuum polarisation diagram for the process e+e�!!�+�� .

Such diagrams lead to in�nite amplitudes since the integrals over all momenta

k for virtual particles circulating within the loop are divergent. The basis of

renormalisation is that, to get around this di�culty, coupling strengths are used

which combine the dominant coupling strength of the Born-level process with

7



those from all higher-order divergent diagrams. Since the Born-level process can

never be observed in isolation, the bare charge e0 that governs its coupling strength

cannot be determined. However, a physical charge e can be de�ned by the equation

e = e0+�e, where e is the �nite residual of an in�nite bare charge and an opposing

in�nite counterterm, which is dependent on the energy of the interaction. In such

a way the bare charge has been chosen so as to lead to the cancellation of all

divergences arising from higher order diagrams.

If the cancellation of divergences to all orders can be achieved using a �nite

number of counterterms then the theory is said to be renormalisable, where local

gauge invariance is a necessary requirement for non-Abelian gauge theories to be

renormalisable. QED is a renormalisable theory where a consequence of this is

that �, de�ned by the physical charge e, becomes a \running" coupling constant

which varies from �1/137 for very low energy Thomson scattering to �1/129 at
p
s=MZ.

1.5 Electroweak Theory

Within the Glashow-Salam-Weinberg (GSW)[1] model that was developed in the

late 1960's the electomagnetic and weak forces can be jointly described by the non-

Abelian product group SU(2)�U(1). Prior to this, it had already been observed

that the charged weak current only couples to left-handed fermions. This can be ex-

plained in terms of a weak isospin current by which a left-handed fermion is trans-

formed into its left-handed partner in a weak isospin doublet under the rotation

symmetry group SU(2)L2 (L;R will be used to denote left- or right-handedness).

The following doublets are de�ned, each with weak isospin T = 1
2,0

B@�e
e

1
CA
L

0
B@��
�

1
CA
L

0
B@��
�

1
CA
L

&

0
B@u
d

1
CA
L

0
B@c
s

1
CA
L

0
B@t
b

1
CA
L

Within each doublet, each particle has a di�erent \third isospin component", de-

noted by the quantum number T3. For the neutrinos and left-handed up-type

2The rotation group SU(2) is non-Abelian and so its generators do not commute.
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quarks this takes the value T3 =
1
2
, whilst the `�L and down-type quarks are as-

signed T3=�1
2
. All right-handed fermions have T =0 and are in isospin singlets.

In order to maintain local gauge invariance under SU(2)L transformations three

weak �elds must be introduced: W �
i (i=1,2,3), where the choice of labels here stem

from the use of Pauli matrices in the transformations.

With the uni�cation of the weak and electromagnetic interactions the symmetry

group is extended to SU(2)L�U(1)Y . Just as the electromagnetic charge operator

Q generates the U(1)em group in QED, so the hypercharge generator Y generates

the symmetry group U(1)Y , where Y is de�ned by the following expression:

Q = T3 +
Y

2

The U(1)Y symmetry describes the so-called \weak hypercharge current",

where local gauge invariance is maintained in this case by the introduction of

the weak hypercharge �eld B�. Furthermore the so-called Higgs �eld [6] is intro-

duced to the theory giving rise to terms in L which can interpreted as mass terms

for the electroweak gauge bosons, and an extra term which predicts the existence

of the scalar Higgs (H0) boson. The choice of a non-zero expectation value v for

the Higgs �eld means that, whilst the Higgs �eld still respects the SU(2)L�U(1)Y

symmetry, the symmetry becomes hidden (\spontaneously broken").

The inclusion of the Higgs �eld allows the physical gauge bosons of the elec-

troweak theory to be identi�ed as orthogonal linear combinations of the weak

isospin �elds W �
i and the weak hypercharge �eld B�:

W�� =
1p
2
(W �

1 �W �
2 )

Z0� = W �
3 cos �W �B� sin �W

A� = W �
3 sin �W +B� cos �W (1.2)

where A� is identi�ed as the massless photon �eld. The quantity �W used in

equation 1.2 is known as the weak mixing angle, and is de�ned as:

sin2 �W = 1� M2
W

M2
Z

=
g21

g21 + g22
(1.3)
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De�ning the weak mixing angle this way leads to the following relations for the

masses of the W� and Z0 bosons:

MW =
v

2
g2 & MZ =

v

2

q
g21 + g22 (1.4)

where the terms g1 and g2 are the gauge coupling constants for the U(1)Y and

SU(2)L �elds respectively, and, since A� is identi�ed as the photon �eld, these

may be expressed in terms of the electric charge of the electron:

g1 =
e

cos �W
& g2 =

e

sin �W
(1.5)

1.6 Quantumchromodynamics (QCD)

The gauge symmetry of QCD is based on the non-Abelian rotation group SU(3)C .

This introduces the three-valued \colour charge" for quarks, to which the strong

interaction couples. It is an experimental observation that quarks are only seen to

exist within hadrons, which are either qq (mesons) or qqq (baryons) bound states

whose net colour charge is zero. For the q and q in a meson the colour charges

are equal and opposite; whilst, for the baryons, each of the three constituent

(\valence") quarks take a di�erent colour charge value. The analogy to colour is

drawn from the fact that the net sum of the three colour charges is zero in much

the same way that white light is composed of the red, green and blue primary

colours.

In addition to the valence quarks that exist in hadronic states, deep inelastic

scattering experiments have revealed that the valence quarks in hadrons exist

within a \sea" of gluons and virtual quark-antiquark pairs. There is an apparent

paradox here in that the quarks appear to be loosely bound within the hadrons

and yet are never observed in isolation. This is accounted for by the concept of

asymptotic freedom, whereby the colour charge of the valence quarks is e�ectively

hidden at short distances (high energy) by the spatial distribution of its net colour

charge throughout the surrounding gluonic sea. This leads to the strong coupling

constant �s decreasing (\running") with energy. However, at
p
s=MZ, �s'0:12
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(compared to � ' 1=129 for the QED coupling constant at the same energy),

and so the coupling strength is relatively large. This makes the perturbative

QCD expansion more sensitive to higher orders than is the case for QED at these

energies, whilst at low energies perturbative QCD must be abandoned altogether

in favour of a more empirical approach.

1.7 The Standard Model at LEP

The e+e�colliders at LEP and the SLD opened up for the �rst time the opportunity

to study the electroweak Standard Model to a very high level of precision. Both

machines have run at energies in the region of
p
s'MZ. This energy corresponds

to a huge rise in cross section for the process e+e�!ff due to the strong resonance

of the weak neutral current, and between the years 1989 and 1995 several million

Z0 decays have been collected by OPAL alone (with around 16 million in total for

all four LEP experiments). A result of this is that certain observables have been

very precisely determined and have enabled the Standard Model to be very closely

scrutinised.

In particular the loop e�ects and the treatment of radiative corrections play a

vital role in testing the validity of the electroweak uni�cation [13], and represent

also a \window to new physics". This arises from the fact that the decoupling

theorem [8] does not hold automatically for theories in which the gauge symmetry is

spontaneously broken. A consequence of this is that very heavy particles (m�MZ

can still a�ect physics events for which
p
s < m. Hence, the virtual presence of

the Higgs boson and top quark must be accounted for in the treatment of higher

order corrections through renormalisation.

The minimal set of input parameters for the Standard Model is given by the

fermion masses, the vacuum expectation value of the Higgs �eld (v), the values of

the three gauge couplings (g1 and g2 for the U(1)R and SU(2)L �elds, and �s for the

strong interaction) and the parameters in the CKMmatrix. All of these parameters
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have to be determined experimentally. The Fermi constant G� (muon lifetime),

electromagnetic �ne structure constant � (from Thomson scattering) andMZ (from

the Z0 lineshape), however, are already known to a very high degree of statistical

precision and so these are used at LEP/SLD as theoretical inputs from which

predictions can be made for the Standard Model electroweak parameters, although

MH and Mtop, which enter as higher order weak corrections, must also be included

as free parameters. This can be done using the \on-shell"[13] renormalization

scheme at LEP/SLD, the details of which will be discussed in the next chapter.

Using the on-shell scheme, the statistical precision at LEP and SLD is now

such that it has been possible to place experimental limits on the Higgs boson and

top masses (MH and Mtop) by observing the e�ect that radiative corrections have

upon electroweak observables. In particular the indirect Mtop measurements at

LEP/SLD [10] agree very well with direct measurements made by the CDF/D�

experiments on the pp collider at Fermilab [12]:

� Indirect LEP+SLD results: Mtop = 177+7�8
+17
�19GeV

� Direct pp results: Mtop = 175 � 6GeV

The �rst error on the LEP/SLD result is the error on the central value given an

input value of MH=300GeV, whilst the second error shows the variation of the

central value for a Higgs mass in the interval 60 < MH < 1000GeV. Figure 1.3

shows the variation of �2 constructed from an electroweak �t to obtain Mtop for

various input values of MH. This combines electroweak measurements made us-

ing e+e�data at LEP and SLD with precision electroweak measurements from pp

colliders and �N scattering experiments.

To constrain the Higgs mass it is possible to perform a �t to all LEP data. The

latest results from such a �t made by the LEP Electroweak Working Group [10]

are given in table 1.2. This �t appears to favour a light Higgs mass although the

errors on the central value are very large. The strongly asymmetric errors occur

since, to lowest order, MH enters radiative corrections in terms proportional to
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Figure 1.3: Variation of �2 resulting from an electroweak �t to parameters of
the Standard Model using results from LEP, SLD, pp colliders and �N scattering
experiments.

ln(MH)(see next chapter). Including the direct CDF/D� measurements for Mtop

results in a reduction in the correlation between ln(MH) and Mtop in the �t and

increases the central values to those shown in the right-hand column.

This thesis is concerned with measurements of the � polarisation asymmetries

(hP� i and AFB
pol ) from e+e�!�+��events at LEP1 (that is, at centre of mass ener-

gies,
p
s'MZ). These are among the electroweak observables used as inputs to the

above �ts performed by the LEP Electroweak Working Group. In addition, they

are used to provide a test of lepton universality and (then assuming universality)

a measurement of the e�ective weak mixing angle, sin2 �lepte� . The signi�cance of

all these terms will made apparent by the end of the next chapter.
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LEP LEP + SLD +

pp & �N data

+ Mtop

Mtop(GeV) 155+18�13 172+18�13

MH(GeV) 86+202�51 149+148�82

ln(MH) 1:93+0:52�0:39 2:17+0:30�0:35

�s(M2
Z) 0.121�0.003 0.120�0.003

�2/d.o.f. 9/8 19/14

Table 1.2: The results of �ts to LEP data alone and then to all electroweak data

as well as the direct Mtop from Fermilab. The logarithmic dependence of MH to

lowest within radiative corrections in the Standard Model means that both MH

and ln(MH) have been given.

14



Chapter 2

Theoretical description of

e+e�!�+�� at LEP and the

� asymmetries

This chapter describes the signi�cance of the hP� i and AFB
pol measurements at

LEP. This shall be done by �rst introducing the concept of polarisation for the

Born-level process at the Z0 resonance (where -exchange in the s-channel is also

ignored). Radiative corrections and interference e�ects are then introduced along

with the e�ects of renormalisation.

2.1 Born-level description of e+e�!�+��

We have already seen in the previous chapter how the total amplitude for the

pure QED process e+e�!�+�� is calculated using a perturbation series expansion,

and that for each order in the expansion there are one or more corresponding

Feynman diagrams whose individual amplitudes can be calculated using Feynman

rules. The �rst-order diagrams in the expansion are called the Born-level processes,

and for perturbation theory to work it is required that these form the dominant
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contribution to the overall amplitude for the process.

e-

e+ τ+

τ-

γ/Z0 Jτ
νJe

µ

Figure 2.1: Born-level Feynman diagram for the process e+e�!�+��.

Consider now the Born-level diagram for the process e+e�!�+��. An expres-

sion for its amplitude can be gained by adapting the general expression given by

equation 1.1 to obtain,

M = iJ���
X
��J

�
e (2.1)

where �X
�� is the propagator term for boson X, and J�e and J�� are the fermion

transition currents in the initial (e�) and �nal (��) states respectively. Electroweak

processes such as e+e�!�+��are mediated in the s-channel1 at LEP1 energies by

either a  or Z0 of 4-momentum q. Applying Feynman Rules to equation 2.1 gives

the invariant amplitudes for each possibility as,

M = �e2hu� j�Q� jv�i
 
g��
q2

!
hvej�Qejuei (2.2)

MZ = � e2

4 sin2 �W cos2 �W
hu� j�

�
v��a�5

�
jv� i

0
@g�� � q�q�

M2
Z

q2 �M2
Z

1
A hvej��ve�ae5�juei

(2.3)

where the terms hu(v)�(e)j and ju(v)�(e)i each contain a Dirac spinor used to repre-

sent the spin component of the fermion (u`) and anti-fermion (v`) wave functions.

For the  and Z0 respectively, Qe;� (the electric charge) and ve;� are scalar con-

stants which represent the vector coupling strengths to the e and � leptons, whilst

the ae;� constants represent the \axial-vector" coupling strengths to the Z0. For

1Higgs exchange can be neglected due to the small Yukawa coupling to the electron.
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electromagnetic interactions parity is always conserved, whilst for weak interac-

tions this is not the case. Indeed, under the assumption of V-A theory, parity is

maximally violated for the charged weak current.

At Born-level, the couplings for a lepton ` to the Z0 boson are given by the

following expressions:

a` = T `
3 and v` = T `

3 � 2Q` sin
2 �W (2.4)

where Q`� = �1, T `
3 is the third component of isospin, and sin2 �W is the weak

mixing angle.

Although the invariant amplitudes M and MZ have been written separately

above, electroweak mixing at the quantum level means that the  and Z0 are pro-

hibited from propagating independently. The Born-level di�erential cross-section

for the process e+e�!�+��in the centre-of-mass frame is can be shown to be (see [2]

for example),

d�

d

=

1

64�2s

j~p� j
j~pej jMj2 (2.5)

where the amplitude term is given by

jMj2 = jM +MZj2 (2.6)

This term has been averaged over fermion spin states and contains 2, Z2 as well

as Z interference terms.

If the expressions 2.2 and 2.3 are put into equation 2.6, and this in turn is

substituted into equation 2.5 without excluding mass terms for the �nal state

� leptons (�� =M2
� =s), then the full Born-level di�erential cross section can be

written as (�=\(e�; ��)):

d�

d

=

�2

4s

q
1 � 4�� � (2.7)

�
�
G1(s)(1 + cos2 �) + 4��G2(s) sin

2 � +
q
1� 4��G3(s) � 2 cos �

�
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where the G�(s) functions are given by:

G1(s) = Q2
eQ

2
� � 2vev�QeQ�<e [�0(s)] +

�
v2e + a2e

� �
v2� + a2� � 4��a

2
�

�
j�0(s)j2

G2(s) = Q2
eQ

2
� � 2vev�QeQ�<e [�0(s)] +

�
v2e + a2e

�
v2� j�0(s)j2

G3(s) = �2aea�QeQ�<e [�0(s)] + 4veaev�a� j�0(s)j2 (2.8)

and

�0(s) =
s

s�M2
Z

(2.9)

The quantity �0(s) is the propagator term in the Born approximation. With

the inclusion of weak corrections (in the improved Born approximation), �0(s)

adopts an imaginary component. Hence, the form-factors Gi(s) are de�ned above

in terms of a complex de�nition for the propagator term.

2.2 The Born-level � asymmetries at the Z0

resonance

The expression for the Born-level di�erential cross section may be simpli�ed if

one assumes that the e+e�!�+��events to be studied are collected at
p
s=MZ.

Furthermore, if one assumes that M� �MZ, then, in this limit, �� ' 0 and the

operators 1
2
(1� 5) can be used to pick out left(right)-handed components within

the di�erential cross section. For this, the vector and axial-vector `-Z (` = � ,e)

coupling strengths, v` and a`, may be substituted by left- and right-handed `-Z

coupling strengths, l` and r`, where the latter are de�ned using,

l` � 1
2
(1�5) + r` � 1

2
(1+5) = v`�a`5 (2.10)

Picking out the vector and axial-vector (5) coe�cients in this expression gives the

following:

l` = v`+a` and r` = v`�a` (2.11)
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If the simplifying assumptions outlined above are now applied to equation 2.7

and, in addition, v` and a` are replaced with l` and r` using the expressions in

equations 2.11, then the total Born di�erential cross section at the Z0 resonance

can be expressed as:

d�

d

' �j�0j2

16s

h
l2e l

2
�

�
1 + cos2 � + 2 cos �

�
+ l2er

2
�

�
1 + cos2 � � 2 cos �

�
+ r2e l

2
�

�
1 + cos2 � � 2 cos �

�
+ r2er

2
�

�
1 + cos2 � + 2 cos �

�i
(2.12)

=
d�LL
d


+
d�LR
d


+
d�RL
d


+
d�RR
d


(2.13)

cosθ

(d
σ LL

/d
Ω

)/
σ LL

cosθ

(d
σ LR

/d
Ω

)/
σ LR

cosθ

(d
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L
/d

Ω
)/

σ R
L

cosθ

(d
σ R

R
/d

Ω
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R

Initial state: Final state: Differential cross section:

dσLL

dΩ
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2lτ
2
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∝ le

2rτ
2
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Figure 2.2: Diagram showing the four possible spin states for the process
e+e�!�+��and the forms of the di�erential cross sections for each.

Hence the cross-section at any particular production angle � for the �� is clearly

given by the sum of four possible helicity combinations, where, for example, the

term d�RL
d


gives the di�erential cross section in the case where the initial state e� is
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right-handed and the �nal state �� is left-handed. The fact that the intermediate

vector boson is a spin-1 particle places a constraint on the helicities of the e+

and �+ in the event and so there are only four possible helicity con�gurations

(see �gure 2.2), where the di�erential cross section for each may be taken from

equations 2.12 and 2.13.

The polarisation of the � comes from the fact that l` 6= r` (` = e; � ) and so

the two helicity states of the �nal �� will be produced at di�erent rates in

e+e�!�+��events. The � polarisation is a measure of this, and in this analysis the

quantity determined is hP� i, which is averaged over an angular range symmetric

about cos �=0, and which by convention is taken to the polarisation for the ��.

The polarisation hP� i is de�ned as:

hP� i � �R��L
�R+�L

(2.14)

where

�L =
Z  

d�LL
d


+
d�RL
d


!
d
 & �R =

Z  
d�LR
d


+
d�RR
d


!
d


The form of the individual di�erential cross sections and their relative strengths

in terms of v` and a` are known from equations 2.11-2.13, and so this gives,

hP� i ' � 2v�a�
v2� + a2�

= �A� (2.15)

Here the expression is not expressed as an exact equality as a reminder that its

derivation has been made using a number of simplifying assumptions. The expres-

sion becomes exact only if corrections are made to hP� i to account for contribu-

tions from 2 and Z terms in the cross-section, other photonic corrections (QED

initial and �nal state bremsstrahlung) and the e�ect of helicity-ip con�gurations

brought about by the mass of the � leptons in the �nal state. This arises since

the 1
2(1�5) operators fail to pick out the two helicity states exactly. This e�ect is

only really signi�cant in the case of bb (and heavier) �nal states, but is nevertheless

corrected for in this analysis.

In addition to hP� i, a number of other so-called \asymmetries" can be measured
using e+e�!�+��events at LEP1, and these also depend upon the couplings of the
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e and � leptons to the Z0 boson. The most simple of these is AFB, the forward-

backward asymmetry, which is a measure of the di�erent production rates for ��

leptons in the forward and backward hemispheres. It is de�ned for the �� as:

AFB � �F��B
�F+�B

' 3

4
� 2veae
v2e + a2e

� 2v�a�
v2� + a2�

=
3

4
AeA� (2.16)

where

�F =
Z 1

0

d�

d cos �
d cos � & �B =

Z 0

�1

d�

d cos �
d cos �

Finally AFB
pol is a measure of the forward-backward asymmetry of hP� i itself,

where for the �� it is de�ned as:

AFB
pol �

(�FR��FL )� (�BR��BL )
�FR+�

F
L+�

B
R+�

B
L

' �3

4

2veae
v2e + a2e

= �3

4
Ae (2.17)

2.3 Radiative corrections

The Born-level approximation detailed in the previous section contains the pro-

found simpli�cation that only lowest-order diagrams are considered. In practice

radiative corrections are numerically signi�cant and must be accounted for in stud-

ies of electroweak observables such as hP� i and AFB
pol .

For the electroweak measurements performed at LEP, the on-shell renormal-

ization scheme is in general used, the details of which are discussed in [13]. This

gives clear physical signi�cance to inputs used in describing the internal structure

of the electroweak theory, these being �,MW,MZ,Mtop and MH. Values of � that

are exact to all orders of perturbation theory are known at
p
s'0 from the Thom-

son Cross Section, and so are used in the on-shell scheme with the appropriate

rescaling to
p
s'MZ according to:

�(s) =
�(0)

1���(s)

�
� =

e

4�

�
(2.18)

Also MW is replaced as an input by the muon decay constant G� since the muon

lifetime on which it depends is known very precisely, although again a term is
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included as part of the treatment of radiative corrections to account for the di�er-

ence in scale between the muon lifetime measurement (
p
s'0) and LEP1 energies

(
p
s'MZ).

For the e+e�!ff process, radiative corrections fall into the following three

categories:-

� QED corrections - these arise from processes with an extra photon added

to the Born diagrams or a virtual photon loop.

� Weak corrections - these contain all other single loop diagrams: propa-

gator corrections, vertex corrections and box diagrams (see �gure 2.3 to see

the distinction between each of these).

� QCD corrections - these are processes which contain radiated or virtual

gluons. Such processes need only be considered in the case of hadronic �nal

states and so will not be discussed further here.

The lowest order diagrams which lead to these corrections are displayed in

�gure 2.3, and the e�ects that these have on the electroweak observables at or

near the Z0 resonance are discussed below.

In general, the results of the renormalisation for weak and QED corrections

can be summarized in terms of dressed renormalized gauge boson propagators and

gauge boson-fermion vertices.

QED corrections

The O(�) QED corrections to the process e+e�!�+��include the e�ects of initial

and �nal state radiation (�gure 2.3(a)). Both involve the emission of a real photon

and a�ect the kinematics of the event. The degree to which this may inuence a

sample of � decays depends to a certain extent upon the experimental acceptance.

In addition, initial state radiation a�ects the centre-of-mass energy in an inter-

action, and so this this has a direct e�ect upon the � asymmetries. Such QED
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Figure 2.3: Feynman diagrams showing the di�erent processes which contribute to lowest order QED ((a)-(c)) and weak ((d)-(f))

corrections in the process e+e�!ff . For the QED processes the additional photon is indicated in bold.
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corrections are therefore important and are discussed in detail nearer the end of

the chapter.

However, there are also QED contributions involving the exchange of virtual

photons in loops (such as the processes in �gures 2.3(b,c)), and these are un-

a�ected by any kinematic cuts used in event selection. The photonic part of

the processes shown in �gure 2.3(e) lead to QED corrections which form a �nite

gauge-invariant subset after renormalization, and which are independent of the

non-electromagnetic part of the theory. Generally they are large around the Z0

peak and need careful treatment, with leading higher order terms also requiring

consideration.

Weak corrections

The weak corrections to e+e�!ff processes feature virtual states only and so

are largely independent of the experimental cuts used in the detector. The weak

corrections depend on the internal structure of the Standard Model theory, and

so are sensitive to the masses of the top quark and Higgs boson. For light �nal

state particles (that is f 6=b,t), the improved Born approximation is used in which

the structural simplicities of the Born-level desription of e+e�!ff processes are

maintained by absorbing the leading term radiative e�ects into \e�ective" coupling

strengths. In general the corrections are s-dependent and this leads to the so-

calling \running" of the couplings.

In the on-shell scheme the propagator corrections (�gure 2.3(d)) are treated

separately from the vertex and box diagrams (�gure 2.3(e,f)), which depend on the

�nal state fermion. The former are treated by introducing renormalised self-energy

terms into the propagator terms used for calculation of the invariant amplitudes.

This is discussed in depth in [13] and so shall not be dwelled upon here. However,

most of the leading order e�ects of propagator corrections may be introduced by

use of a single �nite quantity �� which depends explicitly on Mtop and MH:

� = 1 +�� = 1 +
3G�

8
p
2�2

�M2
top + � � � �

�

4�
ln
MH

MZ
+ � � � (2.19)
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The value of �� has a direct inuence upon the `�Z0 couplings (de�ned for

the Born approximation in equation 2.4), through the following rede�nition of the

weak mixing angle:

sin2 �W ' sin2 �W + cos2 �W�� (2.20)

Meanwhile, the imaginary parts of the Z0 self-energy contribute to a \physical"

de�nition of the Z0-width, �Z. This is incorporated into the propagator term �(s)

de�ned for the Born-level in equation 2.9. This is de�ned now to be,

�0(s) =
s

s�M2
Z � is�Z=MZ

(2.21)

Rede�ning �(s) in this way allows the Born-like structure of the Z0 exchange am-

plitude to remain intact, whilst allowing for a physical description of the e+e�!ff

cross section at
p
s=MZ.

Aside from the propagator corrections, the weak vertex and box corrections

have also been mentioned and, unlike the propagator corrections, these lead to

corrections which depend on the type of fermion-antifermion pair produced in the

�nal state. Illustated in �gure 2.3(e), the vertex corrections involve the exchange

of additional fermions, gauge bosons or scalars at a vertex, and are accounted for

in the de�nition of the e�ective weak mixing angle:

sin2 �fe� = sin2 �W (1 + ��f ) (2.22)

where the f subscript on ��f (superscript on sin
2 �fe�) indicates the dependence on

the type of �nal state particle produced. For �nal-state leptons the correction is

signi�cant but contains no strong dependence on Mtop or MH. Also the correction

is only weakly dependent upon the type of �nal state lepton produced.

Finally, the weak box corrections shown in �gure 2.3(f) also contribute to the

��f factor used in the de�nition of sin2 �fe�. These depend on fermion species

and the scattering angle but are almost negligible close to the Z0 resonance. Also

any box diagrams containing one or more exchanged photons are included as part

of the QED radiative correction procedure detailed above, rather than as a weak

correction.
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2.4 The � asymmetries in the improved Born-

level approximation

The previous section showed how leading-term weak corrections can be absorbed

into \e�ective" quantities. These can then be used to give good approximations

for observables such as cross sections and asymmetries in such a way that the

structural simplicity of the Born-level expressions is retained. Therefore, in the

improved Born approximation, the cross section for the process e+e�!�+��may

be expressed by taking the lowest-order expression (equations 2.7-2.9) and making

the following substitutions:

� ! �(s) =
�(0)

(1���(s))

e2

4 sin2 �W cos2 �W
!

p
2G�M

2
Z(1 + ��)

s

s�M2
Z

! s

s�M2
Z + is�Z=MZ

sin2 �W ! sin2 �lepte� = sin2 �W (1 + ��`)

(2.23)

Also the vector and axial couplings of the leptons to the Z0 boson are replaced

by their e�ective quantities, where these are given by,

â` =
p
�T `

3 and v̂` =
p
�
�
T `
3 � 2Q` sin

2 �lepte�

�
(2.24)

such that the coupling combinations A` also become,

A` =
â`v̂`

v̂2` + â2`
(2.25)

The values of hP� i and AFB
pol quoted in measurements made at LEP [11] have

been corrected so that they correspond to the centre-of-mass energy,
p
s=MZ. Also

small corrections are applied to correct for the following e�ects using a program

called ZFITTER [17]:

� Direct Born-level  and Z0 terms, which are dependent upon
p
s. The
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results, therefore, are corrected to correspond to hP� i and AFB
pol at

p
s=MZ

with no -exchange in the s-channel.

� Electomagnetic radiative corrections for initial and �nal state radiation from

the beam particles and �� respectively.

� Born-level mass terms leading to helicity-ip con�gurations.

If measured values of hP� i and AFB
pol are corrected for the above e�ects then

the following expressions become exact:

hP� i = �A� and AFB
pol = �

3

4
Ae (2.26)

where the sensitivity of hP� i and AFB
pol to higher-order weak corrections comes

through the term ��` since, as can be seen from equations 2.24, 2.25 and 2.26,

the
p
�-dependence will cancel from the expressions for the asymmetries.

2.5 Measurement of hP�iand AFB
pol

The spin-properties of particles can never be observed directly in the detector.

However, in the case of the � lepton, �nal state polarisation is measurable from

the kinematic properties of its decay products. The �� itself is very short-lived

(��'290 fs) and so, for e+e�!�+��events at OPAL, only the decay products of

the �� and �+ will be observed in the subcomponents of the OPAL detector used

within this analysis.

The method for measuring hP� i is best introduced by explaining it in terms

of the �! ��� decay channel, since there are only two bodies in the �nal state.

Consider the rest frame in which a �� lepton decays under the assumption of pure

V-A theory to give a spin-0 �� and a spin-1
2 �� . The direction in which the ��

will be produced is constrained by the fact that the �� is required by the Standard

model to be left-handed. Therefore the back-to-back �� and �� will be produced

such that the preferred direction of the �� is one in which its spin is aligned with

that of the ��.
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The �� rest frame is highly boosted with respect to the detector (\lab.") frame,

where the spin of the �� is aligned or anti-aligned with the direction of the boost

depending on whether the �� is right- or left-handed respectively. If ! is de�ned

in the rest frame to be the decay angle of the �� with respect to the boost

direction then, depending on the helicity of the ��, the angular distribution of

pions produced in the rest frame will take one of the two forms shown in �gure 2.4:

cosω

(d
σ/

dc
os

ω
)/

σ

cosω
(d

σ/
dc

os
ω

)/
σ
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Figure 2.4: Angular distribution of the �� in the rest frame of the decay process
�! ��� . The distribution depends on the helicity of the �� as shown.

Under the Lorentz boost of the rest frame with respect to the lab. frame, the

production angle ! is related to the energy of the �� observed in the OPAL

detector by the relation:

E� ' E�

2
(1 + cos!) (2.27)

where the expression is not exact since the assumption that (M�=M� )2�1 has

been made. This expression can be re-expressed if the beam energy is taken to be

Ebeam = E� and the energy of the �� is expressed as a fraction of its kinematic

maximum:

x� =
E�

Ebeam
' 1

2
(1 + cos!) (2.28)

Therefore, the distributions shown in �gure 2.4 can be transformed under this

relation to give corresponding distributions in x� for each of the two helicity states

of the ��. These are shown schematically in �gure 2.5.

Consider now �+ particles produced in �+ decays. From the plots shown in

�gure 2.2 it can be seen that, for every �� produced at a production angle �, there
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Figure 2.5: Schematic lab. frame energy distributions for �� particles from the
decay process �! ��� . The distributions depend on the helicity of the �� as
shown.

is a �+ produced whose helicity state is opposite to that of the �� and for which

cos �+=-cos ��. However, since for �
+ decays there is a right-handed �� produced

in place of the left-handed �� for �� decays, the two distributions shown in �g-

ures 2.4 and 2.5 for �� decays are reversed for the two helicity states of the �+.

This means that in e+e�!�+��decays the �� and �+ will have opposite helicities

but, if they both decay by the process �! ��� , the expected momentum distribu-

tions of the �� and �+ in the event will be exactly the same. The consequence of

this is that the � asymmetries de�ned earlier for the �� are of opposite sign for

�+ leptons (for example, to very good approximation, hP�+i=-hP��i). Also, when
collecting a sample of � decays for a polarisation analysis, all those which are

measured to be positively-charged are treated as if they were negatively-charged

� decays from the opposite hemisphere (that is, the sign of cos � is reversed). For

the rest of the chapter only the �� decay will be discussed.

The analysis presented in this thesis does not use the �! ��� decay, but instead

the purely leptonic decay channel �! ����� . The additional presence of the �� in

such a 3-body decay means that, in the rest frame of the ��, there is less constraint

placed upon the direction in which the daughter �� can travel. This results in

the energy distributions of �� particles from negative and positive helicity ��

leptons being less distinct from from one another than is the case in �gure 2.5 for

daughter �� particles. Figure 2.6 shows the momentum distributions of daughter

�� particles for the di�erent helicity states of the ��.
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Figure 2.6: Energy distributions of daughter �� leptons from the decay process
�! ����� , where each distribution is for the two helicity states of the ��. The
solid line respesents the distributions for the case where all bremsstrahlung e�ects
are switched o�, whilst the dotted lines are for when the e�ects of initial state
radiation are included up to O(�2).

These plots have made using a sample of 100,000 �! ����� decays generated

by the Monte Carlo (MC) simulation program KoralZ3.8 [19]. For direct com-

parisons with �! ����� decays taken from real data events at OPAL, such MC

events can be passed to a full simulation program which can be used to predict the

passage of the decay products through the detector. In such a way it is possible

to estimate the energy distributions for muons after a wide number of di�erent

e�ects have been taken into account. These include the e�ects of detector resolu-

tion, biasing due to event selection as well as physics e�ects, such as the emission

of QED bremsstrahlung.

Suppose now that a sample of �! ����� decays can be selected from real data

accumulated at the Z0 resonance in a region of the detector that is symmetric

about cos �=0 (see appendix A). The momentum distribution of this sample will

therefore depend on the relative fractions of muons that come from negative and

positive helicity �� leptons, or, in other words, hP� i. If Monte Carlo events can

be used to predict the shape of the x� distributions for the negative and positive

helicity �! ����� decays then, by �tting linear combinations of these to the data

distribution, it is possible to extract a measurement of hP� i. By extending the �t
into two dimensions to take into account cos �-dependence it is possible to extract
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both hP� i and AFB
pol simultaneously. The �tting method for this is explained in

detail in chapter 9.

Clearly such a method relies on the Monte Carlo being able to predict the

distributions in x� and cos � correctly, and indeed much of this thesis is concerned

with ensuring that this is the case. In addition, a variety of di�erent non-�+��

Monte Carlo events are also used to estimate the backgrounds that enter the

sample from which hP� i is measured. The subject of backgrounds will therefore

be studied in greater depth later in the analysis.

The advantage of this method is that it is relatively insensitive to the indirect

e�ects of QED bremsstrahlung. Initial state radiation has a direct e�ect upon the

hP� i since it causes a change in
p
s. However, both initial-state and �nal-state

radiation can indirectly inuence a polarisation measurement since they a�ect the

momentum spectra of the �nal � decay products. Figure 2.6 illustrates what

happens to the momenta spectra (at generator-level) when the e�ects of initial-

state radiation are included up to O(�2) when generating events using KoralZ3.8.

Figure 2.7 illustrates the additional e�ect of �nal state bremsstahlung (O(�) only).
Clearly both result in a downward migration between bins for the two spectra. The

e+e�!�+��MC events used for this analysis (generated by KoralZ4.0 [19]) include

the e�ects of QED bremsstrahlung in the initial and �nal-state up to O(�2), where

the treatment of each is well-understood. KoralZ4.0 also includes the e�ect of

bremsstrahlung radiation up to O(�) in leptonic decays of the � . Therefore the

indirect e�ects that QED bremsstrahlung have upon the measured asymmetry

values through alterations in the momentum spectra are already taken care of by

the Monte Carlo simulation.

However, the direct e�ects of QED initial state radiation have to be accounted

for since initial state radiation causes
p
s to fall below the Z0 resonance. This

means that  exchange and Z interference terms become signi�cant and e�ect

the measured polarisation. Fortunately this does not a�ect hP� i or AFB
pol strongly

for the following two reasons: �rst, both depend weakly on
p
s; and second, the

e+e�!ff cross section drops o� very sharply below the Z0 resonance the s-channel
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Figure 2.7: Energy distributions of daughter �� leptons from the decay process,
where each distribution is for the two helicity states of the ��. The solid line
respesents the distributions for the case where initial state QED bremstrahlung is
included up to O(�2), whilst the dotted lines show the momenta spectra obtained
when �nal state radiation is also included up to O(�).

process e+e�!ff less likely to occur between beam particles which have emitted

a bremsstrahlung photon.

2.6 Comparison with other asymmetries

The fact that the asymmetries hP� i and AFB
pol are obtained using the kine-

matic properties of � decay products means that they are less easy to mea-

sure than the forward-backward asymmetries, AFB. However, whilst the statis-

tical errors obtained on the AFB measurements are smaller (particularly in the

Z0!�+��channel), the asymmetries themselves exhibit a strong
p
s-dependence.

Because of this, more care is required in the treatment of QED corrections when

extracting measurements of the forward-backward asymmetries at the Z0 reso-

nance, A0
FB. This dependence is illustrated in �gure 2.8 which also illustrates the

increased sensitivity of hP� i and AFB
pol to Mtop and MH compared to AFB.

A symmetry that has not been mentioned so far is the ALR [31] measurement

made exclusively at the linear e+e�collider at SLD. This machine runs at similar

energies to those at LEP1 but with polarised beams. The asymmetry depends on
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Figure 2.8: The variation of the tau asymmetries hP� i, AFB
pol and AFB with centre-

of-mass energy around the Z0 resonance. The values of each are obtained using
the program ZFITTER, where the solid lines show the variation of the asymme-
tries given the following inputs: MZ=91.1863GeV, Mtop=175GeV, MH=300GeV
and �s=0.118. In addition, plot (a) shows the asymmetries when Mtop=150GeV
(dashed lines) and Mtop=200GeV (dot-dashed lines); whilst plot (b) shows the
asymmetries when MH=100GeV (dashed lines) and MH=500GeV (dot-dashed
lines).
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the e-Z couplings, and is largely independent of the �nal state. Like hP� i and AFB
pol

(and unlike AFB) it is relatively insensitive to changes in
p
s.

2.7 The use of asymmetries in precision tests of

the Standard Model

The latest summary of the LEP and SLD electroweak measurements and con-

straints upon the Standard Model are to be found in [10]. This includes details of

the electroweak �t described at the end of the last chapter in which various elec-

troweak observables measured at LEP (and other experiments) are used to make

indirect measurements of the top mass, Mtop, and place limits upon the mass of

the as-yet undiscovered Higgs boson, MH. Values of Ae and A� from LEP � polar-

isation measurements are used as inputs to the �ts made by the LEP Electroweak

Working Group. The LEP � polarisation measurements are a combination of those

made at each of four experiments, where these have been obtained using analyses

which involve the following � decay channels: �! e�e�� , �! ����� , �! �(K)�� ,

�!��� and �! a1�� .

In addition, the LEP-averaged values of Ae and A� from the � polarisation

asymmetry measurements are used in other precision tests of the Standard Model.

First they may be combined with values of A0
FB in each lepton channel and

the leptonic partial widths of the Z0 (�``) to provide measurements of the e�ective

vector and axial couplings. The asymmetries determine the ratio v̂`=â` whilst the

values for �`` give the quadratic sum of v̂` and â`. The combined LEP measure-

ments are displayed in �gure 2.9. These provide a test of lepton universality and

indicate that Standard Model predictions are consistent with LEP data.

The LEP � polarisation asymmetry results are also used to obtain a measure-

ment of the e�ective electroweak mixing angle (sin2 �lepte� ) which is given by the
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Figure 2.9: Contours of 68% probability in the v̂` � â` (in �gure, gV` � gA`
) plane

from LEP electroweak measurements. The solid contour results from a �t as-
suming lepton universality. Also shown is the �1� band resulting from the ALR

measurement at SLD. The grid corresponds to the Standard Model prediction for
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increasing values of Mtop and MH.
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expression,

sin2 �lepte� =
1

4

 
1 � v̂`

â`

!
(2.29)

A combined average for sin2 �lepte� is obtained under the assumption of lepton

universality by combining the LEP values for Ae and A� (from � measurements)

with the A0
FB pole asymmetries (including A0;b

FB and A0;c
FB) and ALR (from SLD)

measurements to give,

sin2 �lepte� = 0:23165 � 0:00024

This result is displayed in �gure 2.10 with measurements of �`` to show that again

the Standard Model predictions are consistent with data.

By convention [11], the � polarisation asymmetries are presented by each

experiment in a way that combines the measurements from each of the decay

channels to give values for v̂e=âe and v̂�=â� . In measurements of hP� i and AFB
pol

made at OPAL a global �t has been performed to all decay channels simultane-

ously (�!e,�,�,�,a1,unknown) which accounts for correlations between decays in

e+e�!�+��events. However, independent �ts to each of the decay channels are

also performed, and from these the weighted means of hP� i and AFB
pol are obtained

and used to check for consistency between the two methods. Since the values of

hP� i and AFB
pol are largely independent in the �tting methods used the assump-

tion of lepton universality may be used to get measurements of v̂`=â` and hence

sin2 �lepte� . The values of sin2 �lepte� using the latest � polarisation results [10] from

each of the LEP experiments are as follows:

sin2 �lepte� =

8>>>>>>>><
>>>>>>>>:

0:2334 � 0:0012 (OPAL)

0:2332 � 0:0014 (ALEPH)

0:2320 � 0:0021 (DELPHI)

0:2309 � 0:0016 (L3)

(2.30)

where some of these of values have been updated since the last � polarisation

publications [28, 29, 27, 30].
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Figure 2.10: The LEP/SLD measurements of sin2 �lepte� and �`` along with the
Standard Model predictions. The star shows the Standard Model predictions if
only photon vacuum polarisation is included out of all the electroweak radiative
corrections. The corresponding arrow shows the variation of this prediction if
�(M2

Z) is changed by one standard deviation. The variation gives an additional
uncertainty to the Standard Model prediction as shown.
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The analysis presented in this thesis is a measurement of hP� i and AFB
pol using

samples of �! ����� decays identi�ed in the barrel (j cos �j< 0:72) and, for the

�rst time, endcap (0:72< j cos �j<0:90) regions of OPAL. Therefore, the values of

hP� i and AFB
pol obtained are to be compared with similar measurements made using

the same decay channel, since measurements which combine all decay channels will

clearly have much lower errors.2 The most recent OPAL measurements of hP� i
and AFB

pol [27] made using �! ����� decays are as follows:

hP� i = �0:138 � 0:033 (stat:)� 0:022 (syst:)

AFB
pol = �0:143 � 0:038 (stat:)� 0:005 (syst:) (2.31)

where these measurements have been made by applying a binned maximum like-

lihood �t to samples of �! ����� decays identi�ed in the barrel region of OPAL

only (j cos �j< 0:68). The anaylsis included in this thesis employs similar extrac-

tion techniques but uses an extended range of angular acceptance in the OPAL

detector. In addition this analysis uses a signi�cantly larger amount of Monte

Carlo data as well as improved selection techniques. Both of these have allowed

a number of improvements to be made to the methods used in evaluating the

systematic errors.

2Also, since the �! �(K)�� and �!��� channels are more sensitive to the � polarisation
asymmetries, they are more strongly weighted for analyses in which the main � decay channels
are combined [27].
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Chapter 3

The OPAL detector at LEP

In order to fully understand the techiques employed in selecting the data-set used

for this analysis, some time should be spent in describing the Large Electron

Positron (LEP) [32] collider at CERN and the OPAL (Omni-Purpose Apparatus

at LEP) [33] detector.

The LEP collider was designed to scan an energy range around the Z0-

resonance, thus allowing precision measurements to be made of the Z0 mass and

decay width, as well as its couplings to quarks and leptons. OPAL is one of the

large detectors situated at the four interaction points of the LEP storage ring (the

others being ALEPH [34], DELPHI [35] and L3 [36]), and fundamental to its de-

sign was the need to e�ciently reconstruct and identify every type of event possible

in e+e�collisions with minimal ambiguity. The �rst phase of LEP running (LEP1)

ran from August 1989 until the end of June 1995 during which each of the four

experiments saw around 4 million Z0 decays close to the Z0-resonance. An inter-

mediate stage of LEP (LEP1.5) running between July and December 1995 saw the

machine running at centre of mass energies in excess of 130GeV. The second full

phase of LEP running (LEP2) began in June 1996 after further upgrades which

allow the machine to presently run at energies at which W+W� pair production

can be observed. Further tests of Standard Model predictions can thus be made

by measuring the couplings at the ZWW and WW vertices and by signi�cantly
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reducing our uncertainty in the knowledge of the W mass.

3.1 LEP

The LEP collider is contained within a large near-circular tunnel that is 26.7 km

in length and runs beneath the Swiss-French countryside at depths of between 80

and 170m below the surface. The large size of the LEP ring is to minimise the

energy lost through synchrotron radiation by the beam particles, since the energy

radiated per cycle is given by,

�E =
4�

3

e2�24

R

where R is the radius of the ring, � is the velocity (�=v=c), and =(1 � �2)�
1
2 .

�E �124MeV for 46GeV e�beams.

The ring consists of eight arcs and eight straight sections. The LEP experi-

ments are situated symmetrically along four of the straight sections, and during

most of LEP1 it was the L3 and OPAL sections that housed the accelerating RF

cavities used to compensate for the energy lost through synchrotron radiation.

For the LEP2 energy upgrade superconducting cavities were required to cope with

the increased synchrotron radiation loss at higher beam energies. 192 of these

were installed in four of the straight sections around the LEP ring close to the

experimental zones, along with a large cold box in each section to supply liquid

helium.

At LEP1 a bending �eld of 0.133T was provided along the eight arced sections

of the ring by concrete-core steel-laminate dipole magnets. Along each arc there

were 31 standard magnet cells, consisting of focussing and defocussing quadrupoles

and sextupoles, orbit correctors and 12 bending dipoles.

A non-evaporable getter strip pumping system is used to create an ultra-high

vacuum of 8 � 10�12 Torr in which 46GeV beams could be maintained for over

twenty hours with low backgrounds from beam-gas interactions.
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The �rst stage of the acceleration process involves electrons being thermally

ejected from a heating element and accelerated to 200MeV in a linear accelerator.

A proportion of these are then collided with a �xed target in order to produce

bremsstrahlung photons. The positrons are obtained through e+e�pair production

from these photons. The beam current is built up in a 600MeV electron-positron

accumulator ring before injection in the Proton Synchrotron which operates as

a 3.5GeV e+e� storage ring. The beams are then delivered to the larger Super

Proton Synchrotron where they are accelerated further to 20GeV before the �nal

injection into the LEP ring.

The beams are raised to the full beam energy within the LEP ring by the accel-

erating RF cavities. For the data used in this analysis (taken up to the end of the

1994 run), the beams away from the crossing points were kept apart using a \pretzel

orbit" system employing electrostatic separators. The beam particles themselves

were maintained within well-de�ned bunches of � 4� 1011 electrons or positrons,

where a typical bunch at LEP1 was 150�m(horizontal)�10�m(vertical)�10mm(length)
in size with a relative energy spread of �0.1%. When LEP started running beam-

crossings occurred every 22�s with 4 bunches of electrons colliding with 4 bunches

of positrons (4 � 4 mode). In 1992 this was upgraded to 8 � 8 mode with the

beam-crossing time reduced to 11�s.

3.2 OPAL

The OPAL detector [33] was designed to e�ciently identify and measure �nal state

particles from Z0!ff decays over as large a range of solid angle as possible. To

achieve this a sequence of subdetectors surrounds the interaction region. This

section will give a overview of the general principles behind the design of OPAL,

detailing why the subdetectors are arranged the way they are and the tasks per-

formed by each of its principal components. The following section will discuss the

subdetectors on a more technical level and explain how they operate.
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Most particles created in physics events will �rst travel through the central

tracking detector. This is to accurately measure the positions and momenta of

charged tracks using a silicon microvertex detector and a series of drift chambers.

The central tracking chamber is housed within a solenoidal magnet so as to provide

a uniform axial magnetic �eld across the drift chambers. The momentum and

charge of charged tracks is thus obtained from their curvature in this magnetic

�eld. The silicon microvertex detector forms the innermost part of the central

tracking detector and allows for the precise 3D reconstruction of decay vertices

close to the beam axis. It is therefore used particularly for analyses measuring the

lifetimes of short-lived particles, such as the � lepton.

Beyond the magnet lies the following sequence of subdetectors designed to

distinguish between di�erent particle types: the electromagnetic calorimeter, the

hadronic calorimeter and the muon chambers. Each of these types of subdetector

has separate \barrel" and \endcap" components (see �gure 3.1), where the barrel

is composed of concentric cylindrical layers and the endcap components plug the

remaining gaps in acceptance.

The electromagnetic calorimeter comprises over 10000 lead glass blocks which

almost fully surround the interaction region. These blocks are designed to be

thick enough to fully absorb the electromagnetic showering that occurs within the

material due to the passage of a high energy electron or photon. This response

contrasts with that for muons and hadrons, since muons interact very weakly and

so pass straight through, whilst hadronic showering develops more slowly than

electromagnetic showering and so is rarely fully contained within the lead glass.

Electrons can therefore be distinguished from other charged particles by their

shower shape in the calorimeter and by the fact that the energy deposited there

will be approximately equal to the momentum of the associated electron track

observed in the central tracking detector.

Detectors are positioned between layers of the large iron magnet return yoke

that surrounds the electromagnetic calorimeter. These are used to sample any

showering that develops within the iron, and so this forms the basis of the hadron
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calorimeter. It is designed to fully contain any hadronic showering initiated in

the electromagnetic calorimeter, so that any particles getting beyond it and into

the muon chambers should virtually all be muons. Muons will therefore leave hits

in most of the layers of the hadron calorimeter since they pass straight through

with little deviation. Also, since generally very few shower particles are produced,

very few hits in each layer will be observed. On the other hand hadrons produce

showering and are usually totally absorbed, leading to a much larger number of

hits being observed in fewer layers of the calorimeter.

The muon chambers are positioned furthest away from the interaction point

and give precise position measurements for charged particles which manage to

penetrate through both calorimeters. These will be made up of mostly muons,

although it will be shown in later chapters that there are several mechanisms

by which hadronic tracks can also lead to hits in the muon chambers. In the

detection of muons it is possible by extrapolation to assign hits observed in the

muon chambers to a charged track measured in the central tracking detector. If

a probability is constructed that the two signals are matched then it is possible

to distinguish between muons and hadrons observed in the muon chambers. This

principle forms the basis of the muon detection scheme used within this analysis.

In discussing the various subcomponents of the OPAL in this and later chapters

the standard two-letter codes listed in table 3.1 will be used. In addition the

following groups of subdetector components are grouped together as higher-level

systems: the central tracking detector, CT comprises SI,CV,CJ and CZ; the

electromagnetic calorimeter, ECAL, is composed of PB,EB,PE and EE; and

HB,HE and HP are subcomponents of the hadron calorimeter, HCAL.
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Code Subdetector
CV Central tracking detector vertex chamber
CJ Central tracking detector jet chamber
CZ Central tracking detector Z-chambers
TB Time-of-ight, barrel
PB Presampler, barrel
EB Electromagnetic calorimeter, barrel
PE Presampler, endcap
EE Electromagnetic calorimeter, endcap
HB Hadron calorimeter, barrel
HE Hadron calorimeter, endcap
HP Hadron calorimeter, poletip
MB Muon chambers, barrel
ME Muon chambers, endcap
FD Forward detector
SI Silicon microvertex detector
SW Silicon tungsten luminometer

Table 3.1: OPAL subdetector reference codes.

3.3 The OPAL subdetectors

3.3.1 Central tracking detector (CT)

The central tracking detector consists of the silicon microvertex detector (installed

in 1991) and three drift chamber devices: the vertex detector (CV), the jet cham-

ber (CJ) and the Z-chambers (CZ). The entire central detector is housed within a

pressure vessel located between the beam pipe and the coil of the OPAL magnet.

The drift chambers work on the following principle. Alternate planes of cathode

and anode sense wires are set up an electric �eld within a volume of gas. The

passage of a charged particle through the gas liberates ionization electrons which

drift towards the nearest anode wire. The drift times are used to infer the distance

between the sense wires and the path of the particle, and charge division or the

timing di�erence of the signal between the two ends of the sense wire are used to

infer the coordinate along the wire. A series of space points along the trajectory

of the particle are thus reconstructed. The pressure vessel is used to maintain a
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gas mixture consisting of 88.2% argon, 9.8% methane and 2.0% isobutane at a

pressure of 4 bar. This same gas mixture and pressure is used in CV,CJ andCZ.

Vertex detector (CV)

This was designed to give precise position measurements for charged tracks close to

the interaction region. This aids the identi�cation of secondary vertices and hence

also the impact parameter, d0. The detector is a high precision drift chamber of

radius 235mm and length 1m, situated between the microvertex detector and the

jet chamber, and consists of two concentric layers. Both layers contain 36 \cells"

which are equally spaced in � and are de�ned by the positions of successive planes

of cathode wires (with radial wire separation 1mm). Anode planes lie at the centre

of each cell, where each consists of anode signal wires interspersed with potential

wires. The 12 anode wires per cell in the inner layer (known as \axial wires") run

parallel to the z-axis, whilst the outer layer has 6 anode wires per cell (\stereo

wires") inclined at 4� with respect to the z-axis. The axial and stereo wires cover

the polar angle ranges j cos �j�0:95 and j cos �j�0:92 respectively.

The axial wires provide precise position measurements in the r�� plane with

a resolution of 55�m, while a coarse z-coordinate measurement is also possible

by measuring the relative arrival times of signals at opposite ends of an anode

wire. The additional use of the stereo information improves the resolution of the

z measurement from 40mm to 0.7mm.

Jet chamber (CJ)

The jet chamber is a 4m long cylindrical drift chamber designed for the recon-

struction and measurement of charged tracks within a solid angle close to 4�. It

has inner and outer radii of 25 cm and 185 cm respectively, and is divided into 24

identical sectors in � by the positions of radial planes of cathode wires. A plane

of 159 anode signal wires lies centrally in each sector, where these signal wires run
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axially with a radial spacing of 10mm and are interspersed with potential wires.

To resolve left-right ambiguity the potential wires are coplanar whilst the signal

wires are staggered alternately at �100�m with respect to this plane. The jet

chamber provides full 159-wire coverage for the polar angle range j cos �j < 0:73

but beyond this the coverage drops o� steadily to around 8 wires for a polar angle

of j cos �j=0:98.

For each space point measured in CJ the radius is given by the wire position

and the azimuthal angle by the drift time to give a spatial resolution in the r��
plane of 135�m. Charge division of the integrated signal arriving at each end

of the signal wires gives a z-measurement of resolution 60mm. Detailed studies

using e+e�!�+�� and e+e�!q q events have been made to calibrate and correct

the response of CJ. In conjunction with other CT components, the transverse

momentum resolution (�pt) is measured to be �pt=pt =
q
(0:02)2 + (0:015 � pt)2.

The impact parameter (d0) resolution using only CJ is 113�m, or 40�m when the

measurement is combined with that from CV.

By summing the charge collected at the ends of each signal wire, CJ is also

able measure the rate of energy loss along the particle trajectory, dE=dx, to a

precision of�3.8% for minimum ionizing pions in hadronic events (with at least 130

measured space points). As a result, e-� separation is possible with a signi�cance

of at least 2� for momenta up to 13GeV=c, and �-K or �-p separation up to

20GeV=c.

Z-chambers (CZ)

The 24 z-chambers, which form a barrel layer around the jet chamber as shown

in �gures 3.1 and 3.2, are designed to make precise z-coordinate measurements

for charged tracks as they emerge from CJ. This results in an improvement in

resolution for the polar angle measurement, which is combined with the transverse

momentummeasurement from CJ to obtain the total momentum of charged tracks.

Thus the momenta of tracks with CZ hits are more precisely de�ned, enabling the
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better reconstruction of the invariant mass.

The 24 z-chambers cover 94% of the azimuthal angle within a polar angle range

of j cos �j< 0:72, where the gaps in � between adjacent z-chambers coincide with

the position of an anode plane in CJ. Each chamber is 50 cm wide and 5.9 cm thick,

and is divided along its 4.0m length into 8 bidirectional cells to limit the maximum

drift distance in the z-direction to 25 cm. Each cell has 6 anode wires running

azimuthally at increasing radii (4mm spacing) and with a stagger of �250�m in

z to resolve the left-right ambiguity. Ampli�ers at each end of the wires enable

the use of charge division to measure � with a resolution of 15mm. The intrinsic

z resolution for minimum ionising particles travelling normal to the drift direction

is 100-200�m (depending on the drift distance), whilst the absolute resolution is

estimated to be around 300�m.

Silicon microvertex detector (SI)

In 1991 a microvertex detector [37] was added to OPAL consisting of two barrel

layers of silicon microstrip devices at radii of 6.1 and 7.5 cm. Prior to this the

OPAL beam pipe had been the inner wall of the pressure vessel (radius 7.8 cm)

consisting of 0.13 cm thick carbon �bre with a 100�m aluminium inner lining. In

order that the microvertex detector be as close as possible to the interaction point,

a second beam pipe made of 0.11 cm thick beryllium (�0:003X0 of material) was

added at a radius of 5.35 cm.

The inner layer of SI consists of 11 \ladders", whilst the outer comprises 14.

Each of these ladders is 18 cm long and is made up of three single-sided wafers (6 cm

long and 3.3 cm wide) daisy-chained together. In its original form the detector gave

readouts in the r�� plane only, although reconstruction in 3-dimensions was made

possible after an upgrade in 1993 for which r�� and r�z wafers were glued back-

to-back. Further upgrades were made for 1995 LEP running, before which the

active length of the detector was 16 cm with a two-layer acceptance in the range

j cos �j<0:76.

49



The r�� measurement has a single-hit resolution of less than 8�m (including

alignment uncertainties), and so, when this information is combined with that

from the rest of CT, the impact parameter (d0) resolution has been estimated as

16�m using samples of dimuon events. The resolution of z0, the z-coordinate of a

charged track at the point of closest approach, is estimated to be around 75�m.

Such precision and the fact that the two layers are some 1.4 cm apart allows for the

precise reconstruction of decay vertices. The detector is therefore used extensively

in the tagging of short-lived heavy-avour quark events and the measurement of

particle lifetimes (such as for that of the � lepton). It is not used explicitly in this

analysis, although information from SI is used in the reconstruction of charged

tracks.

3.3.2 OPAL magnet

The magnet consists of a solenoidal coil and an iron yoke. The solenoidal coil lies

inbetween CT and the electromagnetic calorimeter so as to provide a magnetic

�eld of adequate strength that is uniform across the volume of CJ. At the same

time time it has been designed to contain as few radiation lengths of material as

possible to minimise the showering of particles before they enter the calorimetry.

The magnet is able to provide a �eld of 0.435T that is measured to be uniform

to within �0.5%. In terms of thickness, 96mm of aluminium and 54mm of glass-

epoxy amount to � 1:7X0 of material (including also the pressure vessel). The

coil had also been designed such that �eld leakage into the calorimeter is low and

so does not interfere with the photomultipliers used there.

3.3.3 Time-of-ight counters

The time-of-ight system covers the polar angle range j cos �j < 0:82, and forms

a barrel layer comprising 160 plastic scintillator strips lying at a mean radius of

2.360m (just outside the solenoidal coil). These strips provide precision timing
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for charged particles and photons, with a resolution of �460 ps estimated using

Z0!�+�� events. The detector is used mostly to trigger data events and reject

the background from cosmic rays, although particle identi�cation is also possible

in the range 0.6 to 2.5GeV.

3.3.4 Electromagnetic calorimeter (ECAL)

The electromagnetic calorimeter consists of presamplers (PB and PE) and total ab-

sorption calorimeters (EB and EE) made up of large numbers lead glass blocks, and

its purpose is to detect and identify electrons and photons. Both cause electromag-

netic showering which is usually totally contained within the lead glass, enabling

their full energies to be determined. However, most electromagnetic showers are

initiated in the 2:08X0 of material that is estimated (for the barrel region) to lie

in front of the lead glass. The presamplers (PB and PE) measure the position and

sample the energy of this showering, so that the raw energy response seen in the

lead glass can be corrected.

Electromagetic presamplers (PB/PE)

The barrel presampler covers the polar angle range j cos �j< 0:81 and consists of

two layers of streamer tubes, whilst the endcap presampler covers the range 0:83<

j cos �j< 0:95, and consists of an array of 32 thin (7mm) multiwire proportional

chambers operating in high-gain mode. For electrons in the barrel region with

energies between 6 and 50GeV, PB is estimated to recover �50% of the energy

resolution degradation that occurs due to showering in front of the lead glass.

Lead glass calorimeters (EB/EE)

The barrel lead glass calorimeter (EB) covers the polar angle range j cos �j<0:82

and is located at an inner radius of 2.455m. It consists of a cylindrical array of 9440

optically-isolated lead glass blocks, each arranged so that its longtudinal axis points
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roughly towards the interaction point (see �gures 3.1 and 3.2). This minimises the

number blocks traversed by a single particle, and so allows the response of particles

travelling in close proximity to one another to be more easily resolved. However,

the pointing geometry is not exact so as to prevent the escape of neutral particles

between two adjacent blocks. The endcap lead glass calorimeter (EE) consists of

two dome shaped arrays of 1132 optically-isolated lead glass blocks, and covers the

angular range 0:81< j cos �j<0:98.

For EB, each lead glass block is 37 cm in depth (24:6X0), whilst those in EE

contain at least 20:5X0. Incident electrons entering the blocks emit bremsstrahlung

photons which produce a rapidly multiplying shower of e+e�pairs. These produce

�Cerenkov light within the lead glass, where the total intensity of the �Cerenkov

light observed in a block is proportional to the number of e+e�pairs produced,

which itself is proportional to the energy of the incident particle. Thus the shower

energy is instrumented by the use of phototubes that are tolerant to magnetic

�elds (more so in the endcap). The intrinsic energy resolutions (�E=E) of the

lead-glass calorimeters are 0.2%+6.3%/
p
E (EB) and 5%/

p
E (EE), although the

actual resolutions are degraded by the presence of the material that lies in front

of each calorimeter.

3.3.5 Hadron calorimeter (HCAL)

The HCAL is used to measure the energies of hadrons emerging from the ECAL

and to assist in the identi�cation of muons. The iron return yoke for the OPAL

magnet provides at least 4X0 of absorber material over 97% of the 4� solid angle.

The yoke is segmented into layers with plastic streamer tubes (or thin high multi-

wire proportional chambers for HP) placed between them. This forms a cylindrical

sampling calorimeter of � 1m in depth, that is composed of three di�erent sub-

components, each covering a di�erent polar angle range in the OPAL detector.

The barrel, endcaps and pole-tips (HB,HE and HP) roughly cover the angular

ranges j cos �j<� 0:81, � 0:81< j cos �j<0:91 and 0:91< j cos �j<0:99 respectively.
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Being a sampling calorimeter, the intrinsic energy resolutions are poor compared

to the ECAL. However, the resolution of the detector is improved by combining

the response of ECAL with that of the HCAL using a parametrization to account

for the hadronic showering that has already developed in front of the HCAL.

Barrel and endcap hadron calorimeter (HB/HE)

The barrel and endcap hadron calorimeters are similar to one another in design.

The 100mm layers of iron magnet yoke are interspersed with 25mm (35mm for

HE) gaps in which limited streamer mode chambers (of the same design as those

used in PB) are positioned. The barrel uses 9 layers of detector with 8 layers

of absorber, one more of each than is used in the endcaps. The readout of the

streamer tubes is carried out by a combination of pads (typically 500mm square)

on one side and strips on the other. Pads are grouped together through the layers

of the detector to form towers, where the pads signals within a tower are used to

provide an measure of the deposited shower energy (with an estimated resolution

of �E=E ' 120%=
p
E). The number of strip hits forms an alternative measure

of the energy of an incident hadron, since the number of particles in a shower is

proportional to the energy (there is some strip saturation for hadrons of above

10GeV). A typical 10GeV pion, for example, typically produces about 25 strip

hits across a number of layers. This response is quite di�erent from that for muon

tracks, which pass through the HCAL usually leaving single hits in most of the

layers. For this analysis, only the strip hit information is used.

Pole-tip hadron calorimeter (HP)

The annular pole-tips cover a region of the detector in which the tracking in CT

is much poorer. It is designed therefore to give better energy resolution than

HB and HE. The sampling interval is reduced to 80mm, whilst the number of

sampling layers is increased to 10. Thin proportional chambers operate in the

10mm spacings between successive layers of the iron yoke pole-tips, where these
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spacings are small to reduce perturbations in the magnetic �eld. Again the readout

is performed by pads and strips.

3.3.6 Muon detector

The muon detector provides precise position measurements of charged particles

emerging from the hadron calorimeter. The probability of a pion passing through

1.3m of iron (over 7 interaction lengths) without interacting is less than 0.1%,

whilst muons with energy 3GeV or more have essentially a 100% chance of emerg-

ing from the HCAL and being detected by the muon chambers (if within the

acceptance). The muon detector covers 93% of the 4� solid angle, and comprises

separate barrel and endcap components which operate quite di�erently from each

other.

Muon identi�cation relies on extrapolating the trajectories of charged tracks

through the magnet and calorimetry (accounting for energy loss and multiple

coulomb scattering) out to the muon chamber. A precise positional match be-

tween this extrapolation and hits in several layers of the muon chambers forms the

basis for the �! ����� selections detailed in chapter 6.

Barrel muon chambers (MB)

The barrel muon detector consists of 110 drift chambers arranged in 4 layers around

HB. Four layers cover the angular range j cos �j< 0:68, whilst one or more layers

have an extended acceptance out to 0.72 for some regions in �. Each chamber is

1.2m wide and 90mm thick, but is either 10.4, 8.4 or 6.0m in length, depending on

the physical contraints for mounting them in various � regions about the detector.

For example, the shortest units are used for the chambers situated between the

support legs of the magnet. The geometrical acceptance of MB is studied further

in appendix D using a sample of �! ����� decays identi�ed as such using the

calorimeters.
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The chambers used consist of two adjacent cells, each with a single anode

wire running parallel to the z-axis along its length, so that the maximum drift

length is 297mm. The drift times within the chambers are converted to a position

measurement in the r-� plane with an accuracy of 1.5mm. Corresponding z mea-

surements are obtained with an accuracy of 2mm using a series of diamond-shaped

pads which lie opposite the anode wire along the length of each chamber.

Endcap muon chambers (ME)

The endcap chambers extend the muon detection coverage up to j cos �j ' 0:985,

where each endcap consists of two layers of limited streamer tubes. These layers

are positioned 68 cm apart in planes that lie perpendicular to the beam axis at

either end of OPAL (as shown schematically in �gure 3.3(b)). Each layer consists

of 4 \quadrant" chambers (6m�6m) and 2 \patch" chambers (4m�2.5m), which
have been arranged to give maximum coverage (�gure 3.3(a)), although some gaps

in the acceptance are necessary to allow for the beam pipe, cables, shielding and

various support structures.

Each patch or quadrant consists of two layers of streamer tubes (1 cm�1 cm
in cross section) containing a gas mixture of 75% isobutane and 25% argon. The

ionization electrons formed in the gas by the passage of a muon, drift towards an

anode wire set at 4.3 kV that runs the whole length of each tube. The cathode

consists of a carbon coating on the tube's inner wall, which is held at ground.

Charge signals from the streamer tubes are induced on to planes of aluminium

strips located on either side of each layer of tubes, where on one side the strips are

parallel to the anode wire, and on the other side they are perpendicular.

Each layer of tubes produces a �ne measurement of the coordinate parallel to

the wire (from the perpendicular strips) and a coarse measurement of the coordi-

nate perpendicular to the wire (from the parallel strips). The two layers of tubes

in each patch or quadrant chamber are arranged so that their anode sense wires are

orthogonal, and so combining the two x-y points from each layer gives a position
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shown by the shaded region whilst the upper and lower quadrants are distinguishable by the di�erent hatching used. Approximate

dimensions are also shown on each plot.
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resolution of �1mm.

3.3.7 Forward detector (FD) and SiW luminometer (SW)

The absolute machine luminosity at OPAL is measured by the counting of bhabha

e+e�!e+e�events in the forward region, a process with a QED-dominated cross

section approximately proportional to 1=�3. The measurement relies critically on

the precise positional reconstruction of electrons and photons in order to accurately

count the events within a given acceptance.

This was originally measured at OPAL using the forward detector which is

placed around the beam pipe at z = �2588mm and covers the annular acceptance

between 47 and 120mrad from the beam axis. The forward detector is a composite

detector comprising several subcomponents. A lead-scintillator sampling calorime-

ter providing 24X0 of material gives energy measurements to an accuracy of 2.7%

for well-contained 45GeV electromagnetic showers. The positional accuracy of

cluster reconstruction is improved to �2.6mm by the use planes of proportional

tube chambers. Drift chambers were also included within FD, which were used to

calibrate the tube chambers, although these were left largely unused after 1993.

A silicon-tungsten luminometer [38] was installed for use from the start of the

1993 physics run, and resulted in an improvement in the precision of the luminosity

measurement from �0.6% (using FD) to around �0.1% after one year [39]. It

consists of 18 tungsten absorber layers, interleaved with 19 sampling layers of

silicon wafer diodes. The detector is constructed with an extremely well-known

stable geometry (covering the annular acceptance range 31:3 � j�j � 51:6mrad),

enabling it to reconstruct the radial position of a well-contained shower with a

resolution of �220�m.
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3.3.8 OPAL trigger and �lter

For most of the data used for this analysis, the LEP machine was running with

8 bunches of electrons crossing 8 bunches of positrons (8�8 mode) every 11�s (a

frequency of 88 kHz). However, the time taken to completely process a single event

is around 20ms, and so during each deadtime there are some 1800 beam crossings

for which OPAL is inactive.

In order to ensure that every such event is a good physics event, it must �rst

be passed by the several levels of triggering. The �rst of these is the deadtime-

free pretrigger [40] which was introduced with the upgrade of the LEP operation

from 4�4 to 8�8 mode in October 1992. This e�ectively reduces the 88 kHz beam

crossing rate to a 1-2 kHz pretrigger rate.

The OPAL trigger [41] is the next level, which reduces the event rate to �5Hz.
To do this, the system must therefore make very rapid decisions to reject fake

events that arise due to cosmic rays, synchrotron radiation and beam interactions

with gas or the beampipe. At the same time it must e�ciently select physics

events from a variety of di�erent processes: hadronic and leptonic decays of the

Z0, small-angle bhabha events (for luminosity measurements), two-photon pro-

cesses (e+e�!! f f ), single-photon events (e+e�!��), as well as possible ex-

otic events.

The trigger uses information from CV,CJ,TOF,ECAL,MB/ME and FD/SW.

First there are certain \stand-alone" triggers that must be passed individually

by each of the subdetectors. Then trigger signals from di�erent parts of each

subdetector are passed to a theta-phi (TPM) matrix of 144 overlapping bins (6 in

�, 24 in �) covering the 4� solid angle of OPAL. By requiring correlations between

subdetectors within the TPM matrix, and combining this information with the

stand-alone triggers, OPAL is able to make a decision about the event before the

next beam crossing arrives (in principle, at least).

Events that pass the OPAL trigger are then passed to an event �lter. This
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partially reconstructs each event, and acts as a higher level software trigger, with

around a third of all triggered events rejected as background (physics events are

still retained with essentially 100% e�ciency). It also performs preliminary event

classi�cation and sends events to the on-line event display for perfomance moni-

toring. For data taken in 1993 and 1994 (that is, with the 8�8 mode in operation),
the average OPAL trigger rate was �4Hz with deadtime fractions of �3%.

3.3.9 Data acquisition and event reconstruction

Digitized information from each subdetector is passed to a VME-based local system

crate (LSC) where it is compressed and the data is partially reconstructed by the

�lter. The raw data from events passing the �lter selection is then sent to the

surface, where it is written to magnetic tape and disk. Since 1991 events have

been been fully reconstructed in an on-line data farm immediately after they have

been recorded. This is done using a program called ROPE [43] (Reconstruction of

OPAL Events), which converts the raw data into a structure suitable for use in

physics analyses, and stores the information on Data Summary Tapes (DSTs) and

optical disks. A program GROPE [44] has been developed as a graphical interface

to ROPE which enables the user to view in 3-dimensions the reconstruction of an

event on the DSTs. The use of GROPE is illustrated in �gure 3.4 for a typical

e+e�!�+��event.

ROPE is also able to interface with the OPAL Monte Carlo detector simulation

package, GOPAL [42]. This enables Monte Carlo data to be generated and stored

on to DSTs using the same data structure as that used for real events. The

simulation of events in OPAL is discussed further in the next chapter.

The data recorded by OPAL between the years 1990 and 1994 is given in ta-

ble 3.2, where the number of multihadrons given is based on the \Gold-plated

Multihadron"(GPMH) [46] selection used within the OPAL �lter. Multihadron

events used for analysis at OPAL use a more sophisticated selection, and so the

numbers given are only a rough approximation of the actual numbers of mul-
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 Run : even t  2345 :  74460   Da t e  910602  T ime  224011                                  

 Ebeam 45 . 632  Ev i s   42 . 8  Emi ss   48 . 4  V t x  (   - 0 . 10 ,    0 . 13 ,    0 . 27 )               

 Bz=4 . 027  Bunch l e t  1 / 1   Th r us t =0 . 9994  Ap l an=0 . 0002  Ob l a t =0 . 0134  Sphe r =0 . 0012     

C t r k (N=   2  Sump=  25 . 0 )  Eca l (N=   9  SumE=   9 . 4 )  Hca l (N=  8  SumE=  10 . 5 )  

Muon (N=   1 )  Sec  V t x (N=  0 )  Fde t (N=  0  SumE=   0 . 0 )  

S t a t us
De t  T r

CV  3  3
CJ  3  3
CZ  2  0
TB  3  3
PB  3  0
EB  3  3
PE  3  3
EE  3  3
HT  2  1
HS  2  3
HP  3  1
MB  3  3
ME  3  3
FD 3  0
S I  0  0
SW 0  0
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X

Z

   200 .  cm.   

 Cen t r e  o f  sc r een  i s  (    0 . 0000 ,    0 . 0000 ,    0 . 0000 )         

50  GeV2010 5
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  4  Low mu l t  p r ese l      
 20  Tau  pa i r             
 22  S  pho t  muon  ve t o     
 25  S  pho t  EM and  TOF    
 26  S  pho t  I n - t ime  TOF   
 27  S  pho t  EM c l us       
 28  S  pho t  H i gh  pT  t r k   
 30  S  pho t  no  H+MU ve t   
 31  l ong - l i ved  decays    
 32  "Phys1 "  se l ec t i on    

Figure 3.4: Graphical representation of a typical e+e�!�+��event in OPAL, where
this event has passed the e+e�!�+��preselection described in chapter 5. One tau
jet features a single highly penetrative charged track which passes through all
layers of the detector. This is consistent with being a �! ����� decay. The other
jet contains a single charged track consistent with being a ��(K�), accompanied
by two distinct neutral electromagnetic clusters of roughly equal size. The two
neutral clusters signify the presence of the process �0!, and so this second �
jet is probably a �!��� decay in which the spin-1 �� particle decays rapidly in
the detector by the process ��!���0.
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tihadrons observed in OPAL. The numbers also include all events taken during

energy scans, for which the centre-of-mass energy was varied either side of the Z0

resonance.

Year Luminosity (pb�1) GPMH (1000s)
1990 6.8 147.6
1991 14.0 345.4
1992 25.1 766.9
1993 33.9 720.8
1994 58.0 1369.0

Table 3.2: The summary of OPAL data-taking for each year between 1990 and
1994, where the number of events multihadron events and the luminosity are esti-
mated using the on-line �lter.
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Chapter 4

Simulation of LEP events in the

OPAL detector

Monte Carlo data is used extensively in this analysis to predict the backgrounds

and e�ciencies when selecting �! ����� decays from e+e�!�+��events. It is also

used to predict the momentum spectra for positive and negative helicity �! �����

decays in di�erent angular bins. These spectra are used to extract hP� i and AFB
pol ,

and so it is great of importance to this analysis that charged tracks in the Monte

Carlo data are well-simulated. Good track simulation is also vital for the accurate

estimation of backgrounds using Monte Carlo data. This chapter gives details

of the Monte Carlo data used and describes the measures taken to improve the

simulation. In particular the procedures used to smear the resolution of charged

tracks in the central tracking chambers are discussed at length.

4.1 Monte Carlo event generators

Several generator programs are used to produce samples of each type of physics

event to be expected at LEP. All theMonte Carlo e+e�!�+��and e+e�!�+��events

have been generated using KoralZ4.0 [19] where KoralZ4.0 uses another package
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called Tauola2.0 [21] to simulate the numerous known tau decay modes under

the assumption of V �A theory. In addition events generated using the follow-

ing packages are also used: Babamc [22] for e+e�!e+e�events, Jetset7.3/7.4 [23]

for e+e�!q q events, Fermisv [20] for 4-fermion events (with e+e�e+e�, e+e��+��

or e+e��+�� in the �nal state) and, �nally, version 2.01 of the program by

Smith, Vermaseren and Grammar [24] to generate two photon events ( !
e+e�,�+��; �+��).

In generating e+e�!�+��events using KoralZ4.0 the relative branching ratios

of the � may be passed as inputs to Tauola2.0 to get the various decay modes pro-

duced in the correct proportions. However, the numbers used as inputs when the

events used by this analysis were generated have been superceded as the branch-

ing ratios of the � lepton have become better known experimentally. The relative

branching ratios of the decay modes can therefore be made to agree with the cur-

rent world averages [5] by weighting each decay on an event by event basis. This

shall be done consistently throughout this analysis, where the numbers used for

the branching ratios of the main � decay channels are listed in table 4.1. The

uncertainties on these numbers are considered later in evaluating the systematic

errors on hP� i and AFB
pol .

Decay channel Branching ratio

� ! e�e�� 0.17799�0.00079
� ! ����� 0.17328�0.00097
� ! ��� 0.1121�0.0015
� ! ��� 0.2514�0.0018

� ! a1�� (1-prong) 0.0914�0.0015
� ! a1�� (3-prong) 0.0896�0.0015

� ! K�� 0.00714�0.00048
� ! K��� 0.0137�0.0011

Table 4.1: The world average branching ratios of the main decay modes of the �
lepton are shown. These values are used to weight each Monte Carlo � decay used
within this analysis.

64



4.2 Simulation of the detector response in OPAL

The 4-vectors of the particles produced by the above generators are passed to a

program called GOPAL [42], which stands for Geant at OPAL. Geant [45] is a

package that is used to simulate the passage of di�erent particle types through

di�erent materials, where the precise geometries and material properties of all the

OPAL components must be passed to it as inputs. The modelling is further tuned

within GOPAL by introducing noise, ine�ciency and resolution e�ects for each

subdetector, where detailed studies using real data events are used for calibration.

Thus GOPAL tracks the passage of each particle generated in the event as it passes

through successive layers of the detector. The output is simulated raw data in

precisely the same format as that produced by the detector from real events, except

that an additional data bank is used to store Monte Carlo generator information.

The program ROPE is then used to reconstruct the events and condense the raw

data on to DSTs, as is done for real data.

Over the course of LEP1 running it was possible to calibrate the response of

each subdetector with increasing accuracy. This came about by the ever-improving

statistics and also by the general level of understanding of the numerous detector

e�ects that can occur within such a large multi-component apparatus. Therefore,

in principle at least, each successive version of GOPAL superceded the last and

was able to simulate better the di�erent particle types over all momentum ranges.

The Monte Carlo data used for this analysis is listed in table 4.2 and was

generated using GOPAL/ROPE versions 12 and 14 [42, 43] which were calibrated

respectively using the 1993 and 1994 con�gurations of the detector. Here the

analysis presented in this thesis di�ers from previous � polarisation analyses per-

formed at OPAL (the latest of which is described in [27]), since this is the �rst to

use Monte Carlo data generated using version 14 of GOPAL/ROPE (GORO).

It is found by studying the track momentum and ECAL energy of e+e�!�+��and

e+e�!e+e�events identi�ed in the barrel and endcap regions that the Monte Carlo

consistently underestimates the resolution. A package was therefore developed to
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smear certain track parameters in CT and the energy response observed in the

ECAL. A discussion of the ECAL smearing may be found in [27], and so shall not

be dwelled upon in this thesis.

GORO version 12 14

Event Luminosity Number Luminosity Number

type of events of events

Z0!ff events

ee!ee 4.10 nb�1 400k 4.10 nb�1 800k

ee!�� 1.54 nb�1 200k 1.54 nb�1 600k

ee!�� 1.54 nb�1 300k 1.54 nb�1 600k

ee!qq 30.4 nb�1 1987k 30.4 nb�1 3987k

4-fermion events

ee!ee�� 3.99 pb�1 2075 - -

ee!ee�� 1.72 pb�1 1000 - -

2-photon events

ee!eeee 1.02 nb�1 351k 1.02 nb�1 400k

ee!ee�� 0.866 nb�1 375k 0.877 nb�1 400k

ee!ee�� - - 29.5 pb�1 20k

Table 4.2: Summary of the Monte Carlo events used for this analysis, where only
events generated using versions 12 and 14 of the detector reconstruction programs
GOPAL/ROPE have been used. These correspond to the 1993 and 1994 con�gu-
rations of the detector respectively. Note also the luminosity for the two-photon
events is calculated after certain cuts have been imposed on the events before full
detector reconstruction. This is to cut out the large proportion of events in which
all �nal state particles have very low transverse momenta, and so are very unlikely
to be recognized as physics events in the OPAL detector.

4.3 Monte Carlo track smearing in the barrel re-

gion

The track smearing was performed separately for the barrel (j cos �j< 0:72) and

endcap (j cos �j>0:72) regions since, in the barrel, all tracks have full wire coverage

in CJ as well as precise z-measurement using CZ. This also means that, in principle,

the track resolution in the barrel should have very little angular dependence for
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all but very low momentum tracks, whilst in the endcap this is not the case.

The momentum measurement in CT (see Appendix B for de�nitions of track

parameters) is given by,

p = pt

q
1 + tan2 �

where tan � = cot � and pt is the transverse momentum. For convenience this

can be re-expressed in terms of the quantities x and xt (respectively the total and

tranverse momenta normalised to the beam energy).

x =
p

Ebeam
=

xt
sin �

The momentum is expressed in terms of the polar angle and transverse momentum

since the two are separate measurements in CT, each with their own resolution

e�ects. The transverse momentum is obtained from the measurement of track

curvature � in CJ, where

xt / 1

j�j
Therefore, it is actually 1=xt, and not xt, which is a Gaussian quantity with reso-

lution �1=xt. In the case of the polar angle measurement, this usually comes from

the z measurement obtained in CZ. If the z-chambers lie at a constant radius R

from the z-axis, then

cot � =
z

R

Therefore, for tracks with CZ hits cot � is a Gaussian quantity with resolution

�cot �, and is independent of the � measurement in CJ. For tracks with no CZ

hits the z-measurement comes from charge division on the last wire hit in CJ.

Since the radius of the last wire hit is roughly constant for all tracks in the barrel

region, it shall be assumed that cot � is still a Gaussian quantity and that the

polar angle resolution (�cot�) due to this measurement still has no angular depen-

dence. It will also be assumed (although strictly this is not the case) that cot �

and 1=xt are still independent of each other for tracks with no CZ information.

The total momentum resolution, �x, for all tracks in the barrel can be expressed as,

�
�x
x

�2
=
�
�xt
xt

�2
+
�
�sin �
sin �

�2
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) �2x =

 
x4t

sin2 �

!
�21=xt +

�
cos2 � sin2 �

�
�2cot �

In most cases, the parameters that are used for Monte Carlo momentum smear-

ing in the barrel region are included in tables in appendix C.

4.3.1 Smearing the measurement of polar angle

The resolution of the polar angle measurement �cot� can be studied using e+e�!�+��

events. Since both muons should be back-to-back with x '1 one expects the distri-

butions in j cot ��j�j cot �+j for data and Monte Carlo events to have a single peak

close to 0 if there are no charge-dependent systematic shifts in the z-measurement.

This is indeed the case for both data and Monte Carlo events (with and without

CZ hits) and so this is how resolutions are compared. The angular resolution is

also studied separately for e� tracks using bhabha events, since it is harder to

de�ne the true curvature and direction of e� tracks given their higher probability

of radiating a bremsstrahlung photon within CJ.

The angular smearing is applied to every good charged track in the following

manner:

cot �smea = cot �true + c(cot �meas � cot �true)

where the subscript \true" is used to denote the true value of cot � as generated by

the Monte Carlo; \meas" denotes the value after event reconstruction by GOPAL,

and \smea" denotes the smeared value subsequently used to rede�ne the momen-

tum of the track. The quantity c is therefore a factor used to scale the resolution

of the Gaussian quantity.

For non-radiative e+e�!�+��events, which will contain two muons both with

x ' 1, the contribution to the angular resolution from the process of Multiple

Scattering (MS) is small, although for lower momentum tracks it becomes more

dominant. Since it is expected that the Monte Carlo models the MS process well,

it is required that the smearing only scales the contribution to �cot � brought about

by the resolution of the z measurement in CZ (or charge division in CJ). This is
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accounted for by the fact that the scaling factor c has been corrected in such a

way that the expected MS contribution to �cot � is excluded from the smearing.

This is explained as follows.

When the Monte Carlo events are generated by GOPAL/ROPE (that is, before

any additional smearing is applied) the total resolution for the cot � measurement

may be given by,

totalz }| {
�2cot � =

measurementz }| {
�2cot � +

MSz }| {
�2cot �

= c + d
x2true sin

5 �true

(4.1)

where the measurement component of the total cot � resolution should be Gaus-

sian and independent of both momentum (xtrue) and angle (�true). Its square may

therefore be given by the constant c and it is this value that is consistently un-

derestimated for all MC tracks. The MS component, however, is assumed to be

well-described and depends on both momentum and angle where d is a constant.

Clearly, for the Monte Carlo description of the cot � resolution to be more like that

seen for data events, a constant  (which is assumed to be independent of both

xtrue and �true) needs to be applied to the measurement component such that the

total resolution becomes (�cot �!�0cot�),

totalz }| {
�
02
cot � =

measurementz }| {
(�cot �)

2 +

MSz }| {
�2cot �

= 2c + d
x2true sin

5 �true

(4.2)

However, in applying the smearing, the MS component of the resolution cannot

be separated from the measurement contribution. In other words, smearing can

only be applied to the total cot � resolution, where a corrected smearing factor

(c = �0cot �=�cot �) is used which must account for the momentum- and angular-

dependence of the MS component. Equations 4.1 and 4.2 combine to give the

following expression for c,

c(xtrue; �true) =
�0cot�
�cot�

=

vuut2cx2true sin
5 �true + d

cx2true sin
5 �true + d

(4.3)

Hence c needs to be calculated for each track using the MC generator infor-

mation, although in general c '  for tracks in the barrel region with xtrue ' 1.
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Therefore, samples of e+e�!e+e�and e+e�!�+��events are suitable for use in de-

termining values for .

First, however, values for c and d need also to be determined as constants for

equation 4.3. The MS contribution to the resolution depends on the path length

for tracks in CJ, and the number of radiation lengths of gaseous material that such

a path corresponds to. The same number for d is used for all tracks, where its

value is estimated for tracks with momentum x=1 to be,

d = (1:158 � 0:016) � 10�9

The constant c is evaluated for each GOPAL/ROPE version by �tting a Gaus-

sian to the uncorrected cot �meas� cot �true distributions for muon tracks from

e+e�!�+��events and correcting for the average MS contribution expected given

the above value of d. Events where both tracks in the event have no CZ informa-

tion are studied separately since �cot � is about a factor of 50 larger than for those

with CZ hits. The process is repeated using samples of e+e�!e+e�events to get

di�erent sets of numbers for the smearing of e� tracks. All the values of c used in

the smearing routine are shown in table C.1.

Now that c and d have been determined it remains to determine the values of .

This needs to be done for �� tracks from e+e�!�+��events with and without CZ

hits, and then again separately for e� tracks from e+e�!e+e�events. In addition, it

is observed that the angular resolution observed in the data (by �tting a Gaussian

to the peaks of the distributions in j cot ��j�j cot �+j for identi�ed e+e�!e+e�and

e+e�!�+��events) deteriorates from one year to the next, and so, for tracks with

CZ hits,  is determined by comparing the Monte Carlo events with data from

each year individually. The statistics do not allow the same to be done for tracks

without CZ hits, where the data from years 1990 to 1994 is combined. In each of

the above cases  is varied and for each value a Gaussain �t is performed on the

resulting Monte Carlo distribution in j cot ��j�j cot �+j (using the same binning as
that for the data). The value of  that gives the best agreement between the �ts

to the data and Monte Carlo distributions is used for the smearing, where these

numbers are listed in table C.2. It can be seen that, for tracks without CZ hits,
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there is no  value given for the GORO12 Monte Carlo version. This is because

the resolution in the Monte Carlo is already larger than that in the data and so

no smearing is applied (see also �gure 4.2).

The e�ect of the smearing on e+e�!�+��and e+e�!e+e�events, where both

tracks in the event have CZ hits, is shown in �gure 4.1. The Monte Carlo events

shown in the plots have been smeared separately for each data year and then added

together with the appropriate normalisation to get a direct comparison between

data and Monte Carlo. The unsmeared distributions are also shown. Figure 4.2

shows the corresponding plots for events where neither �nal state lepton track has

CZ hits. It can be seen that the GORO12 version of the Monte Carlo does not

require smearing in this case.

4.3.2 Smearing the measurement of transverse momentum

The situation in this case is slightly more complicated than that for the polar angle

smearing in that two smearing parameters now have to be determined to get good

agreement between real and Monte Carlo data. The smearing is performed using

the following expression,

1

xsmea
t

=
1

�� xtruet

+ �c

 
1

xmeas
t

� 1

xtruet

!

where the superscript \true" is used to denote the true value of 1=xt as gener-

ated by the Monte Carlo; \meas" denotes the value after event reconstruction

by GOPAL/ROPE, and \smea" denotes the smeared value subsequently used to

rede�ne the momentum of the track. The quantity �� is a factor that o�sets

the true value of xt and, in studies of real and Monte Carlo events identi�ed as

being e+e�!�+��or e+e�!e+e�, it is seen to require separate values for positive

and negatively charged tracks. Meanwhile the quantity �c is a factor used to scale

the total resolution of 1=xt, and has been evaluated so as to smear the Gaussian

component associated with the j�j measurement in CJ but not the expected MS

contribution to the resolution. This is done in much the same way that, in the

case of the angular smearing, c was determined on a track-by-track basis given
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Figure 4.1: Distributions in j cot ��j � j cot �+j showing the e�ect of smearing
cot � resolutions in events which are identi�ed in the barrel region as either
(a) e+e�!�+��or (b) e+e�!e+e�, and in which both �nal state leptons have CZ
hits. Monte Carlo events generated using the 1993 (GORO12) and 1994 (GORO14)
detector con�gurations are compared separately with real data taken in years 1990
to 1994.
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Figure 4.2: Distributions in j cot ��j�j cot �+j for events which are identi�ed in the
barrel region as either (a) e+e�!�+��or (b) e+e�!e+e�, and in which neither �nal
state lepton has CZ hits. Monte Carlo events generated using the 1993 (GORO12)
and 1994 (GORO14) detector con�gurations are compared separately with real
data taken in years 1990 to 1994. It can be seen that smearing is only required in
the latter case.
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constant values of . The MC resolution for 1=xt before smearing is applied may

be expressed as a quadratic sum of two components:

totalz }| {
�21=xt =

measurementz }| {
�21=xt +

MSz }| {
�21=xt

= a + b
x2true sin

3 �true

(4.4)

The square of the Gaussian component of the resolution associated with the j�j
measurement is given by the constant a, and it is this value that the MC con-

sistently underestimates. The MS contribution, whose size is governed by the

constant b, is assumed to be well-described by the MC. Therefore, we wish to

apply the smearing (where �1=xt!�01=xt) in the following way,

totalz }| {
�
02
1=xt =

measurementz }| {�
��1=xt

�2
+

MSz }| {
�21=xt

= �2a + b
x2true sin

3 �true

(4.5)

Again, since it is not possible to apply the smearing to the measurement component

only in this way, a corrected scaling factor �c must be determined for each track is

therefore taken as the ratio of values for the total resolution in 1=xt before and after

� is applied (�01=xt=�1=xt). Using equations 4.4 and 4.5 the following expression is

obtained,

�c(xtrue; �true) =
�01=xt
�1=xt

=

vuut�2ax2true sin
3 �true + b

ax2true sin
3 �true + b

(4.6)

The MS contribution is relatively very small for high momentum tracks in CJ,

and so, in general for tracks in e+e�!e+e�and e+e�!�+��events, �c ' �. More

importantly such tracks are used in the determination of � and �� since they are

mostly produced with energies close to xtrue=1.

For the angular smearing, e� tracks were treated separately from other tracks.

This was not essential but was done so to be consistent with what is required

here in the case of the smearing in 1=xt. In the magnetic �eld OPAL e� tracks

have a much higher probability of emitting bremsstrahlung radiation compared to

other charged tracks. Whilst one expects the bremsstrahlung emission to be well

simulated for e� tracks in Monte Carlo events, the problem that the e�ect creates
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is that there is now uncertainty as to what value to use for 1=xtruet when performing

the smearing. The Monte Carlo tree information will return the true 4-momentum

at the point at which a particle is generated, but this gives an overestimation of the

true e� momentum in CJ if the particle has emitted bremmsstrahlung radiation.

To account for this, the absolute value of the true momentum, xtrue, is corrected for

e� tracks by subtracting the sum of all the true energies of photons emitted by the

particle up to a radius of 105 cm in the xy-plane (this corresponds to the midpoint

of CJ). The value of 1=xtruet is thus only calculated after this subtraction has been

made to the total momentum of the particle (one can assume the direction of the

e� to remain unchanged since, in the barrel region, 1=xtruet is relatively insensitive

to small changes in sin �true).

Before the smearing parameters � and �� can be determined, values for a and

b must be evaluated as constants for the equation 4.6. The value of b was again

estimated for tracks for which xtrue=1, where the following number is used for all

tracks:

b = (5:03 � 0:08) � 10�5

The values used for a had to be determined separately for e� tracks and for the

di�erent GOPAL/ROPE versions used in the generation of Monte Carlo events.

Also the resolution of � (and hence 1=xt) depends on the position of the charged

track in CJ in relation to the nearest cathode and anode wire planes. In fact, the

scaling factors � and �� are determined separately for 4 di�erent track types,

where each track type is de�ned in table 4.3 and uses a di�erent value of a for the

momentum correction. The values used for a are given in table C.3.

The smearing parameters � and �� are determined for tracks with xtrue '
1 in identi�ed e+e�!e+e�and e+e�!�+��events. In the case of the latter there

is relatively little �nal state or bremsstrahlung radiation and so distributions in

xmeas�1 should be centred close to 0 with very little radiative tail. By comparing

such distributions for Monte Carlo and real events (after e+e�!�+��identi�cation),

it can be seen that there is a charge-dependent discrepancy in the central values of

the two distributions, and so distributions in 1=x�t �1=x+t are not suitable for the
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Track type De�nition for barrel region
1 NCZ � 4 and away from wire planes in CJ
2 Close to cathode plane in CJ (�CJ < 0:3 or �CJ > 14:7)
3 Close to anode plane in CJ (7:0 < �CJ < 8:0)
4 NCZ < 4 and away from wire planes in CJ

Table 4.3: When smearing 1=xt for Monte Carlo tracks in the barrel region, every
good charged track must be classi�ed as one of these four types (where NCZ is
the number of z-chamber hits). The smearing parameters have a di�erent set of
values for each of these track types.

study of track resolution. Instead, � and �� can be satisfactorily determined by

altering their values and then �tting a Gaussian distribution to the central peaks

of the resulting Monte Carlo distributions in x�meas�1 (in determining �), x+meas�1
(for �+) and x�meas�1 (for ��) until the best match with �ts using real data is

obtained. The same is done for e� tracks in bhabha events. All the values of �

and � used are listed in table 4.3.

The errors on � and � are not calculated for every value individually, since their

errors arise mostly from data statistical errors only. Depending on the track type

and the data year with which the Monte Carlo is being compared, estimates are

made of the fractional changes to � (or �) required to cause the �tted means (or

widths) that result for Monte Carlo x�meas�1 distributions to change by as much as
the uncertainty on the �tted mean (or width) for the corresponding x�meas�1 dis-
tribution seen for real data. For evaluating the systematic errors in hP� i and AFB

pol

arising from the modelling of track momenta in CT, these fractional uncertainties

are used to scale up or down the values of � or � used for all Monte Carlo events.

For e� tracks, the same values are used except that the fractional uncertainties

on � and �� are estimated to be a factor of
p
2 larger by virtue of the fact that

the Monte Carlo bhabha samples used for this study are comparable in size to the

overall bhabha sample obtained from OPAL data taken between 1990 and 1994

(the number of MC e+e�!�+��events is around 3 times larger), and also because

of the additional uncertainty associated with xtrue. The numbers used are listed

in table C.5.
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For tracks close to cathode planes (type 2), it is observed for real data events

that a certain fraction of high momentum tracks are badly measured, causing their

momenta to be underestimated. This e�ect is not fully simulated in Monte Carlo

events, and so a random number generator has been used to select a much higher

value for � (� 2:5� larger than normal) for a certain proportion of tracks1 and to

subsequently smear their resolution using the following equation:

1

xsmea
t

=
1

�� xtruet

+ �c

����� 1

xmeas
t

� 1

xtruet

�����
where this equation di�ers in that it forces xsmea to always be less than xtrue. For

the evaluation of systematic errors, the random number number generator can be

switched o� in the smearing routine, and instead replaced by a larger than normal

value for � for all type 2 tracks.

When applying the smearing of transverse momentum to the Monte Carlo

events a random number generator is used to determine which data year the event

should be compared with. This is done such that the number of Monte Carlo

events smeared using the values of � and �� appropriate for a particular data-

taking year reect the fraction of events seen in the real data that were taken

during that year.

4.4 Monte Carlo track smearing in the endcap

region

The endcap region is generally more poorly simulated than the barrel for all Monte

Carlo events. The situation is complicated by the fact that, for tracks where

j cos �j>0:72, the number of sense wires in CJ covering the path of the track drops

o� with increasing j cos �j, and also by the fact that there are no z-chambers and

so the polar angle and curvature (�) measurements are correlated. However, for

113(17)% for Monte Carlo tracks generated using GOPAL/ROPE version 14(12), where the
charge of the track and its position to the left or right of the cathode plane have also been
considered.
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Figure 4.3: Distributions showing the e�ect of track smearing on the momentum distributions of e+e�!�+��events identi�ed in the

barrel region of OPAL, where tracks are divided up into the 4 track types de�ned in table 4.3. The data is shown by the points whilst

the Monte Carlo is shown by �lled histograms (smeared spectra) or the broken lines (unsmeared spectra). Two separate sets of plots

are shown for Monte Carlo events generated using GOPAL/ROPE versions 12( 4.3(i)) and 14( 4.3(ii)), where these correspond to the

1993 and 1994 detector con�gurations.
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Figure 4.4: Distributions showing the e�ect of track smearing on the momentum distributions of e+e�!e+e�events identi�ed in the

barrel region of OPAL, where tracks are divided up into the 4 track types de�ned in table 4.3. The data is shown by the points whilst

the Monte Carlo is shown by �lled histograms (smeared spectra) or the broken lines (unsmeared spectra). Two separate sets of plots

are shown for Monte Carlo events generated using GOPAL/ROPE versions 12( 4.4(i)) and 14( 4.4(ii)), where these correspond to the

1993 and 1994 detector con�gurations.
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tracks with good endpoints2 in back-to-back e+e�!�+��events identi�ed in the

endcap, distributions in j cot ��j�j cot �+j (see �gure 4.5) show that the simulation

of the polar angle resolution in the Monte Carlo is consistent with that seen in the

data to within errors. Therefore, no smearing need be applied to j cot �j for tracks
lying beyond the barrel region.
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Figure 4.5: Distributions in j cot ��j � j cot �+j for identi�ed e+e�!�+��events,
where both muon tracks lie in the angular range 0:72 < j cos �j < 0:90 and have
good endpoints. Monte Carlo events generated using the 1993 (GORO12) and
1994 (GORO14) detector con�gurations are compared separately with real data
taken in years 1990 to 1994.

Hence, for Monte Carlo tracks in the endcap, the resolution of 1=xt only is

corrected, and this is done using the expression,

1

xsmea
t

=
��(j cos �j)

xtruet

+ �c(j cos �j)
 

1

xmeas
t

� 1

xtruet

!

where, in the endcap, the smearing parameters � and �� now have to be considered

as functions of j cos �j.3 Again �c is the corrected form of � which excludes the

estimated contribution of multiple scattering from the smearing. This is done

using the following expression,

�c(j cos �j) =
vuut�2(j cos �j)a(j cos �j)x2true sin3 �true + b

a(j cos �j)x2true sin3 �true + b

2Any track with a good endpoint is required to have a well-de�ned last-wire hit in CJ lying
close to the endplate.

3Also the de�nition of �� has changed somewhat in that now �� ! 1=��. This is for no
particular reason.
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where this is the same as equation 4.6 for smearing in the barrel, except that

functions are being used in place of constants.

The values of smearing parameters are determined according to the GOPAL/ROPE

version and the track type (where only the 3 track types de�ned in table 4.4 need

now be considered). For this, samples of identi�ed e+e�!�+��events were used,

and so the same smearing is applied to tracks regardless of particle type (in other

words, there is no longer a separate set of numbers for e� tracks).

Track type De�nition for endcap region
1 Away from wire planes in CJ
2 Close to cathode plane in CJ (�CJ < 0:3 or �CJ > 14:7)
3 Close to anode plane in CJ (7:0 < �CJ < 8:0)

Table 4.4: When smearing 1=xt for Monte Carlo tracks in the endcap region,
every good charged track with a well-de�ned endpoint must be classi�ed as one of
these three types. The smearing parameters have a di�erent set of values for each
of these track types. Tracks without a good endpoint are generally very poorly
measured and are not considered in this analysis.

Monte Carlo and data events identi�ed as being e+e�!�+��were put into 6

j cos �j bins for values between 0.72 and 0.90. In doing this, it was necessary

to combine the data from years 1990 to 1994 to ensure that the statistics were

adequate. Gaussians were �tted to unsmeared distributions in 1=xmeas
t �1=xtruet for

each bin, and, by �tting a polynomial function to the widths, a parameterization

for a(j cos �j) was obtained (b is taken to be a constant and have the same value

as in the barrel region).

For each j cos �j bin, a single Gaussian was then �tted to distributions in

1=xsmea
t �1= sin � (for Monte Carlo events) and 1=xmeas

t �1= sin � (for real data

events), where 1= sin � ' 1=xtruet for e+e�!�+��events. The central values ob-

tained in these �ts allowed � and �� to be determined for each bin, enabling

�� to be parameterized separately for positive and negatively charged tracks as

a function of j cos �j. The same distributions (but with �c now reset to 1 for the

Monte Carlo) were then used to get binned values of �1=xt for data and Monte

Carlo. These were used to get parameterizations from which � can be determined
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as a function of angle using the general expression,

�(j cos �j) = �data1=xt
(j cos �j)

�MC
1=xt

(j cos �j)

The binned values of �� and �1=xt, and their parameterizations for all three

track types are illustrated in �gure 4.6. Also shown is �(j cos �j), which has been

calculated using the binned values and parameterizations of �data1=xt
and �MC

1=xt
. Gen-

erally it was found that the parameterization of �� su�ered when the �rst bin was

included in the polynomial �t. This �rst bin (0:72< j cos �j<0:75) contains tracks

that lie in the so-called \overlap" region, some of which may have CZ information.

Therefore this region is excluded from the �� parameterizations and the binned

value is used instead. The parameterizations of �1=xt used for � did include the

�rst bin. However, the value of �(j cos �j= 0:73) is used for tracks in the range

0:72< j cos �j<0:73 since the parameterizations of �1=xt there are poor.

Figure 4.7 shows the e�ect of the smearing on distributions in x (where x =

ptrk=Ebeam) for each of the 3 track types and for Monte Carlo events generated

using GOPAL/ROPE versions 12 and 14 (which correspond to the 1993 and 1994

detector con�gurations respectively). These plots include all tracks in the range

0:72< j cos �j< 0:90. In �gure 4.8, however, separate plots are shown for each of

the six j cos �j bins to show how track momentum has been improved across the

entire angular range in the endcap region for e+e�!�+��events. All three track

track types have been included in these plots.

However, �gures 4.7 and 4.8 fail to show the full picture in the case of the track

simulation observed for Monte Carlo generated using GOPAL/ROPE version 14.

The parameterizations of �+ and �� shown in �gure 4.6 for track types 1 and 2

show that 1=xtruet has to be scaled considerably in equal and opposite directions

for positive and negatively charged tracks (much more so than for the 1993 Monte

Carlo simulation). Figure 4.9 illustrates this further, where evidently the Monte

Carlo spectra for �+ and �� tracks are shifted in opposite directions with respect

to equivalent distributions seen in the data. This e�ect is brought about by the

additional simulation of �eld line distortions in CJ which were included in GORO14
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Figure 4.6: Distributions showing the parameterizations used for smearing Monte
Carlo tracks in the endcap. For this study events identi�ed as e+e�!�+��were
used, where OPAL data from 1990-94 was compared with Monte Carlo samples
generated using GOPAL/ROPE versions 12(1993) and 14(1994). Three sets of
plots are shown, each corresponding to the three track types de�ned in table 4.4.
The horizontal dashed lines in each plot indicate the value of j cos �j below which
the parameterizations are not used.
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Figure 4.7: The momentum distributions for muon tracks in events identi�ed as
e+e�!�+��in the endcap region. OPAL data from years 1990-94 is compared
with Monte Carlo samples generated using GOPAL/ROPE versions 12(1993) and
14(1994), where each of the three track types de�ned in table 4.4 are compared
separately.
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4.8(ii) 1990-94 data with 1994 MC (GORO14)

Figure 4.8: Distributions showing the e�ect of track smearing on the momentum
distributions of e+e�!�+��events identi�ed in di�erent angular ranges of the end-
cap region. The data is shown by the points whilst the Monte Carlo is shown
by �lled histograms (smeared spectra) or the broken lines (unsmeared spectra).
Two separate sets of plots are shown for Monte Carlo events generated using
GOPAL/ROPE versions 12( 4.8(i)) and 14( 4.8(ii)), where these correspond to
the 1993 and 1994 detector con�gurations.
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but not GORO12. Whilst the inclusion of this e�ect in the barrel region has lead

to a dramatic improvement in the simulation of track resolution, in the endcap

the e�ect is to also introduce these large momentum shifts which get worse with

increasing j cos �j. Thus, when the �� and �+ distributions are combined as in

�gure 4.8(ii), the e�ect of the track smearing in certain angular ranges would not

apparently seem to improve the simulation. However, these plots mask the fact

that the momentum shifts for negative and positive tracks cancel one another out

and so make the momentum resolution for unsmeared 1994 MC tracks look larger

(and in better agreement with real data) than it really is.
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Figure 4.9: The momentum distributions for (a)��and (b)�+tracks in events iden-
ti�ed as e+e�!�+��in the endcap region. OPAL data from years 1990-94 is com-
pared with Monte Carlo samples generated using only GOPAL/ROPE version
14(1994) to show the charge-dependent shifts introduced as a result of the added
simulation of �eld line distortions. All three track types de�ned in table 4.4 are
included in the plots.

When hP� i and AFB
pol are measured using �! ����� candidates identi�ed in

the endcap region, a systematic error must be assigned to each which estimates the

uncertainty arising from the Monte Carlo modelling of tracks in CT. In the barrel

region, it was assumed that the error associated with MC track measurement arises

mostly from the statistical uncertainties involved in determining � and �. In the

endcap region, however, the situation is made more complex by the parameteri-

zation of � and � as functions of j cos �j. It is assumed in this case that another

potentially large source of systematic error associated with track measurement in
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CT arises due to uncertainties in these parameterizations. Therefore, rather than

merely varying � or � up or down by a factor estimated from statistical uncer-

tainties in the data, now the parameterized values of � or � are replaced with the

average parameterized value of each in the endcap. The changes observed in the

measured values of hP� i and AFB
pol are taken as the systematic errors. In addition,

the average values of � and � themselves are also varied. For replacing the parame-

tizations of �, separate averages are used for the overlap (0:72< j cos �j<0:75) and

endcap (0:75< j cos �j< 0:90) regions. For �, since the parameterizations are not

used in the overlap regions anyway, an average value is used for 0:75< j cos �j<0:90,

whilst the binned value in the overlap region is varied up or down by 5%.
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Chapter 5

Preselection of

e+e�!�+��events

The reader should now be familiar with the OPAL detector, and how it may

be used to select certain types of event and discriminate against others. This

chapter shall go on to describe how the sample of e+e�!�+��events used for this

analysis is obtained. Beyond this chapter this procedure will be referred to as the

\preselection" to distinguish it from the �! ����� selections described in the next

chapter.

In order to perform a study of �nal state polarisation in e+e�!�+��events a

sample of such events must �rst be obtained which is clean and unbiased. The

selection used in this analysis is done in several stages. First every event must be se-

lected as a good low multiplicity physics event within ROPE [43]. The second stage

rejects events likely to come from sources other than e+e�!`+`�events. Finally

cuts are made on the remaining e+e�!`+`�sample to suppress the backgrounds

from e+e�!e+e�and e+e�!�+��events. The preselection e�ciency is estimated by

Monte Carlo e+e�!�+��events to be 91.5% in the barrel region (jcos �j < 0:72,

where jcos �j is averaged for the two � jets in the event), and 75.4% in the endcap

region (0:72< jcos �j<0:90). These estimates will discussed further at the end of

the chapter.
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5.1 Low Multiplicity Selection

The data used in this analysis was collected from LEP runs between the years 1990

and 1994. The branching ratios for the possible decay modes of the Z0 at LEP1

energies are predicted by the Standard Model to be approximately as follows:

Z0!q q(70%), Z0!��(20%), Z0!e+e�(3%), Z0!�+��(3%), Z0!�+��(3%).

The Z0!�� decays are undetectable (in the absence of initial or �nal state ra-

diation) since neutrinos do not interact with any of the material in the detector,

which means that any Z0 decay observed in OPAL will either be from Z0!`+`�

or Z0!qq decays.

The number of detectable particles in the hadronisation accompanying the

formation of a qq pair rises rapidly with energy (/ lnE), such that at LEP1

energies a multihadronic event typically would have ten or more charged tracks.

Hence, multiplicity, based on the number of charged tracks or electromagnetic

clusters observed in OPAL, is a very powerful way of distinguishing Z0!q q from

Z0!`+`� decays.

Based on this knowledge, the OPAL low multiplicity selection [46] applies a

loose high multiplicity veto which suppresses the number of Z0!q q decays in the

sample whilst removing very few Z0!`+`� decays. Events are rejected if:

Ntrk +Nclus > 18

where Ntrk is the number of tracks in the central detector and Nclus is the num-

ber clusters in the electromagnetic calorimeter. Tracks are only considered if

they have (see Appendix B for de�nitions of track parameters): pt > 1.0GeV/c,

jd0j < 1 cm, jz0j < 20 cm, and at least 20 hits in the central detector (that is,

CV,CJ and CZ combined), the �rst of which must be within within a radius of

75 cm. Barrel electromagnetic clusters are only considered if they are above a cer-

tain raw energy, Eraw > 0:1GeV, whereas a cluster in the endcap is required to

have Eraw > 0:2GeV, contain at least two blocks and not have more 99% of its

energy contained within the highest energy block.
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In addition, the low multiplicity selection requires that events satisfy ANY one

of the following conditions:

� A good track with pt > 0.7GeV/c, jd0j < 1 cm, jz0j < 20 cm and at least 20

hits in the central detector. The �rst of these 20 or more hits must be within

a radius of 75 cm.

� A track in the endcap muon chambers (ME) that, when projected back to

the z = 0 plane, is within 20 cm of the beam spot. Only endcap events

containing less than �ve tracks are considered.

� At least two electromagnetic clusters with total corrected energy > 6GeV.

� Two electromagnetic clusters that are back to back within 25�, one of which

has total corrected energy > 2GeV.

5.2 Selection of e+e�!`+`�events

A sample of e+e�! `+`�events is now made from the low multiplicity strip, by mak-

ing tighter contraints on the multihadronic signal, as well as suppressing the back-

grounds from two photon and cosmic ray events. Unless otherwise mentioned the

rest of the preselection is based upon the standard selection of e+e�!�+��events

used within the Tau Platform package [48], where the Tau Platform has been de-

veloped in order to standardize � analyses at OPAL and to be consistent with

similar packages used by the Lepton Pair group [47].

5.2.1 Good track, cluster and cone de�nitions

Since e+e�!�+��events contain two roughly back-to-back jets often containing

more than one charged track it is convenient to consider each event in terms of

two distinct cones, to which all good electromagnetic clusters and good charged

91



tracks within a certain half-angle are assigned. Within the Tau Platform the

following de�nitions are used:-

Good charged tracks must satisfy the following requirements:

� number of jet chamber wires hit, NCJ
hits � 20

� tranverse momentum of track, pt � 0.1GeV=c

� impact parameter in the xy plane, jd0j � 2 cm

� separation in z between track and vertex at point of closest approach, jz0j �
75 cm

� radius of the innermost wire hit in jet chamber, Rmin � 75 cm

Good electromagnetic clusters must satisfy the following requirements:

� number of blocks within the cluster, Nblk � 1

� uncorrected electromagnetic cluster energy, Eraw � 100MeV

Good charged cones are de�ned using a jet �nding algorithm which asso-

ciates charged tracks and clusters to a cone of half-angle 35� as follows. The

highest momentum good track or good cluster in the event de�nes an initial cone

direction. The next highest energy good track or cluster whose momentum vector

points to within 35� of the cone direction is assigned to the cone, whose direction

is then rede�ned by taking the sum of two vectors. The process continues until all

the tracks and clusters in the event are checked to see if they are assigned to this

cone. Of the good tracks and good clusters that remain unassigned after this, the

one with the highest energy is used to de�ne the direction of a second cone, and so

the process repeats until all good tracks and clusters in the event are assigned to
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a cone. A charged cone is one that contains at least one charged track; otherwise

it is a considered a neutral cone. Furthermore only those cones containing greater

than 1% of the beam energy are considered as good cones. For this analysis, a

candidate lepton pair must contain exactly two good charged cones.

5.2.2 Rejection of multihadronic events

The suppression of the multihadron background in e+e�!`+`�events on the basis

of event multiplicity is improved further by applying the following two cuts:

� the total number of good charged tracks in the event, N tot
chrg � 6

� the total number of good clusters in the event, N tot
clus � 10

5.2.3 Rejection of two photon events

Not every event at LEP occurs as a result of e+e�annihilation. QED predicts

that the process illustrated in �gure 5.1 can occur where the exchange of virtual

photons between the incoming e� and e+ lead to the formation of a lepton pair.

θ1

θ2

e-

e+

e+

e-

γ

γ l-

l+

Figure 5.1: The production of a lepton pair by the two photon process.

The form of the di�erential cross section for such a process means that relatively

very few of the leptons from the !`+`�process have large transverse momentum

93



and that mostly the two beam particles remain down the beam pipe (�1 and �2 are

low). However, there are still two-photon events for which the transverse momenta

of the particles in the !`+`�system is su�cient for them to get well into the

OPAL detector whilst the beam particles remain undetected.

One virtual photon in such an event will be of higher energy than the other,

and so the rest frame in which ! `+`�process occurs is Lorentz boosted with

respect to the laboratory frame (preferentially in a direction very close to the beam

axis). Therefore lepton pairs getting into the OPAL detector from the process

!`+`�will be characterised by their not being back-to-back and by having a

low net transverse momentum. Furthermore, most of the energy in the event will

remain with the undetected beam particles so that the amount of energy actually

observed in OPAL will always be lower than the total centre of mass energy. The

following cuts are applied to suppress the background from two photon events:
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Figure 5.2: The e�ect of cutting on the acollinearity distribution in rejecting two-
photon events from the sample of lepton pairs (after all other cuts have been
applied). The points represent the 90-94 data whilst the Monte Carlo events are
shown by the solid histograms. The shaded regions show the contribution from
Monte Carlo e+e�!�+��events , whilst the hatched region repesents the two-
photon background. Plot (b) di�ers from (a) in that both sides in the event are
loosely identi�ed as muons according to the selection described in section 5.3.2.
This is to observe the e�ect the cut might have on �+�� events in which both sides
are possible �! ����� decays.

� the acollinearity of the two cones (whose unit momentum vectors, p̂1and p̂2,
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are de�ned using good charged tracks and clusters) in the event (see �gure 5.2),

�acol = cos�1 (�p̂1�p̂2) < 15�

� total visible energy (where for every cone in the event, the visible energy

is taken as the total raw cluster energy or the scalar sum of the track momenta,

whichever is the larger),

Evis �
X
cones

max(
X
clus

Eraw;
X
trk

ptrk) � 0:03ECM

� if the total visible energy is less than 20%ECM , the event is rejected if the

net transverse energy of the charged tracks and clusters are both less than 2GeV.

5.2.4 Rejection of cosmic ray background

OPAL can be triggered by high energy cosmic rays (such as muons), which are

constantly passing through it, and which are uniformly distributed throughout the

apparatus. The passage of such particles through the detector will be inconsistent

with those particles coming from e+e�!`+`�events which are generated in the

interaction region and whose subsequent trajectories can therefore be traced back

towards the beam spot. To suppress the background from cosmic rays it is required

that within each event there is at least one good charged track with:

jd0jmin � 0.5 cm

jz0j � 20 cm

jz0;avej � 20 cm
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where jd0jmin and jz0jmin are the minimum jd0j and jz0j respectively of good

tracks in the event, and jz0;avej is the average z0 of a set of tracks with a good

jz0jmin.

Also there should be at least one TOF signal associated with each track within

10 ns of the expected value. Furthermore an event is rejected if all pairs of TOF

signals separated by more than 165� in azimuth have time di�erences greater than

10 ns.

5.2.5 Detector/trigger status requirements

It is possible within a given physics run for one or more of the subdetectors within

OPAL to not be fully functioning whilst data events are still being accumulated.

This e�ect is not fully included in the Monte Carlo simulation, and so requirements

on the detector and trigger statuses are applied to both to ensure consistency

between the two.

Within ROPE a word is assigned for each subdetector which speci�es its de-

tector status as follows:

0 = Status unknown.

1 = Subdetector not on.

2 = Detector only partially on (low voltage or readout problems).

3 = Everything appears to be as normal.

A similar word is assigned to each to describe its status in the OPAL trigger

(again with a value between 0 and 3). Table 5.1 shows the subdetectors to which

detector and trigger status cuts are applied, and the cuts used for this analysis

(some of which di�er from the standard ones used in the Tau Platform). The

numbers correspond to the minimum value required for each of the status words
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in order that the event be included in the e+e�!`+`�sample.

Subdetector: CV CJ TB PB EB PE EE HS MB
Detector status: 3 3 3 2 3 3 3 3 3
Trigger status: 0 2 0 0 2 0 3 0 0

Table 5.1: The detector and trigger status cuts used for the preselection.

5.3 Classi�cation of e+e�!`+`�events

To get the �nal e+e�!�+��sample it is necessary to distinguish them from the

e+e�!e+e�and e+e�!�+��events within the e+e�!`+`�sample that now remains

after all the above cuts have been applied. The e+e�!e+e�and e+e�!�+��events

are classi�ed using the selections detailed below, whilst the remaining events in

the e+e�!`+`�sample are therefore taken as being e+e�!�+��events.

5.3.1 Classi�cation of e+e�!e+e�events

Bhabha events are classi�ed within the e+e�!`+`�sample by imposing cuts on

the total energy in the calorimeter,
P
Eclus, and the total scalar momentum of

all charged tracks,
P
ptrk. The cut used depends upon the average j cos �j of the

cones in the event, where tracks and clusters in the cone are used to de�ne its

j cos �j. In the endcap region the resolution for both tracks and clusters is poorer,

and also bhabhas from the t-channel process are dominant in the more forward

regions. Hence looser selection cuts are applied there.

In the barrel region (j cos �j � 0:7):

Rclus < 0:7 OR Rclus + 0:3Rtrk < 1

In the endcap region (j cos �j � 0:7):
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Rclus < 0:25 OR Rclus +Rtrk < 1:05

where Rclus =
P
Eclus=ECM and Rtrk =

P
ptrk=ECM .

The e�ect of applying these cuts in the barrel and endcap regions is illustrated

by the scatter plots in �gures 5.3 and 5.4 respectively.

5.3.2 Classi�cation of e+e�!�
+
�
�events

The identi�cation of muon pair events is more important to this analysis as muon

pairs are one of main sources of background in the selection of �! �����candidates.

To be considered as a possible e+e�!�+��event each of the cones must pass a loose

muon identi�cation, using the ECAL, HCAL and muon chambers. Since there are

regions where one or more of these subdetectors may be inactive, each side is

required to pass only one of these cuts to be considered as a muon.

� The total electromagnetic cluster energy assigned to the cone, Eclus < 2GeV

� The following combination of HCAL requirements for the cone:

�Number of layers containing strip hits, NHC
lyr � 4

�Number of layers (outermost 3) containing strip hits, NHCo3
lyr � 1

�Average number of strip hits per layer, NHC
hits=N

HC
lyr < 2

� At least 2 layers in the muon chamber contain a signal, NMU
lyr � 2

Once both cones have been identi�ed as muons a cut on Rtotal is used to separate

e+e�!�+��from e+e�!�+��events, where Rtotal is de�ned as the scalar sum of

the highest energy cluster and highest momentum track for each of the two cones

divided by ECM . Since e+e�!�+��events with a loosely identi�ed muon on either

side will usually contain at least three, usually four, missing neutrinos, the total

visible energy measured in the event will in general be somewhat less than ECM .
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Figure 5.3: The classi�cation of bhabha events in the barrel (j cos �j � 0:7) region.
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Figure 5.4: The classi�cation of bhabha events in the endcap (0:7 < j cos �j < 0:9)
region.
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Figure 5.5: The classi�cation of e+e�!�+��events in (a) the barrel region
(j cos �j < 0:72) and (b) the endcap region (0:72 � j cos �j < 0:90) where the points
are data from 1990-94 runs and the solid regions are Monte Carlo. The hatched
region shows the Monte Carlo background to e+e�!�+��events from � -pair and
two-photon events.

Thus any events for which

Rtotal > 0:6

are classi�ed as e+e�!�+��events.

Figure 5.5 shows a sample of events which have passed the e+e�!`+`�selection

and have been loosely identi�ed as a muon on both sides. The Monte Carlo

events were taken from an overall sample containing 400000 e+e�!�+��and

400000 e+e�!�+��events with two-photon backgrounds also included at the ap-

propriate luminosity. The data sample uses all the data taken from 1990 to

1994, whilst the Monte Carlo sample is composed of events generated using the

1993 (50%) and 1994 (50%) con�gurations of the detector. The e�ect of the

e+e�!�+��classi�cation on e+e�!�+��events was studied further using the same

sample of MC �+�� events. The Rtotal distributions for various � -decay combi-

nations are shown in �gure 5.6 before and after the loose muon identi�cation has

been applied to both sides. In addition, the e�ciency with which both � 's in such

events pass the muon identi�cation is plotted as a function of Rtotal for each decay

combination in �gure 5.7.
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Figure 5.6: The distribution of Rtotal for e+e�!�+��events in the barrel region
(j cos �j < 0:72) after the e+e�! `+`�selection. Only Monte Carlo events are used
where the e+e�!�+��sample is subdivided into six possible decay combinations.
The hatched regions show the events for which both sides have passed the loose
muon identi�cation.
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5.3.3 Rejection of mismeasured e+e�!�
+
�
�events

It can be seen in �gure 5.5 that, whilst the Monte Carlo predicts that there are very

few e+e�!�+��events for which Rtotal < 0:6, there is a clear excess of events in

the data in the region just below the cut. This e�ect is more clearly demonstrated

in �gure 5.8. This shows events from the same data and Monte Carlo samples for

which Rtotal < 0:6 and for which both cones in the event have passed the loose

muon identi�cation cuts and lie in the barrel region.
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Figure 5.8: Events in the barrel region (j cos �j < 0:72) with both sides loosely
identi�ed as muons and for which Rtotal < 0:6. The points are data from 1990-94
runs and the solid regions are Monte Carlo. The hatched region shows the Monte
Carlo background from e+e�!�+��events.

This excess arises from an e�ect that is clearly not adequately modelled in the

Monte Carlo simulation, namely the mismeasurement of momentum for straight

tracks travelling close to an anode plane in CJ. If the trajectory of such a track

lies either side of an anode plane then its curvature, �, can be overestimated,

causing its measured momentum to be much lower than the true value.1 Such

an e�ect thus leads to the presence of mismeasured e+e�!�+��events for which

Rtotal < 0:6, and the relative number of these observed in real data events is much

higher than is the case for Monte Carlo events. Therefore a number of cuts have

1Also this can lead to track splitting, where there appears to be two tracks instead of one. An
algorithm to identify and remove such ghost tracks from data and Monte Carlo events has been
incorporated into this analysis.
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been developed to ensure that most of these events have been removed from the

e+e�!�+��sample used for this analysis (note that these events are not removed

in the standard Tau Platform e+e�!�+��preselection [48]). To help in the removal

of such events one relies on the fact that, despite any momentum mismeasurement,

tracks from e+e�!�+��events will still be more collinear in � compared to back-

to-back muons from e+e�!�+��events. The e�ect is charge-dependent also since

the direction in which the track curves determines whether the track bends away

from a wire plane (thus keeping to one side of it) or passes through it (leading to

a possible mismeasurement).

The coordinate system in OPAL is such that a sector in CJ is de�ned as a

region in � bounded by two adjacent cathode planes, and the variable �CJ that

will be used here is de�ned as the measured value of � of a track with respect to a

sector in CJ. Hence, since like-charged wire planes are placed in CJ at every 15� in

�, �CJ will always have a value between 0
� and 15� and a value of 7:5� corresponds

to the position of an anode plane.

Generally for e+e�!�+��events in the range 0:4 < Rtotal < 0:6, if one track has

its momentum badly mismeasured it is the opposite track with higher momentum

that it is measured to be travelling closer to an anode plane (usually for this track

�CJ is observed to be not more than 0:5� away from the position of an anode

plane). It also found that for rejecting these events any charge dependence is best

introduced by making cuts based upon the charge of the highest momentum track

in the event. Since the cuts used are symmetric about �CJ = 7:5 for the di�erent

charges of the higher momentum track, the variable �CJ is de�ned for both muon

tracks to simplify the selection:

�CJ = 15� �CJ (Qhi = +1)

�CJ = �CJ (Qhi = �1)

where Q denotes the measured electric charge and from now on the superscripts

hi and lo will be used to denote the higher and lower momentum tracks in the
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event respectively.
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Figure 5.9: Events in the region j cos �j < 0:90 and in the range 0:4 < Rtotal < 0:6,
where both sides are loosely identi�ed muons whose electric charges are measured
to be of opposite sign. The distributions in CJ sectors (see text) are shown for the
muon with (a) the highest and (b) the lowest momentum in the event. The points
are data from 1990-94 runs and the solid regions are Monte Carlo. The hatched
regions show the Monte Carlo background from e+e�!�+��events.

Thus distributions of �hi
CJ and �lo

CJ were studied for events with two loosely

identi�ed muons for which 0:4 < Rtotal < 0:6 and j cos �j � 0:9. These events were

from the same lepton pair samples used to describe the standard e+e�!�+��selection

described above, where the total number of leptons observed in the region j cos �j �
0:9 after bhabha rejection was used to normalise the Monte Carlo to the data. Fig-

ure 5.9 shows the more usual case where Qhi = �Qlo and the cuts used to reject

the excess observed in the data. Figure 5.10 shows the case where Qhi = Qlo and

the cuts used, where here the excess in the data is even larger.

In summary events are rejected from the e+e�!�+��sample if the event passes

all of the following cuts:

� both sides are loosely identi�ed as a muon (see above)

� the total visible energy lies in the range, 0:4 < Rtotal < 0:6

� the � of the higher momentum track is measured to be within 0:5� of an

anode plane, ie. 7:0 < �hi
CJ < 8:0
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Figure 5.10: Events in the region j cos �j < 0:90 and in the range 0:4 < Rtotal < 0:6,
where both sides are loosely identi�ed muons whose electric charges are measured
to be equal. The distributions in CJ sectors (see text) are shown for the muon with
(a) the highest and (b) the lowest momentum in the event. The points are data
from 1990-94 runs and the solid regions are Monte Carlo. The hatched regions
show the Monte Carlo background from e+e�!�+��events.

� if Qhi = Qlo then 1:5 < �lo
CJ < 7:5, otherwise 7:5 < �lo

CJ < 9:5

5.4 The e+e�!�+��sample

Table 5.2 shows the number of Monte Carlo e+e�!�+��events rejected at each

stage of the preselection, and hence the Monte Carlo estimate of the preselection

e�ciency for e+e�!�+��events. The preselection has been applied to all 900k on-

peak e+e�!�+��events generated using GOPAL/ROPE versions 12 and 14 [42, 43]

have been used for this study. The track momenta of all particles in the event have

been smeared but no weighting has been applied to the events to correct for the

input values of the � branching ratios used in the event generation.

In collecting together the Monte Carlo sample of e+e�!�+��events which is

then used for the polarisation analysis, the preselection is applied to all the Monte

Carlo events listed in table 4.2. Table 5.3 shows the contribution made by each

event type to the total Monte Carlo e+e�!�+��sample. Events passing the prese-
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Table 5.2: Table showing the number of Monte Carlo e+e�!�+��events rejected at
each stage of the preselection, and the �nal numbers remaining in the sample out of
the initial 900k events generated using the 1993 and 1994 detector con�gurations.
Each event is put into one of nine possible categories depending on j cos �j and
on how many actual �! ����� decays there are in each event. The Monte Carlo
generator information is used to obtain the � directions and hence de�ne j cos �j.
The barrel, endcap and far forward regions are de�ned as j cos �j < 0:72, 0:72 �
j cos �j < 0:9 and 0:9 � j cos �j < 1:0 respectively. The errors shown for the �nal
preselection e�ciencies are the statistical (binomial) errors.
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lection have been subdivided into those identi�ed in the barrel (j cos �j < 0:72)

and endcap (0:72 � j cos �j < 0:9) regions, where these are de�ned using the

average j cos �j for the two cones in the event. The non-� events that are in-

cluded are weighted so that the total integrated luminosity for a particular type

of event is the same as that for e+e�!�+��events generated using the same

GORO(GOPAL/ROPE) version. If a certain type of event for a particular GORO

version does not exist, then events generated using the other GORO version are

used for the background estimate. This method of normalisation is used through-

out this analysis, except where explicitly mentioned. In evaluating the numbers

shown in table 5.3 the relative branching fractions of the di�erent decay modes

have been corrected to agree with the current world averages [5]. This is done by

weighting each event, where this event weight is taken to be the average of the

individual weights for the two � decays in the event.

The numbers given in table 5.3 provide an estimate of the background con-

tent for e+e�!�+��samples identi�ed from real OPAL data collected at the Z0

resonance. Studies may be performed to test these Monte Carlo background es-

timates using control samples. This is necessary in the case of a branching ratio

measurement but for this analysis it is su�cient to only perform such tests on the

�nal sample of �! ����� decays used to extract hP� i and AFB
pol . The selection of

such decays and the subsequent tests that are performed to test the validity of the

Monte Carlo background estimates for such a sample are discussed in the following

two chapters.

Whilst all the Monte Carlo events used for this analysis are generated with

centre-of-mass energies very close to the Z0 resonance (typically,
p
s=91.21GeV),

the real LEP1 data-set includes events collected either side of the resonance. The

beam optics of the LEP machine are such that
p
s can be displaced either side of

the Z0 peak in units of �0.88GeV. O�-peak data has been collected during LEP1

running at �1, �2 and �3 units with respect to the peak energy value, where,

averaging over the years 1990-1994, the average centre-of-mass energy during on-
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Event Content (%) in Content (%) in

type barrel region endcap region

Z0!ff events:

ee!�� 98.20�0.14 94.30�0.24
ee!�� 0.674�0.011 4.087�0.051
ee!ee 0.1155�0.0047 0.367�0.015
ee!qq 0.794�0.012 0.500�0.017
2-photon events:

ee!ee�� 0.0438�0.0029 0.0846�0.0073
ee!ee�� 0.0595�0.0033 0.292�0.013
ee!eeee 0.0103�0.0044 0.360�0.015
4-fermion events:

ee!ee�� 0.0120�0.0015 0.0091�0.0024
ee!ee�� 0.00212�0.00063 0.0016�0.0010

Table 5.3: The content of di�erent Monte Carlo event types within the sample of

identi�ed e+e�!�+��events used for this analysis.

peak running is,

p
s = 91:205 � 0:071GeV (5.1)

The numbers of e+e�!�+��events identi�ed at each energy and for each year are

shown in table 5.4. Only the on-peak events (�91% of the total data set) are used

for this analysis due to the energy-dependence of the background from 2-photon

events, as well as the implications that di�erent values of
p
s have upon hP� i and

AFB
pol .
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Data Number of e+e�!�+��events at each
p
s Total

year -3 -2 -1 on-peak +1 +2 +3

1990 111 241 321 4509 485 339 207 6203

1991 229 360 666 11701 851 509 422 14738

1992 0 0 0 32265 0 0 0 32265

1993 0 4312 0 20895 0 5582 0 30789

1994 0 0 0 71794 0 0 0 71794

Total 340 4913 987 141164 1336 6430 629 155789

Table 5.4: The number of e+e�!�+��events identi�ed during each data-taking

year between 1990 and 1994 at the di�erent centre-of-mass energies, where these

are expressed for o�-peak data in units of �880GeV with respect to the on-peak

energy setting.
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Chapter 6

Selection of �!����� decays

This chapter details the selection of �! ����� decays from the sample of �

pairs described in the previous chapter. Separate selections are applied to ob-

tain �! ����� samples in both the barrel (j cos �j < 0:72) and endcap regions

(0:72 < j cos �j < 0:90) of the OPAL detector. Both selections rely primarily on

the muon chambers since the Monte Carlo modelling of the hadron calorimeters is

less well-understood. This is possible through the use of a variable that matches

the trajectory of tracks in the tracking chamber with hits in the muon chambers.

Previous analyses using �! ����� decays at OPAL [25, 26, 27] have not used

information of this kind and so involved selection procedures which were more

heavily reliant upon the use of the HCAL. However, the selections used for this

analysis have clear advantages which will be made apparent as the chapter pro-

gesses. In addition the selections developed in both regions of the detector are

applied twice, with and without an invariant mass cut used in conjunction with

the muon chamber identi�cation. The reasons for this will also be explained later.

Throughout the chapter various �gures will illustrate the e�ect of the cuts used,

where in each case the 1990-94 on-peak data is represented by the points and the

simulated Monte Carlo data by shaded histograms. The Monte Carlo data used

includes every on-peak run generated using the 1993 and 1994 con�gurations of

the detector, where, for illustrative purposes only, the Monte Carlo has been nor-
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malised to the data using the �nal numbers remaining in each �! ����� sample.

The backgrounds are shown by the hatched regions where the type of background

(� and/or non-� ) being highlighted varies from �gure to �gure.

6.1 Selection of �!����� decays in the barrel

region

The selection of �! ����� decays in the barrel region is based around the identi-

�cation of muons using the muon chambers. This is mainly because the response

of the hadronic calorimeters to minimum ionizing particles is less well understood

in the Monte Carlo simulation than that for the muon chambers. However, further

motivations for making the selection of �! ����� decays more reliant upon the

muon chambers will be discussed in greater depth after the selections have been

de�ned.

The Monte Carlo events used to test the selection were generated using

GOPAL/ROPE (GORO) versions 12 and 14, which are the detector simulations

which correspond to the con�guration of OPAL in 1993 and 1994 respectively. The

latter of these versions (which has not been used in previous OPAL � polarsation

measurements) is seen to model the response of the HCAL to muon tracks much

better. However, the modelling for both GORO versions is observed to be worse

when tested using control samples of hadronic � -decays. To reduce the uncer-

tainty in the background from such decays in the �! ����� sample, the selection

outlined here uses the HCAL (and ECAL) to detect muons only when the candi-

date �� track points to a region outside the acceptance of the muon chambers.

This also allows for a selection e�ciency that is roughly at across the chosen

j cos �j range, and allows us to use the HCAL to cross-check certain aspects of the

muon chamber selection within the geometrical acceptance of MB/ME. For this

analysis, a study of the acceptance of MB using a test sample of �! ����� decays

was performed and is detailed in appendix D.
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� Only decays for which j cos �j < 0:72 are considered for a sample in the barrel

region, where j cos �j is de�ned using the track only. This means that the

sample is identi�ed in a region which is almost completely covered by the

acceptance of the z-chambers (CZ) and with most tracks travelling the full

radius of CJ in the xy-plane tracks (ie. momentum is measured by all 159

sense wires in the adjacent anode and cathode wire planes). One therefore

expects the momentum resolution in this sample to be nearly constant with

j cos �j, except for those few which escape past the ends of CZ or which pass

through one of the regions where it is inactive.

� The variable used to determine the energy spectrum for �! ����� decays

(and hence extract hP� i) is merely the track momentum normalised to the

value of the beam energy,

x� � xtrk =
ptrk
Ebeam

At low energies the e�ciency for muons reaching the outer detectors becomes

lower due to the large amount of material in OPAL that they must pass

through, and this drop in e�ciency cannot be reliably predicted. The true

energy of muons from �! ����� decays is physically contrained to be no

greater than Ebeam, but a limit to the observed energy is employed here which

allows for the e�ects of momentum resolution. Therefore, only candidates

within the following kinematic range are considered:

0:05 < x� < 1:20

� The �! ����� decay contains only one charged track, although for radia-

tive muons the conversion of photons into e+e�pairs can occur, and more

frequently so in the data. This fact is borne out in �gure 6.1 although one

can see that this discrepancy amounts to only a very small fraction of the

total sample. Split tracks can occur at wire planes (see section 5.3.3) but an

algorithm has been used to e�ciently detect and remove the second ghost

track. Therefore the number of good tracks assigned to a cone, Ntrk, must

satisfy:
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Figure 6.1: Distribution of Ntrk for �! ����� candidates in the barrel region
where all are other selection cuts have been applied. The hatched area illustrates
the background from other � decays only.
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Figure 6.2: Distribution of NMU
lyr for �! ����� candidates in the barrel region and

within the geometrical acceptance of MB or ME, where all are other selection cuts
have been applied (except the �match variable). The plot is shown with both (a)
linear and (b) logarithmic scales on the y-axis. The hatched area illustrates the
background from other � decays only.

� For a �! ����� candidate to pass the muon chamber identi�cation,MCHID,

it has to pass two cuts. The �rst is a requirement on NMU
lyr , the number of

muon layers containing hits loosely associated to the track. The second cut

is made on a matching variable called �match, where �match is a measure of

the probability that the average position of hits in the muon chambers is
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matched to that of the track when its path is extrapolated out to MB or

ME. �match is calculated within OPAL's software package ID [49] and is used

here to suppress the background from hadronic � decays. If a charged par-

ticle from a �! �(K)�� decay manages to reach the muon chambers then it

is either through late hadronic showering not being fully contained by the

calorimeters (the punchthrough e�ect) or by the production of a muon.

The latter can occur within the hadronic showering or simply by the decay

process �(K)!���. Given the nature in which a charged particle from a

hadronic decay can penetrate the muon chambers, the match between the

track and muon chamber hits is generally poor and this results in a large

value of �match.

Thus the muon chamber identi�cation, MCHID, requires that:

NMU
lyr � 2 (see �gure 6.2)

�match < 5 (see �gure 6.3)
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Figure 6.3: Distribution of �match for �! ����� candidates in the barrel region and
within the geometrical acceptance of MB or ME, where all are other selection cuts
have been applied. The plot is shown with both (a) linear and (b) logarithmic
scales on the y-axis. The hatched area illustrates the background from other �
decays only, where most of these have a very high �match value and so are not
shown.

� If a candidate in the barrel region fails MCHID but passes all the other cuts

and points to a region outside the geometrical acceptance of both MB and
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ME, then it may be accepted if it passes the certain requirements in the

ECAL and HCAL (see �gure 6.4). These requirements are listed below and

collectively will be referred to as the calorimeter identi�cation, CALID,

where any �! ����� candidate in the barrel must therefore pass either

MCHID or CALID to be selected. Note that cut (c) provides the greatest

discrimination against hadronic decays of the four used. Figure 6.4(c) would

indicate that a looser requirement might be used here. However, it must

be remembered that the plots are made using samples with no requirements

on the muon chambers. Those �! ����� candidates which are allowed to

enter the �nal sample using the below requirements must �rst have failed

the muon chamber cuts and so a tight set of cuts is used to suppress the

hadronic background.

The calorimeter identi�cation, CALID, requires that:

(a) the number of HCAL layers containing strip hits,

NHC
lyr � 4

(b) the number of HCAL layers from the outermost 3 containing strip hits,

NHCo3
lyr � 1

(c) the average number of strip hits per layer in the HCAL,

NHC
hits

NHC
lyr

< 2

(d) the total ECAL cluster energy assigned to the cone,

Eclus < 2GeV

(e) the candidate fails MCHID and points outside the full acceptance of MB

and ME.

� The �! ����� selection uses a cut on Minv, the total invariant mass of the

cone containing the candidate muon. Minv is calculated by combining the
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Figure 6.4: Distributions of (a)NHC
lyr , (b)N

HCo3
lyr , (c)NHC

hits=N
HC
lyr and (d)Eclus, for

an HCAL/ECAL selection in the barrel region. The samples used for the plots
were made using the cuts shown as well as those involving Ntrk, x� and Minv. The
hatched area illustrates the background from other � decays only.
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4-momenta of all tracks (assuming �� masses) with the 4-momenta of all

clusters in the cone (where those clusters to which a track is assigned are

corrected for the average energy deposition of a minimum ionizing particle).

The cut is used to suppress the background from �!��� and 1-prong �!a1��

decays, where the �� and a�1 particles decay by the processes ��!���0 and

a�1!���0�0 respectively. The �0s formed during the decays then themselves

decay rapidly by the process �0!. Therefore both of these decays are

seen in the detector as a single charged pion with a number of photons.

If well-measured (and the ECAL is able to resolve the clusters from each

of the photons), Minv should reproduce the mass of the original resonance

(M� or Ma1). The plots in �gure 6.5 clearly show the rise in the invariant

mass spectrum due the background from such decays. The cut used for this

analysis is:

Minv < 0:3GeV=c2
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Figure 6.5: Distribution of Minv for �! ����� candidates in the barrel region
after all other selection cuts have been applied. The hatched area illustrates the
background from other � decays only.

� Nearly all of the muons from e+e�!�+��events that still remain in the

�! ����� sample are there because one or other of the muons fails to pass

the loose muon identi�cation applied to both sides during the preselection
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Figure 6.6: Distribution of x� for �! ����� candidates in the barrel region after
all other selection cuts have been applied apart from the muon pair rejection. The
candidates shown are those from events with Rtotal > 0:9 and for which the highest
energy track in the opposite cone satis�es at least one of the following 3 conditions:
EITHER it lies outside the full geometrical acceptance of the HCAL OR lies
outside the geometrical acceptance of the muon chambersOR has associated muon
chamber hits in only one layer, NMU

lyr (opp)= 1. The hatched area illustrates the
background from e+e�!�+��events only.

(see section 5.3.2). Under this loose detection scheme a particle is iden-

ti�ed as a muon if it is consistent with being such in either the ECAL,

HCAL or muon chambers. Clearly the candidate muon for the �! �����

sample cannot have failed the loose muon identi�cation, so it remains to

look at the opposite cone in the event, which must have failed the require-

ments in each of the three subdetectors. The opposite muon track in pos-

sible e+e�!�+��background events is likely to lie outside the full geomet-

rical acceptance of the HCAL for it to fail the HCAL requirements in the

e+e�!�+��preselection. Similarly for the muon chambers, although it's pos-

sible also that it can leave hits in the muon chambers but only in one layer.

Also the e+e�!�+��background will be characterised by events with high

total visible energy, with both sides having a measured track momentum

close to Ebeam. Therefore any �! ����� candidate which passes all of the

following cuts is rejected (see �gure 6.6):
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(a) the total visible energy in the event,

Rtotal > 0:9

(b) the momentum of the candidate �! ����� track (normalised to Ebeam),

x� > 0:85

(c) the highest energy track in the opposite cone is EITHER outside the

full geometrical acceptance of the HCAL OR outside the geometrical accep-

tance of the muon chambers OR has muon chamber hits in only one layer,

NMU
lyr (opp)= 1.

Whilst the cut used on the invariant mass,Minv, is very e�ective in reducing the

background from certain � decay channels, it also slightly biases the momentum

spectrum of the �! ����� candidates left in the sample since higher momentum

muons pass the cut with greater e�ciency. Therefore, if the Monte Carlo data

does not model this bias correctly, it will lead to systematic shifts in the �nal

values of hP� i and AFB
pol obtained. The Monte Carlo modelling of the cut relies

on good simulation for the response of the ECAL and the track parameters in the

central detector. However, the fact that theMinv uses information from the ECAL

also means that it is more di�cult to �nd suitable control samples with which to

test the selection. Therefore, the analysis is repeated with the invariant

mass cut switched o� if the candidate is identi�ed by MCHID, since it

is then also possible to use the ECAL and HCAL to select a control sample of

�! ����� decays with which to test MCHID. Note that it is not necessary to

drop the Minv cut from the selection involving CALID, since CALID itself uses

cuts in the ECAL. The two barrel selections will be referred to as B1 and B2,

where both are summarised in table 6.1 to clarify the di�erence between them.

The main reason behind keeping the two separate barrel selections B1 and B2,

is that, at this stage, the size of the systematic errors on hP� i and AFB
pol that arise

from uncertainties in selection e�ciency and background are unknown. Selection

B1 is expected to have a larger selection e�ciency error but its � background
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SelectionB1 SelectionB2

j cos �j < 0:72

0:05 < x� < 1:20

Ntrk = 1

(MCHID or CALID) MCHID or (CALID

& Minv < 0:3GeV=c2 & Minv < 0:3GeV=c2)

�-pair rejection

Table 6.1: Summary of the two selections used to obtain samples of �! �����
decays in the barrel region.

will be much smaller, and so the error associated with knowing the extent of this

background will be smaller than that for B2. Essentially the decision whether or

not to combine the Minv cut with MCHID comes down to a play-o� between two

potentially large sources of systematic error. This decision is avoided by merely

retaining both selections.

The selection e�ciency and backgrounds for selections B1 and B2 have been

estimated by applying them to all Monte Carlo events which have passed the

e+e�!�+��preselection. The non-� background events in the e+e�!�+��sample

are weighted to the same integrated luminosity as the generated e+e�!�+��events,

whilst the generated e+e�!�+��events themselves are weighted to account for the

latest world average values [5] of the � branching ratios as described in chapter 4.

The Monte Carlo estimates of the various � and non-� backgrounds are shown in

table 6.2, where the total numbers of �! ����� candidates found in the Monte

Carlo and real data sets are also included. The numbers identi�ed using selec-

tionsB1 and B2 are subdivided into those identi�ed using MCHID or CALID,

where the MCHID and CALID identi�cations are mutually exclusive. The mo-

mentum distributions for all data and MC events selected using the two selections

are also displayed (including the major backgrounds) in �gure 6.7.

The number of �! ����� decays within the sample, before and after the

�! ����� selection has been applied, is used to estimate the selection e�ciency

as a function of x� (see �gure 6.8). These plots show that the overall e�ciency is
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Figure 6.7: Distributions of x� for all �! ����� candidates selected using
(a) selection B1 and (b) selection B2. All Monte Carlo events (histograms) are
weighted to give the same total number as that seen in the data (points). The back-
grounds from other � decays are shown, along with the major non-� backgrounds
from e+e�!�+��and !`+`�events. The contributions from the negative and
positive helicity MC �! �����decays are also included, and are represented by
the dashed and dotted lines respectively.
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slightly better for the 94 MC version. This is a result of di�erences in the muon

chamber calibrations used by two versions of GOPAL/ROPE (12 and 14), which

cause the muons in the 94 MC to pass the MCHID cut on NMU
lyr more e�ciently.

This might be potentially worrisome but for the fact that this cut has very little

momentum-dependence, and so the di�erence in e�ciency for the two MC versions

appears to be constant across the entire momentum range.

The Monte Carlo estimates of e�ciency and background quoted at this stage

are before the corrections made using control sample studies. These are discussed

in the following two chapters.

Comparison with previous �!����� selections used for OPAL analyses

The basis of the �! ����� selections used in previous analyses [25, 26, 27] is

that a muon candidate had to pass selection criteria in at least two of the three

subdetectors: the ECAL, HCAL and muon chambers. In the muon chambers it

was merely required that N lyr
MU�2, whilst the ECAL and HCAL requirements are

identical to the cuts used within CALID. The MC estimate [27] of the � back-

ground in such a sample is given at just over 1%, which is smaller than that for

selectionB2 (but larger than that for B1). However, whilst the background for se-

lection B2 is larger, it has an advantage over previous methods in that no selection

requirements are made in the ECAL or HCAL. Studies [50] show that, for muons,

there is only a very weak correlation between the detector responses measured in

the muon chambers and those measured in the calorimeters. Therefore, the MC

selection e�ciency of those muons selected using the MCHID within B2 can be

tested using a sample of �! ����� decays identi�ed using cuts made in the HCAL

and ECAL.

Furthermore, chapter 7 will explain how an independent sample of �!���

decays can be used to check the MC estimate of the � background for selection

B2, thereby reducing the systematic error associated with this estimate. Since the

previous selections used the ECAL, HCAL and muon chambers simultaneously, it
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EVENT TYPE MCHID MCHID CALID

(SelectionB1) (SelectionB2) (SelectionsB1

(&B2)

Identi�ed �!����� :

90-94 data 25295 26867 1863

all 93/94 MC 142010 150282 8896.36

MC � -decays:

�! ����� 98.916�0.263% 97.329�0.254% 98.632�0.485%
�! �(K)�� 0.542�0.019% 0.575�0.019% 0.585�0.080%
�!��� 0.014�0.003% 1.015�0.026% 0.011�0.011%
�!a1�� 0.001�0.001% 0.329�0.015% 0

others 0.046�0.005% 0.250�0.013% 0

MC e+e�!ff bgnd:

e+e�!�+�� 0.145�0.011% 0.174�0.011% 0.236�0.054%
e+e�!q q 0 0.012�0.005% 0.033�0.033%

MC 2-photon bgnd:

!�+�� 0.293�0.012% 0.277�0.011% 0.473�0.059%
!�+�� 0.030�0.003% 0.029�0.003% 0.029�0.012%

MC 4-fermion bgnd:

e+e��+�� 0.002�0.001% 0.002�0.001% 0

e+e��+�� 0.008�0.001% 0.008�0.001% 0

Table 6.2: The Monte Carlo estimates of the relative contributions from all pos-
sible sources to the �! ����� sample identi�ed in the barrel region. The terms
MCHID and CALID indicate whether the �! ����� candidates were selected us-
ing the muon chambers (with (B1) and without (B2) the use of the Minv cut), or
the hadron and electromagnetic calorimeters respectively. Selections B1 and B2
are summarised in table 6.1. The non-� backgrounds are corrected for total inte-
grated luminosity and the relative branching ratios of the � -decays are corrected
to agree with the current world averages 4.1.
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Figure 6.8: The uncorrected selection e�ciency for Monte Carlo �! ����� de-
cays in the barrel region (after e+e�!�+��preselection). The selection e�ciency
is shown as a function of both momentum and j cos �j, and for the cases where
(a) SelectionB1 and (b) SelectionB2 are used.

127



was impossible to get an entirely independent control sample of isolated hadronic

tracks with which to test the MC background estimates. In addition, due to a

heavier reliance upon the HCAL, previous uncertainties in these MC estimates

were larger for the fact that there are known inadequacies in the simulation of

minimum ionizing hadrons in the HCAL.

Comparing selectionB1 to previous selections, it can be seen that the hadronic

� background has been reduced by nearly half. Having such a small background

means that the �tted values of hP� i and AFB
pol will be relatively insensitive to

possible uncertainties arising from the MC estimate of this background. Also the

methods used to test the selection e�ciency of B1 (see chapter 8) are more exten-

sive than used in other OPAL polarisation analyses involving �! ����� decays.

The most recent global � polarisation analysis [27], whilst retaining the older

�! ����� selection, attempts to reduce the systematic errors associated with poor

HCAL simulation by extending the use of smearing that is applied to MC events.

Therefore, in addition to applying the momentum smearing described in chapter 4,

corrections are applied to the detector responses observed in the ECAL, HCAL

and muon chambers. This extension of the smearing procedure is not used for this

analysis, and is less necessary due to the relatively low reliance of the selection

procedures used here upon the HCAL. However, such smearing could be used to

further improve the results presented in this thesis.

6.2 Selection of �!����� decays in the endcap

region

The simulation of the HCAL in the endcap region is poor and so is not used at all

in this selection, which is based on the muon chamber detection scheme (MCHID)

that is used in the barrel region. Some of the �gures included in this section

include separate plots for the regions 0:72< j cos �j<0:81 and 0:81< j cos �j<0:90

in order to observe how the Monte Carlo simulation might possibly worsen for
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events further forward into the endcap.

� Only decays for which 0:72 < j cos �j < 0:90 are used since, beyond 0.90, the

track resolution deteriotes badly and the non-� backgrounds (particularly

from !�+��events) become less manageable. Since tracks in this region

miss the edge of the z-chambers, it is required also that the charged track

in every candidate �! ����� cone has a well-de�ned endpoint in CJ so that

its z-measurement is reasonable.
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Figure 6.9: Distribution of Ntrk for �! ����� candidates in the endcap region
where all are other selection cuts have been applied. The distributions are shown
separately for candidate muon tracks in the regions (a) 0:72 < j cos �j< 0:81 and
(b) 0:81< j cos �j<0:90. The hatched area illustrates the background from other �
decays only.

� Only candidates within the following kinematic range are considered:

0:05 < x� < 1:20

� As in the barrel region the number of good tracks assigned to a cone, Ntrk,

must satisfy the following for it to be considered as a �! ����� candidate

(see �gure 6.9):

Ntrk = 1

� The muon chamber selection, MCHID, is identical to that used for the barrel

region, where the candidate is required to pass the following two cuts:
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Figure 6.10: Distribution of NMU
lyr for �! ����� candidates in the endcap region

where all are other selection cuts have been applied (except on �match). The
distributions are shown with both (a) linear and (b) logarithmic scales on the y-
axes. The hatched area illustrates the background from other � decays only.
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Figure 6.11: Distribution of �match for �! ����� candidates in the endcap region
where all are other selection cuts have been applied. The distributions are shown
with both (a) linear and (b) logarithmic scales on the y-axes. The hatched area
illustrates the background from other � decays only, where most of these have a
very high �match value and so are not shown.
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NMU
lyr � 2 (see �gure 6.10)

�match < 5 (see �gure 6.11)

� An invariant mass cut is used to suppress the background from �!��� and

�!a1�� decays (see �gure 6.12). The analysis in the endcap (as in the barrel)

is repeated with this cut omitted, where the cut used is:

Minv < 0:3GeV=c2
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Figure 6.12: Distribution of Minv for �! ����� candidates in the endcap region
where all are other selection cuts have been applied. The distributions are shown
separately for candidate muon tracks in the regions (a) 0:72 < j cos �j< 0:81 and
(b) 0:81< j cos �j<0:90. The hatched area illustrates the background from other �
decays only.

� Those �! ����� candidates for which the opposite track in the event is a

muon pointing to a far-forward region (j cos �j> 0:90) are likely to contain

a high non-� background content (as illustrated in �gure 6.13). The most

signi�cant contribution to this background is from !�+��events which

are heavily peaked in the far forward direction by virtue of their di�erential

cross section. Momentum mismeasurement becomes a more signi�cant prob-

lem for tracks with j cos �j>0:90, and so poorly measured e+e�!�+��events

also contribute to this background. The combined background contribution

from the two non-� sources is signi�cant and so �! ����� candidates are

discarded if:
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Figure 6.13: The angular distribution, j cos �oppj, of the highest energy track from
cones opposite to �! ����� endcap candidates and for which there are associated
muon chamber hits in at least two layers. The hatched area illustrates the non-
�+�� background.

� The �nal cut is to suppress the e+e�!�+��background and is very similar to

the e+e�!�+��rejection employed in the barrel selection. Events are likely

to be e+e�!�+��background if they have high visible energy, and contain

a high momentum �! ����� candidate from one cone and a single track

from the other which points outside the geometrical acceptance of the muon

chambers. Hence �! ����� candidates are rejected if (see �gure 6.14):

(a) the total visible energy in the event,

Rtotal > 0:8

(b) the momentum of the candidate �! ����� track (normalised to Ebeam),

x� > 0:7

(c) the highest energy track in the opposite cone is outside the geometrical

acceptance of the muon chambers.

The selection of �! ����� decays in the endcap is less complicated than that

in the barrel since there is no separate calorimeter identi�cation. A brief summary
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Figure 6.14: Distribution of x� for �! ����� candidates in the endcap region
from events with Rtotal > 0:8 and where the highest momentum track from the
opposite cone points outside the geometrical acceptance of the muon chambers.
All other selection cuts have been applied. The distributions are shown separately
for candidate muon tracks in the regions (a) 0:72 < j cos �j < 0:81 and (b) 0:81 <
j cos �j<0:90. The hatched area illustrates the background from e+e�!�+��events
only.

of the cuts used is given in table 6.3, where, as for the barrel selection, the analysis

is repeated with the cut on Minv switched o� to give two separate selections. This

is done for the same reasons as those described earlier in justifying the use of two

separate barrel selections, B1 and B2. The two analogous endcap selections will

be referred to as E1 and E2 in later chapters.

Monte Carlo simulation data has again been used to estimate the selection

e�ciency and backgrounds, as was done for the barrel selection. The uncorrected

selection e�ciency for Monte Carlo �! ����� decays in the endcap region can be

seen in �gure 6.15, and the Monte Carlo estimates of the various � and non-� back-

grounds are shown in table 6.4, where the only corrections to be have been applied

at this stage are for luminosity (for the non-� background) and for the relative �

branching ratios (the input values used in KoralZ4.0 are corrected for using the

current world averages [5]). The total numbers of �! ����� candidates obtained

from the Monte Carlo and real data sets after all selection cuts are also included

in the table. The momentum distributions for all data and MC events selected

using the two selections are also displayed (including the major backgrounds) in
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SelectionE1 SelectionE2

j cos �j < 0:72

0:05 < x� < 1:20

Ntrk = 1

MCHID

Minv < 0:3GeV=c2 -

�-pair rejection using �acol

rejection of dimuon events, one far forward

high momentum �-pair rejection

Table 6.3: Summary of the two selections used to obtain samples of �! �����
decays in the endcap region.

�gure 6.16.
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Event type SelectionE1 SelectionE2

Identi�ed �!����� :

90-94 data 7509 7936

all 93/94 MC 42053.1 44109.9

MC � -decays:

�! ����� 97.884�0.481% 96.563�0.467%
�! �(K)�� 0.592�0.037% 0.626�0.037%
�!��� 0.024�0.008% 0.898�0.045%
�!a1�� 0.002�0.002% 0.274�0.026%
others 0.023�0.007% 0.169�0.019%

MC e+e�!ff bgnd:

e+e�!�+�� 0.328�0.029% 0.349�0.030%
e+e�!q q 0.007�0.007% 0.020�0.012%

MC 2-photon bgnd:

!�+�� 1.068�0.041% 1.029�0.039%
!�+�� 0.068�0.008% 0.066�0.008%

MC 4-fermion bgnd:

e+e��+�� 0 0.001�0.001%
e+e��+�� 0.004�0.002% 0.005�0.002%

Table 6.4: The Monte Carlo estimates of the relative contributions from all possi-

ble sources to the �! ����� sample identi�ed in the endcap region. The numbers

are shown for the cases where the cut on Minv is (E1) and is not (E2) used. Selec-

tionsE1 andE2 are summarised in table 6.3. The non-� backgrounds are corrected

for total integrated luminosity and the relative branching ratios of the � -decays

are corrected to agree with the current world averages 4.1.
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Figure 6.15: The uncorrected selection e�ciency for Monte Carlo �! ����� de-
cays in the endcap region (after e+e�!�+��preselection). The selection e�ciency
is shown as a function of both momentum and j cos �j, and for the cases where
(a) SelectionE1 and (b) SelectionE2 are used.
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Figure 6.16: Distributions of x� for all �! ����� candidates selected using
(a) selection E1 and (b) selection E2. All Monte Carlo events (histograms) are
weighted to give the same total number as that seen in the data (points). The back-
grounds from other � decays are shown, along with the major non-� backgrounds
from e+e�!�+��and !`+`�events. The contributions from the negative and
positive helicity MC �! �����decays are also included, and are represented by
the dashed and dotted lines respectively.
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Chapter 7

Monte Carlo background

estimates

Monte Carlo events are used to estimate the background content from both �+��

and non-�+�� sources. The uncorrected estimates have been given for B1, B2, E1

and E2 in tables 6.2 and 6.4. However, a Monte Carlo simulation can never be

perfect and so a number of checks must be performed to ensure that the extent of

each background source is well-known when the �nal values of hP� i and AFB
pol are

extracted. This chapter describes a number of studies that have been performed

to check these background estimates, all of which di�er (most substantially so)

from previous methods used within OPAL � polarisation studies for estimating

the backgrounds in �! ����� samples.

7.1 Background from other � decays

If the �! ����� sample is selected by the muon chambers (MCHID) but without

using the cut on Minv (Selections B2 and E2), then the background from other

� -decays mostly comes from 1-prong hadronic channels, where their relative con-

tributions are approximately proportional to their relative branching ratios. If
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the cut on Minv is now combined with the muon chamber identi�cation cuts (as

for Selections B1 and E1), the number of decays accompanied by one or more �0s

(such as �!��� and �!a1��) becomes negligible, whilst the number of �! �(K)��

decays is not signi�cantly reduced, making it the dominant � background in the

�! ����� sample. Within the �! ����� samples selected by Selections B1, E1,

B2 and E2 there are three possible cases for which the background from hadronic

� decays must be considered, these being:-

CASE A

Those �! ����� candidates identi�ed using MCHID but which are not required

to pass the invariant mass requirement (Selections B2 and E2).

CASE B

Those �! ����� candidates identi�ed using the muon chamber identi�cation

(MCHID) and with the invariant mass cut included in the selection (Selections

B1 and E1).

CASE C

Those �! ����� candidates identi�ed using the calorimeter identi�cation (CALID)

and with the invariant mass cut included in the selection (Selections B1 and B2).

7.1.1 CASE A

For �! ����� candidates identi�ed using MCHID, but with no constraints applied

to the invariant mass (Minv), the background from hadronic � decay amounts

to �2% (see the Monte Carlo background estimates for SelectionsB2 andE2 in

tables 6.2 and 6.4). The background is therefore considerably larger than is the

case for when Minv is used and so the MC estimate requires further study using

an independent control sample of hadronic � decays.

Since �! ����� candidates identi�ed using the MCHID within SelectionsB2

andE2 do not rely on any information from the calorimeters, the ECAL can be used
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to discriminate between leptonic and hadronic decays, and hence obtain a sample

with which the response of the muon chambers to ��(K�) tracks can be tested.

However, for ��(K�) tracks, the responses in the ECAL and muon chambers are

correlated, and so, to get as unbiased a sample as possible, little or no direct ECAL

constraints are applied to the ��(K�)track itself. Instead, it is possible to select

a highly pure, unbiased sample of ��(K�)tracks by looking for 1-prong hadronic

decays accompanied by a well-de�ned and unambiguous signal in the ECAL from

at least one �0. Therefore, the control sample used consists of mostly �!��� and

�!a1�� decays, where any �0! decays are clearly separated from the single

charged track in the cone.

After the e+e�!�+��preselection, any cone is considered in which there is

one good charged track and at least 3 good clusters (Nclus � 3). By considering

the momentum vector of each cluster with respect to the interaction region, it

is required that one cluster is assigned to the charged track (within 40mrad),

whilst the others are at least 60mrad from the assigned cluster. This ensures

that the signatures of the charged track and any photons from �0! decays are

reasonably well de�ned in the ECAL. The selection of the control sample uses a new

invariant mass variable, M
0

inv, which is de�ned using only the 4-momenta of the

track and unassigned clusters in the cone, and which must be non-zero for the cone

to be considered. In addition, the fact is used that, in decays such as ��!���0, the

angle seen in the detector between the �� and �0 is kinematically constrained,

whilst this is not the case for leptonic decays accompanied by bremsstrahlung

radiation. Thus the following cuts are applied to the sample:-

� The track momentum normalised to the beam energy,

x�� ptrk
Ebeam

>0:05

� The angle between the charged track and the vector sum of the unassigned

ECAL clusters (see �gure 7.1),

�trk��0 < 180mrad
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� If Nclus=3, requirements are made on the highest energy cluster in the cone

and on M
0

inv,
Ehi
clus

ptrk
>0:1

0:5<M
0

inv<1:4GeV=c2 (see �gure 7.1)

The same cuts are used to select samples in both the barrel (j cos �j<0:68) and

endcap (0:72< j cos �j< 0:90) regions of the detector. The total numbers in each

sample are shown in table 7.1, where the data sample is taken from LEP runs be-

tween 1990 and 1994, and the Monte Carlo sample uses the 900k e+e�!�+��events

generated using the 1993 and 1994 detector con�gurations.

Before muon chamber cuts After muon chamber cuts

Barrel Endcap Barrel Endcap

data sample 15084 3723 79 15

MC sample 60416.19 14200.96 351.44 60.27

MC �!e�e�� bgd 70.59 13.91 0 0

MC �! ����� bgd 14.92 5.99 12.94 5.00

Table 7.1: The samples of hadronic � decays used to test the e�ciency with which
��(K�) tracks pass the muon chamber identi�cation.

Each control sample is then subjected to the muon chamber cuts used in the

�! ����� selections (MCHID: NMU
lyr �2 and �match<5) to observe the e�ciency

with which ��(K�) tracks in data and Monte Carlo pass the cuts. The Monte

Carlo is used to correct the data sample for the background from leptonic channels

before its e�ciency is calculated. The data and Monte Carlo e�ciencies ("data and

"MC respectively) are then combined to get a correction factor, Chad, which can

be used to weight the hadronic � background in the �! ����� samples identi�ed

using the muon chambers (only when the Minv cut is not used).

� The correction obtained for the barrel region is,

Chad =
"data
"MC

=
0:503 � 0:059%

0:561 � 0:030%
= 0:897 � 0:116
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Figure 7.1: The e�ect of cutting on the variables �trk��0 (1(a) and 1(b)) and
M

0

inv (2(a) and 2(b)) in selecting a pure sample of hadronic � decays in the barrel
region. All are other selection cuts have been applied, with the M

0

inv distributions
only featuring cones for which Nclus = 3. The distributions are shown with both
linear (a) and logarithmic (b) scales on the y-axes. The hatched area illustrates
the background from leptonic � decays.
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� The correction obtained for the endcap region is,

Chad =
"data
"MC

=
0:368 � 0:105%

0:390 � 0:052%
= 0:945 � 0:298

The corrections for both the barrel and endcap are statistically consistent with

unity and so are not used to weight the background from hadronic � decays by

default. However, these corrections are used in evaluating the systematic errors

on hP� i and AFB
pol due to uncertainties on the � background fraction.

7.1.2 CASE B

In the case where Minv is combined with MCHID, the � background is very small

in both the barrel and endcap �! ����� samples and comes largely from just the

�! �(K)�� channel. The background can enter the sample by several di�erent

processes. The sneakthrough process is where the ��(K�) simply fails to interact

strongly within the calorimeters and so is able to reach muon chambers with little

deviation. The punchthrough process is where the ��(K�) does interact but the

hadronic showering is not fully contained in the calorimetry, thus causing hits to

be observed in the muon chambers. Lastly, background from �! �(K)�� decays

can arise through the production of a muon, either during the hadronic showering

or by the decay-in-ight process �(K)!���. The Monte Carlo is expected to

simulate the decay-in-ight process very precisely, but the accurate simulation of

the remaining e�ects rely on the Monte Carlo modelling of hadronic showering in

the ECAL and HCAL, and so this may not be done satisfactorily.

A study was performed using the tree information of the Monte Carlo to

estimate what fraction of �! �(K)�� decays identi�ed as muons fall into each

category. A sample of actual �! �(K)�� decays was taken from all on-peak

e+e�!�+��events generated using the 1993 and 1994 detector con�gurations. In

addition they must come from events passing the �+�� preselection, and pass the

following cuts to select only those �! �(K)�� decays which look like muons (most

of the selection B1 cuts are used):-
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� the number of charged tracks in the cone, Ntrk=1

� the decay is identi�ed in the barrel, j cos �j<0:72

� the �� track momenta (normalised to Ebeam) must lie in the range, 0:05<

x�<1:20

� the invariant mass of the cone, Minv<0:3GeV=c2

� the number of loosely associated muon chamber hits must come from at least

two layers, NMU
lyr �2

From a total of 900k e+e�!�+��events, 8328 �! �(K)�� decays are found to

enter this sample, and, of these, there are only 31.7% for which a daughter ��

was found in the Monte Carlo particle tree. Thus the rest one can assume to

be there due to the punchthrough and sneakthrough processes. However, if the

�! ����� selection cut on the �match variable is now applied to the sample (that

is, we require �match<5), the number of punchthrough/sneakthrough �! �(K)��

decays is reduced from 5690 to 402 (an e�ciency of �7%), whilst the number in
the sample with muon production is reduced from 2638 to 504 (a larger e�ciency

of �19%). In the case of the punchthrough and sneakthrough pions which pass

the muon chamber cuts, there is little to distinguish between the signals in the

detector from the two processes. Some pions clearly enter the �nal sample by one

process or the other, but there are also others (for example, those pions which only

begin to interact deep into the HCAL) for which it is ambiguous as to whether

the response in the muon chambers is due to shower particles or due to the pion

itself. However, in general, one would expect the weakly-interacting sneakthrough

pions to pass the �match cut with a high e�ciency.

Figure 7.2 shows the distribution of Rxy for those decays in the sample con-

taining muon production before and after the �match cut is applied, where Rxy is

de�ned as the radial distance from the z = 0 axis at which the daughter �� is

produced. Muons produced from hadronic showering typically have low energies

(�1GeV) and are likely to have a starting radius lying within the ECAL or HCAL
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(roughly 200<Rxy < 440 cm) where showering usually begins. This explains the

peak shown in the Rxy distribution seen before the �match cut is applied. Af-

terwards, however, this peak is largely removed since the direction in which the

muons are produced is not heavily biased towards that of the ��(K�) track.

Most of the muons produced in the region Rxy < 183:5 cm (that is, in CJ,

the jet chamber) are likely to come from the process �(K)!���, since hadronic

showering from ��(K�) tracks is highly unlikely to occur until they reach the edge

of the CT pressure vessel and OPAL magnet. The process �(K)!��� is only a

two body decay whose rest frame is highly Lorentz-boosted with respect to the

laboratory frame, and so the daughter muons should still travel in a direction close

to that of the ��(K�) with a reasonable share of its energy. This explains why

most of the muons produced in �(K)!��� decays in CJ still remain even after

the �match cut has been applied.
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Figure 7.2: Distribution of Rxy, the starting radius of muons produced from
�! �(K)�� decays in the barrel. The shaded region is for those ��s which leave
hits in at least two layers of the muon chambers (see text), and the hatched region
shows the number remaining in the sample after the cut on �match has been ap-
plied. The radii of various OPAL subdetectors are superimposed to indicate where
in the detector the muons are being produced.

Figure 7.3 shows the true Monte Carlo energy distributions for the daughter
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Figure 7.3: Distribution of E�, the true energy of muons produced from �! �(K)��
decays in the barrel, where the requirements on NMU

lyr and �match in the muon
chambers have both been satis�ed. The plots (a) and (b) show the same variable
but for di�erent ranges in E� to illustrate the contributions of the two possible
processes to the �nal sample.

muons in the sample after the �match cut. There is a clear peak in the distribu-

tion below 1GeV which can be attibuted to the muons produced during hadronic

showering. A cut has been arbitrarily placed at 1GeV to distinguish between

these and the muons produced by the decay-in-ight process. Thus estimates have

been made of the contributions from each of the three processes to the sample of

\muon-like" �! �(K)�� decays left after the �match cut (see table 7.2).

Process Number Fraction

in sample of sample(%)

punchthrough/

sneakthrough
402�40 44.4�4.4

decay-in-ight 385�39 42.5�4.3
� from showering 119�22 13.1�2.4

total 906 100

Table 7.2: The contributions from the four possible processes to a sample of Monte
Carlo �! �(K)�� decays which pass the muon chamber requirements used in the
barrel and endcap �! ����� selections. To account for systematic e�ects involved
in the method used to estimate these numbers, the errors are quoted as being twice
the statistical error.
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From this study it is concluded that, for the MC �! ����� samples selected

using the MCHID within B1 and E1 (that is, in conjunction with a Minv cut), the

fraction of the �! �(K)�� background arising from the combined punchthrough

and sneakthrough contributions is less than half. Of these, HCAL distributions

indicate that there will be a signi�cant proportion for which the ��(K�) track

simply fails to shower in the calorimetry. It is expected that the Monte Carlo

should predict this fraction well, given also that the amount of material that the

track must pass through is very well-known. The Monte Carlo is expected to

predict the decay-in-ight process very precisely as well, and so the overall MC

� -background estimate can be well-trusted for around half of the decays.

The main point to the above study, apart from to understand more how the �

backgrounds arise for case B, is to show that the background for which we might

consider the Monte Carlo simulation suspect represents only around 0.3% of the

samples in the barrel and endcap. Given the size of such a background it can

therefore be reasonably assumed that the �nal �t values of hP� i and AFB
pol will be

relatively insensitive to inaccuracies in the MC estimations of these backgrounds.

No correction is applied to the MC � background events for case B although the

values of Chad obtained for case A in the barrel and endcap are used again to test

the sensitivity of hP� i and AFB
pol during the �t and to assign a systematic error

accordingly.

7.1.3 CASE C

For �! ����� decays identi�ed in the barrel region using the calorimeter identi�-

cation, CALID, combined with the Minv cut, the Monte Carlo estimates the small

� background to come almost entirely from �! �(K)�� decays (see table 6.2).

When checking this background estimate, the situation is slightly complicated by

the fact, within Selections B1 and B2, MCHID must be failed for candidates to

be selected by CALID and that the candidates have to point outside the muon

chambers. It was found that, very more so than for muons, the responses seen
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in the ECAL, HCAL and muon chambers for minimum ionizing ��(K�) tracks

are highly correlated. It is therefore impossible to get a meaningful control sam-

ple with which to test the background from hadronic � decays. However, since

�! ����� candidates identi�ed using CALID and the Minv cut constitute less

than 7% of the total �! ����� sample in the barrel region (using Selections B1 or

B2), the Monte Carlo estimates the hadronic � content under consideration here

to be only about 0:038% of the total barrel sample. This is very small and unlikely

to have a noticeable e�ect on the measured values of hP� i or AFB
pol if incorrectly

estimated. No correction is therefore applied to this background.

7.2 Background from e+e�!�+��events

The method used to check the Monte Carlo estimate of the e+e�!�+��background

is as follows. The e+e�!�+��content of the signal �! ����� sample is enhanced

by only considering those decays for which x�>0:9. The acoplanarity of �! �����

candidates from background e+e�!�+��events should be low compared to those

from e+e�!�+��events. The Monte Carlo is used to estimate the distributions

from each contribution, and then a binned maximum likelihood �t using the pro-

gram MINUIT [18] �ts linear combinations of them to the corresponding acopla-

narity distribution observed in the data. Each of these distributions (before the �t

is performed) can be seen in �gure 7.4 for both the barrel and endcap selections.

The �t involves the use of a single parameter (C��) which scales the size of the

e+e�!�+��contribution to the background-enhanced �! ����� sample. At the

same time, C�� is then used to alter the normalisation of the � contribution in such

a way that the total number of Monte Carlo events for which x� > 0:9 remains

constant with each iteration of the �t. The total number in this Monte Carlo

sample is then normalised to equal the corresponding number in the background-

enhanced sample obtained from real data events. The value of C�� extracted from

the �t can then be used as a correction factor which can be used to weight the

e+e�!�+��background in �! ����� decays used in the �nal analysis.
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Figure 7.4: The acoplanarity distributions for �! ����� candidates with x�>0:9
identi�ed in (a) the barrel and (b) the endcap regions of the detector. These
candidates have also had the mu-pair rejection cut loosened to increase the
e+e�!�+��background content, which is shown as the hatched region in each
plot.

The method is performed twice, the second time with Monte Carlo statistical

uctuations taken into account using the method described in [9]. Of the two

�tted values of C�� obtained, this second value is used. The error due to the data

statistics is taken to be the MINUIT error returned from the �rst �t. When the

�t is repeated with the Monte Carlo statistics incorporated a larger error from

MINUIT is returned, and this is taken to be the quadratic sum of the individual

data and Monte Carlo statistical errors.

Using the method as it stands leads to numbers which are consistent with unity

but which have large errors. Therefore, to improve the statistics and hence make

the corrections more meaningful, the cuts used in Selections B1, B2, E1 and E2

to reject high momentum muons from e+e�!�+��events need to be relaxed, but

in such a way so as to not make the correction invalid. This is done by loosening

the cut on the visible energy to Rtotal>1:0 (see the �-pair rejection cuts detailed

in chapter 6). This leads to the following results:

� The correction obtained for the barrel region is,

C�� = 0:907 � 0:107(data stat.)�0:072(MC stat.)= 0:907 � 0:129
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� The correction obtained for the endcap region is,

C�� = 1:28 � 0:33(data stat.)�0:25(MC stat.)= 1:28 � 0:41

Both of these corrections are consistent with unity, and so no correction is

applied. As before, however, both the barrel and endcap values were used in the

assignment of systematic errors on hP� i and AFB
pol .

7.3 Background from !�+��events

For evaluating the MC background from !�+��events there are two possi-

ble methods. The �rst is very similar to the one adopted for evaluating the

e+e�!�+��background. The second involves relaxing the cut on acollinearity

(�acol) used in the e+e�!�+��preselection to suppress ! `+`�events, and ob-

serving the number of identi�ed �! ����� candidates in an region of �acol adjacent

(15�<�acol<25�) to that for the signal �! ����� candidates. One can expect the

Monte Carlo to accurately predict for both e+e�!�+��and !�+��events the

fraction that lie in this range, and for this number to accurately reect the relative

numbers seen in the signal region. The justi�cation for this lies in the fact that

most of the control sample from e+e�!�+��events that lie in this measured range

are genuinely acollinear (due to the missing momenta of the neutrinos), and are

not merely there due to mismeasurement in the tracking chambers.

The rest frame of lepton pairs from the !`+`�process is preferentially

boosted in the detector along a direction close to the beam axis, particularly for

events where the beam particles remain untagged. This means that, whilst the

typical 3D acollinearity of the two cones in 2-photon events events is larger than

that from e+e�!�+��events, the acoplanarity will usually remain low.

Thus the method used to test the Monte Carlo estimate of the e+e�!�+��

background can be adapted to obtain corrections for the MC !�+��background

estimate. The only di�erence to the method used for the e+e�!�+��background
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is in choosing a subsample from the barrel and endcap �! ����� samples in which

the !�+��content is enhanced. This is done by choosing events in which both

sides were identi�ed as �! ����� candidates, and requiring that Rtotal<0:3, where

Rtotal is de�ned in section 5.3.2. The uncorrected acoplanarity distributions for the

background-enhanced subsamples can be seen in �gure 7.5. It can be seen that for

the barrel region that the background does not represent a signi�cant proportion of

the events in the �rst bin, and so, given also the limited statistics, any measurement

obtained this way is essentially meaningless as a test of the background content.

Therefore, another method must be used to test the !�+��background for the

barrel selections. For the endcap, however, the Monte Carlo predicts that roughly

half of the events in the �rst acoplanarity bin are from the !�+��background,

and so a more meaningful test of the background content can be expected, despite

the large statistical error:

Ce1
 = 0:931 � 0:486(data stat.)�0:327(MC stat.) = 0:931 � 0:586
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Figure 7.5: The acoplanarity distributions for events with Rtotal < 0:3 and two
�! ����� candidates identi�ed in (a) the barrel and (b) the endcap regions of
the detector. The hatched area shows the uncorrected contribution from the
!�+��background.

For the second method, the acollinearity cut used in the preselection is relaxed

to 25� to allow in extra !�+��(and !�+��) events, and then the �! �����

selections B1 and E1 are applied to both sides. In evaluating the correction, the
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two-photon content of the samples is further enriched by requiring only events for

which both sides are candidate �! ����� decays. The correction is then obtained

by considering the fraction,

f =
N2

N1 +N2

where N1 is the number of events in the range 5� < �acol < 15� whilst N2 is the

number for which 15� < �acol < 25�. The correction factor is taken to be the

weight that must be applied to two-photon events in the MC sample in order that

fMC = fdata. The following results are thus obtained:

� The correction obtained for the barrel region is,

Cb
=1.122�0.236

� The second correction obtained for the endcap region is,

Ce2
=1.048�0.541

If it is assumed that the two endcap corrections Ce1
 and Ce2

 are independent,

then they can be combined to give a single overall correction for the endcap:

Ce
 = 0:994 � 0:398

The numbers for both the barrel and endcap are both consistent with unity.

Also it is believed that the theoretical description of !�+��events is well-known

from QED calculations and that, for the energy range in which two-photon muons

enter the �! ����� samples, the Monte Carlo detector simulation should agree

well with the data. Therefore, no correction is applied to MC 2-photon events in

either the barrel or endcap by default. However, since !`+`�events represent a

substantial proportion of the background, especially in the endcap regions (�1.0%
compared to �0.3% in the barrel region), the sensitivity of the �tted values of hP� i
and AFB

pol to the MC estimate of the !�+��background is tested by weighting

all !`+`�events by the above values for Cb
 and Ce

. Systematic errors on the

� asymmetries are assigned accordingly.
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Chapter 8

Monte Carlo selection e�ciency

It is essential for this analysis to ensure that any momentum-dependence in the

e�ciencies of the �! ����� selections B1, B2, E1 and E2 is accurately replicated

by the Monte Carlo simulation. If the Monte Carlo fails to predict the momentum-

dependence correctly systematic e�ects will arise in the measurement of hP� i and
AFB
pol . This chapter describes the control samples used to compare selection e�cien-

cies between real data and Monte Carlo events. It also details the resulting steps

that are taken to correct the Monte Carlo estimates of the �! ����� selection

e�ciencies.

8.1 Selection of non-� control samples

Three non-� control samples of �� tracks in di�erent momentum ranges are used

to correct the Monte Carlo estimate of the �! ����� e�ciency for passing certain

selection cuts used in the barrel and endcap. The selection of each of these samples

is outlined below, where each selection has been carefully optimized to produce

a highly pure sample of muon tracks. Within selections B1, B2, E1 and E2 (see

tables 6.1 and 6.3) the main cuts that need testing are those using the variables

NMU
lyr ; �match and Minv, and so control samples are chosen which contain muons

whose distributions in these variables should reproduce those for muons of similar
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energies from �! ����� decays. In order that the samples remain unbiased, the

selections used rely on tightly identifying muons in the cone opposite to the one

used for the sample. Thus in describing the selections the super(sub)script opp is

used to denote the opposite cone.

8.1.1 Selection of a e+e�!�
+
�
�control sample

The sample is taken from events which have passed the OPAL low multiplicity

selection with the cosmic ray rejection cuts used by the Lepton Pair group [47].

The cuts listed below are then applied to get the �nal sample, where the cone to be

used for the sample is taken to be the one containing the lower momentum track

of the two. The data and Monte Carlo samples are split up into those identi�ed

in the barrel (j cos �j<0:72) and endcap (0:72< j cos �j<0:9) regions.

� The event is required to contain two good charged cones, Ncone = 2

� Each cone is required to contain one good charged track, Ntrk = Nopp
trk = 1

� The opposite cone is required to contain a high momentum muon identi�ed

in the barrel or endcap using the muon chambers and a cut on the total

electromagnetic cluster energy in the cone,

xopp� � popp
trk

Ebeam
> 0:95

j cos �oppj<0:9

NMU;opp
lyr �4

Eopp
clus<2GeV

� The control sample only contains tracks which point to a region within the

geometrical acceptance of the muon chambers, and for which,

0:8<x�<1:2

j cos �j<0:9
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� To suppress the background from e+e�!�+��events the two muon tracks in

the event are required to have a low acoplanarity (see �gure 8.1),

�acop < 0:2
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Figure 8.1: Distributions showing the e�ect of the cut on �acop in selecting a
control sample of muons from e+e�!�+��events in (a) the barrel and (b) the
endcap regions of the detector. The hatched area shows the contribution from the
e+e�!�+��background.

The data sample is taken from all 1990-1994 LEP runs and the Monte Carlo

sample uses the 800k e+e�!�+��and 900k e+e�!�+��events generated using the

1993 and 1994 con�gurations of the detector. The �nal numbers obtained are

given in table 8.1.

Barrel Endcap
data sample 62053 14353
MC sample 273028.6 69610.6
MC �-bgd 1.6 2.9

Table 8.1: The control samples of e+e�!�+��events used to test the selection
e�ciency for high momentum �� tracks.
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8.1.2 Selection of a !�
+
�
�control sample

A sample of low energy muons is obtained from !�+��events, identi�ed again

using the OPAL low multiplicity selection with the Lepton Pair group's cosmic

ray rejection applied [47]. The cuts listed below are then applied to get the �nal

sample, where the cone to be used for the sample is taken to be the one containing

the higher momentum track of the two. The data and Monte Carlo samples are

split up into those identi�ed in the barrel (j cos �j < 0:72) and endcap (0:72 <

j cos �j<0:9) regions.

� The event is required to contain two good charged cones with no neutral or

badly measured charged cones, NTOT
cone = 2

� Each cone is required to contain one good charged track, Ntrk = Nopp
trk = 1

� The opposite cone is required to contain a muon identi�ed using the muon

chambers and a cut on the total electromagnetic cluster energy in the cone,

j cos �oppj<0:97

NMU;opp
lyr �2

Eopp
clus<2GeV

� The control sample only contains tracks which point to a region within the

geometrical acceptance of the muon chambers, and for which,

0:05<x�<0:45

j cos �j<0:9

� Since the centre of mass frame for muon pairs from !�+��events is

Lorentz boosted with respect to the detector frame, a cut is placed on the

3D acollinearity of the event to suppress the e+e�!�+��background (see

�gure 8.2),
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�acol > 18� (barrel)

�acol > 16� (endcap)

� Since the beam particles in the !�+��events used remain untagged, the

net transverse momentum of the two muon tracks seen in the event should be

low. The following cut is therefore used to suppress the e+e�!�+��background

(see �gure 8.2),

�pt < 3:0GeV=c (barrel)

�pt < 1:6GeV=c (endcap)

� To suppress the background from �! e,�!� events it is necessary to make

a requirement on the total cluster energy seen in the near-side cone (see

�gure 8.2),

Eclus

ptrk
< 0:6

� Most of the `+`� pairs produced in !`+`�events remain very close to the

beam axis. Therefore, during the generation of Monte Carlo !`+`�events,

a number of cuts were used before detector reconstruction to select only those

! `+`�events which are likely to be observed in the detector. To ensure

consistency between the data and Monte Carlo samples used here, the same

cuts are reapplied after full detector reconstruction as follows. First there

must be one particle with ptrk>4GeV and j cos �j<0:95. Second there must

be two particles each with ptrk>0:5GeV and j cos �j<0:95, where the angle

between them, �12, must satisfy cos �12<�0:9.

The data sample is taken from all 1990-1994 LEP runs and the Monte Carlo

sample uses all the events generated using the 1993 and 1994 con�gurations of the

detector. The �nal numbers obtained are given in table 8.2.
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Figure 8.2: Distributions showing the e�ects of the cuts on �acol (1(a),1(b)),
�pt (2(a),2(b)) and

Eclus

ptrk
(3(a),3(b)) in selecting a control sample of muons from

!�+��events in (a) the barrel and (b) the endcap regions of the detector. The
hatched area shows the contribution from the e+e�!�+��background.
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Barrel Endcap
data sample 744 2264
MC sample 4775.9 15572.0
MC �-bgd 8.9 2.3

Table 8.2: The control samples of !�+��events used to test the selection
e�ciency for �� tracks.

8.1.3 Selection of a e+e�!�
+
�
�control sample accompa-

nied by a hard bremsstrahlung photon

The two control samples obtained so far contain very few tracks in the momentum

range, 0:3<x�<0:8. It is possible to get an independent sample of �� tracks in

this range by looking for e+e�!�+��events in which a high energy bremsstrahlung

photon is emitted by one of the muons. The muon in the event which has emit-

ted the photon is therefore of lower energy and so is used as the control sample

candidate in this case.

The sample is taken from events which have passed the OPAL low multiplicity

selection with the cosmic ray rejection cuts used by the Lepton Pair group [47].

The cuts listed below are then applied to get the control sample. The data and

Monte Carlo samples are split up into those identi�ed in the barrel (j cos �j<0:72)

and endcap (0:72< j cos �j<0:9) regions.

� The event is required to contain two good charged cones, Ncone = 2

� Each cone is required to contain one good charged track, Ntrk = Nopp
trk = 1

� The opposite cone is required to contain a high momentum muon identi�ed

in the barrel or endcap using the muon chambers and a cut on the total

electromagnetic cluster energy in the cone,

xopp� � p
opp

trk

Ebeam
> 0:95

j cos �oppj<0:9

NMU;opp
lyr �2
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Eopp
clus<2GeV

� There must be an electromagnetic cluster observed with no charged track

assigned to it and a minimum raw energy of E>4GeV. It must be within

the same hemisphere as the candidate muon track, but (by considering its

3-momentum vector with respect to the origin) not lie within 5� of the track

or any good electromagnetic cluster assigned to the cone. If more than one

such photon is observed, then the one with the highest energy is taken to

give E .

� The control sample only contains tracks which point to a region within the

geometrical acceptance of the muon chambers, and for which,

ptrk+E

Ebeam
>0:9 (barrel)

ptrk+E

Ebeam
>0:8 (endcap)
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Figure 8.3: Distributions showing the e�ect of the cut on ptrk+E

Ebeam
in selecting a con-

trol sample of muons with hard bremsstrahlung radiation from e+e�!�+��events
in (a) the barrel and (b) the endcap regions of the detector. The hatched area
shows the contribution from the e+e�!�+��background. Note also that the plot
includes all events in the momentum range 0:05<x�<1:05.

� The muon control sample uses only tracks in the momentum range, 0:25<

x�<1:05
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By only considering events in which the hard photon is isolated within the

ECAL by an angle of at least 5�, it is hoped that all the other clusters in the

cone containing the candidate muon remain entirely una�ected by its presence.

This is particularly important since the invariant mass of the cone, Minv, must

be recalculated excluding the contribution of the bremsstrahlung photon if the

photon is assigned to the cone. The Minv variable is one of the ones to be tested

using the control sample, and so it must remain unbiased.

The data sample is taken from all 1990-1994 LEP runs and the Monte Carlo

sample uses all the events generated using the 1993 and 1994 con�gurations of the

detector. The �nal numbers obtained are given in table 8.3.

Barrel Endcap
data sample 2145 381
MC sample 9606 1637
MC �-bgd 0 0

Table 8.3: The control samples of e+e�!�+��events with hard bremsstrahlung
radiation used to test the selection e�ciency for �� tracks.

8.2 Combining the control samples

The momentum spectra of the data samples obtained for the three types of event

are shown in �gure 8.4 to give an idea of the statistical limitations to be ex-

pected for the bin-by-bin e�ciency calculations. For each sample a number of the

�! ����� identi�cation cuts are applied to the data and Monte Carlo, and a ratio

of the e�ciencies is obtained in each x� bin, taking into account also the small

background. For the ith bin,

C i
" =

"idata
"iMC

The three samples are used to check the muon chamber identi�cation (MCHID);

�rst on its own (for correcting selection e�ciencies for B2 and E2), and then in
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Figure 8.4: Momentum distributions for the control samples obtained from the
data. Plots 1(a) and 1(b) are e+e�!�+��events identi�ed in the barrel and endcap
regions respectively; 2(a) and 2(b) are !�+��events, and 3(a) and 3(b) are
radiative e+e�!�+��events.

combination with theMinv cut (for testing selections B1 and E1). Figure 8.5 shows

the variation in C i
" with x� for each of the samples in the barrel and endcap, and

for the two sets of cuts being tested.

The C i
" numbers from each sample are combined to get an average for each of

the 10 bins in x�, corresponding to the range 0.05 to 1.05. However, the statis-

tical errors on C i
" from the e+e�!�+��sample are much smaller than those from

the other two samples, since the sample itself is very much larger. Therefore,

when hC"ii is calculated, all events from the e+e�!�+��sample are considered to

contribute to the �nal momentum bin (0:95<x�<1:05) only.

The justi�cation for this can be clearly seen by considering the scenario in

which values of hC"ii are calculated with events from the e+e�!�+��sample being

allowed to contribute to several momentum bins. The gradient of any subsequent

straight-line �ts applied to these binned values of hC"ii as a function of x�, would

be dominated by muons for which x� > 0:8. This would be unsatisfactory for
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Figure 8.5: The C i
" distributions for muons from the control samples identi�ed in

(a) the barrel (b) the endcap region, where C i
" = "idata="

i
MC. Plots 1(a) and 1(b) are

obtained using the e�ciencies for muons passing the muon chamber identi�cation
(MCHID) only (to test selections B2 and E2), whereas MCHID combined with a
Minv cut is used for plots 2(a) and 2(b) (to test selections B1 and E1).
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two reasons. First, the true momenta of the muons from the e+e�!�+��sample

should all be nearly equal to Ebeam with a small radiative tail. This implies that the

measured momentum bias in C i
" would actually be dominated by events whose true

momenta are very nearly the same (xtrue'1). Second, such a straight-line �t would

be relatively insensitive to muons from the other two samples in the momentum

range x�<0:75, which is the region where the large majority of �! ����� decays

lie.
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Figure 8.6: The hC"ii distributions for muons from the control samples identi�ed
in (a) the barrel (b) the endcap region. Plots 1(a) and 1(b) are obtained using the
e�ciencies for muons passing the muon chamber identi�cation (MCHID) only (to
correct selections B2 and E2), whereas MCHID combined with a Minv cut is used
for plots 2(a) and 2(b) (to test selections B1 and E1). Furthermore a straight-line
�t is applied to each distribution, the results of which are displayed in the top
right hand corner of each plot.

Figure 8.6 shows the variation of hC"ii with x� for the barrel and endcap

samples, and for the two sets of cuts being tested (that is, the muon chamber

identi�cation (MCHID) on its own, and then MCHID combined with a cut on the
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invariant mass, Minv).

8.3 Correcting the Monte Carlo selection e�-

ciency

This section details how the binned corrections shown in �gure 8.6 (and others)

are used in this analysis. The main concern here is that the Monte Carlo cor-

rectly simulates the momentum spectra observed for positive and negative helicity

�! ����� decays after the selection criteria have been applied. Any discrepan-

cies between data and Monte Carlo in estimating the overall e�ciency with which

muons pass the �! ����� selection procedure are therefore less important than

ensuring that the Monte Carlo correctly predicts how the selection e�ciency may

vary with momentum. Therefore, if linear �ts are applied to the distributions

shown in �gure 8.6 to get momentum-dependent correction factors of the form,

C"(x�) = P1 + P2 � x�

then it is the parameter P2 which is signi�cant in altering the momentum spectra

for MC �! ����� decays.

This is the method adopted here, where the momentum-dependent correction

functions C"(x�) are obtained by �tting a straight line to correction factors binned

in x�. These are used as weighting factors for MC �! ����� decays when applying

the selections B1, B2, E1 and E2 to e+e�!�+��events. The number of events

subject to a particular correction is (in most cases) subsequently rescaled such

that the overall normalisation remains una�ected. The one exception to this is

the case in which corrections are applied to MC �! ����� decays identi�ed using

the CALID part of selections B1 and B2, for reasons to be explained later in this

section.

The �rst case to consider is that in which �! ����� decays are identi�ed using

the muon chambers as part of selections B1 and E1. Here theMinv cut is combined
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with MCHID and so the correction functions used are taken from the �ts shown

in plots 2(a) and 2(b) of �gure 8.6:

C"(x�) =

8><
>:

0:98184 � 0:0001854 � x� (barrel - B1)

0:98430 � 0:0073763 � x� (endcap -E1)

By default, both these corrections are applied to the relevant MC �! ����� de-

cays. As already stated, it is the gradient parameter P2 that is signi�cant in

correcting the Monte Carlo momentum spectra. Therefore, a systematic error is

assigned on the �tted values of hP� i and AFB
pol according to the changes that occur

when the value of P2 used is altered. If P2 is consistent with 0 (as is the case

above for B1) the correction is merely set to 1 for all x�; otherwise P2 is varied

according to the size of its error. This same treatment applies to the remaining

e�ciency corrections detailed in this chapter.

8.3.1 Testing the muon chamber selection using a �!�����

sample

The remaining plots in �gure 8.6 (1(a) and 1(b)) show the e�ciency corrections

for MCHID only (that is, not in combination with the Minv cut), and so these

are used to correct those MC �! ����� decays which are identi�ed using the

muon chambers as part of selections B2 and E2. However, since this part of

the B2/E2 selection procedures uses no information from the calorimeters, the

MC e�ciency estimate for muons detected this way may be further checked using

control samples of �! ����� decays identi�ed using the ECAL and HCAL. This

produces a separate set of binned correction factors which can be combined with

those shown in �gures 8.6.1(a) and 8.6.1(b). The two sets of numbers are combined

before the straight-line �t is applied to obtain the correction functions.

The �! �����control samples used to test the MCHID selection are identi�ed

in the barrel and endcap regions using a set of calorimeter cuts identical to those

used for the CALID mentioned in chapter 6. In addition, it is required that the
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invariant mass,

Minv < 0:3GeV

The background from other � decays for such a sample is estimated (using

Monte Carlo events) to be about 0.5 (1.0)% in the barrel (endcap) region of the

detector. Although the control sample is not completely independent of the

main �! ����� sample used to extract hP� i and AFB
pol , studies [50] show that

for muons the correlation between the response in the calorimetery and that in

the muon chambers can be neglected. Therefore, this �! ����� sample can be

used to obtain momentum-dependent corrections to the Monte Carlo MCHID e�-

ciency, which can then be combined with those obtained using the !�+��and

e+e�!�+��samples mentioned in the previous section. As before, the correction

factor (C i
�) is calculated in the ith momentum bin as the ratio of the data and MC

e�ciencies, where the data has �rst been corrected for its estimated background

content. Figure 8.7 shows the binned values of C i
� for samples in the barrel and

endcap regions, where a linear �t has been applied to each set of values.

  5.433    /     9
P1  0.9861  0.3727E-02
P2 -0.5061E-02  0.8857E-02

xµ

C
µi   5.848    /     9

P1  0.9994  0.7070E-02
P2 -0.2295E-02  0.1670E-01

xµ

C
µi

(a) (b)

0.9

0.925

0.95

0.975

1

1.025

1.05

1.075

1.1

0.25 0.5 0.75 1

0.9

0.925

0.95

0.975

1

1.025

1.05

1.075

1.1

0.25 0.5 0.75 1

Figure 8.7: The C i
� distributions for the �! ����� samples identi�ed in (a) the

barrel and (b) the endcap regions. A straight-line �t is applied to each distribution,
the results of which are displayed in the top right hand corner of each plot.

As previously mentioned, the values of C i
� shown are comparable with the

values of hC"ii obtained by applying MCHID to the !�+��, e+e�!�+�� and

e+e�!�+��samples discussed in the previous section. Therefore, the binned values
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of hC"ii are rede�ned by combining them with the values of C i
� to give a weighted

mean. Figure 8.8 shows the variation of hC"ii with momentum for the barrel and

endcap regions, where C i
� has now also been incorporated. A correction function

is obtained by performing a straight-line �t to these binned values of hC"ii, the
results of which are included in the plots shown in �gure 8.8 and give the following

corrections:

C"(x�) =

8><
>:

0:98633 � 0:0047901 � x� (barrel - B2)

0:99897 � 0:0066374 � x� (endcap -E2)

It is these functions that are then used to weight Monte Carlo �! ����� decays

identi�ed by MCHID within the selections B2 and E2. The evaluation of system-

atic errors arising from uncertainties in selection e�ciency is treated as in the case

for selections B1 and E1.
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Figure 8.8: Distributions in hC"i obtained by applying MCHID to data and MC
muon control samples in (a) the barrel and (b) the endcap regions. The values
of hC"i are obtained by taking the mean of the values of hC"i (obtained using
the non-� samples) with the values of C� (obtained using the �! ����� control
sample). A straight-line �t is applied to each distribution, the results of which
are displayed in the top right hand corner of each plot and are used as corrections
functions for selections B2 and E2.
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8.3.2 Testing the ECAL/HCAL selection cuts used in the

barrel region

The �! ����� selections B1 and B2 in the barrel region accept candidates which

have failed the muon chamber cuts (MCHID), if they instead pass cuts made using

the ECAL and HCAL (CALID). Since one of the requirements of CALID is that

such � decays must be only selected outside the geometrical acceptance of the

muon chambers, the �! ����� decays selected inside the geometrical acceptance

using MCHID can therefore be used as an independent sample of muons with

which to test the response of the ECAL and HCAL. These decays are divided into

those which pass through a fully active region of the HCAL, and those which do

not. The ECAL/HCAL cuts used in selection B1 and B2 are then applied to both

(including the cut onMinv) and the e�ciencies for data and Monte Carlo events are

compared in the usual way (that is, correcting for the hadronic background before

evaluating the e�ciencies). The ratios of the e�ciencies are shown in �gure 8.9,

where C in
HC and Cout

HC are the bin-by-bin ratios ("idat="
i
MC) for those tracks within

the sample which are inside and outside the geometrical acceptance of the HCAL

respectively.

  20.44    /    18
P1   1.021  0.6863E-02
P2 -0.1952E-01  0.1618E-01

xµ

C
H

C
in

  3.911    /     5
P1  0.9813  0.6962E-01
P2  0.1086  0.1867

xµ

C
H

C
ou

t

(a) (b)

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

0.2 0.4 0.6 0.8 1
0.6

0.8

1

1.2

1.4

1.6

1.8

0.2 0.4 0.6

Figure 8.9: The distributions for (a)C in
HC and (b)Cout

HC obtained using a �! �����
samples identi�ed in the barrel within the geometrical acceptance of the muon
chambers. A 1st order polynomial �t is applied to each distribution, the results of
which are displayed in the top right hand corner of each plot.
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Figure 8.9 shows that, when a straight-line is �tted to C in
HC, the gradient is

not consistent with being 0 to within 1�, suggesting that there is a momentum

bias in the Monte Carlo simulation of the ECAL and HCAL response to muons. A

momentum-dependent correction based upon the results of the �t is therefore used

to weight Monte Carlo �! ����� decays which are identi�ed by CALID within

selections B1 and B2, and which point to an fully active region of the HCAL. This

is,

C in
HC(x�) = 1:020980 � 0:019522 � x�

For the Cout
HC distribution, statistical evidence of a momentum bias in the MC

e�ciency is less conclusive due to the small number of events in the samples,

particularly for x� > 0:75. The gradient obtained from the �t is consistent with

0, and has a large error. Therefore those �! ����� decays passing the CALID

selection in the barrel whose trajectories do not point to an fully active region of

the HCAL are not corrected.

However, it should be noted that, if C in
HC and Cout

HC are determined for all x�

(that is, ignoring momentum-dependence), the following numbers are obtained:

hC in
HCi = 1:0135 � 0:0075

hCout
HCi = 1:030 � 0:038

where this implies that the muons in the data pass the CALID criteria with greater

e�ciency than those in Monte Carlo events. If anything, the opposite is observed

for tests involving the cuts used in MCHID, and so this partly accounts for the

fact that the fraction of �! ����� candidates in the barrel identi�ed by CALID

as opposed to MCHID is larger for data events compared to the Monte Carlo. A

contribution to this discrepancy is also brought about by muon chamber e�ciency

near the edges of MB dropping o� slightly more quickly for events in the data

(see �gure D.1). The CALID detection scheme is there to counteract this very

problem, and so it is important that the overall CALID e�ciency (for all x�) is

well simulated. Therefore, after the C in
HC(x�) weighting has been applied to MC

�! ����� candidates identi�ed using CALID, the overall normalisation of such

events is allowed to have changed. This e�ect is considered in the evaluation of
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systematic errors on hP� i and AFB
pol in addition to the e�ect of altering the value

of P2.
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Chapter 9

Extraction of hP�i and AFB
pol

This chapter describes the analysis that has been performed to extract values for

hP� i and AFB
pol from the �! ����� samples obtained using selections B1, B2, E1

and E2 (see tables 6.1 and 6.3 in chapter 6). First the binned maximum likelihood

�t that is used will be described at length, followed by descriptions of several other

methods that have been used to ensure that the errors arising from all potential

systematic e�ects may be determined. The results of the �ts for each of the four

selections are given, and then the results for selection B1 are combined with those

from E1, and similarly for B2 and E2. The combination that gives the lowest errors

for hP� i and AFB
pol is quoted as the �nal result, whilst the remaining combination

exists to provide a useful cross check. In the conclusions at the end of the chapter

these �nal numbers are discussed in the light of previous measurements of hP� i
and AFB

pol made using �! ����� decays at OPAL.

9.1 The binned maximum likelihood �t

The basic principle behind the method used to simultaneously extract hP� i and

AFB
pol is as follows. Linear combinations of binned distributions for positive and

negative helicity Monte Carlo � decays are �tted to the corresponding real data

distribution, where the real and simulated data events have undergone exactly the
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same �! ����� selection procedures. This �tting method was briey introduced

earlier (in chapter 2), and, although based on similar procedures used by OPAL

and other LEP experiments, has been developed independently for this analysis.

The same method is applied to samples obtained in the barrel and endcap

regions, where the �tting procedure only permits any one of selections B1, B2, E1

or E2 to be used at any one time. The chosen �! ����� selection is applied to

e+e�!�+��events identi�ed from on-peak data taken in the years 1990 to 1994

and all on-peak Monte Carlo events generated using the 1993 and 1994 detector

con�gurations.

Any �! ����� candidates thus identi�ed from the real data samples are binned

according to x� (the track momentum normalised to the beam energy) and cos �

(de�ned using the track in CT only). The variable dij is de�ned to be the number

of real data candidates in the ijth (cos �; x�)-bin. During the process of binning the

charge of the tracks must be considered. By convention hP� i = hP��i, and to a very
good approximation hP��i = �hP�+i using the arguments outlined in chapter 2.

Therefore the sign of cos � must be reversed for all �+! �+���� candidates before

binning, where henceforth in this section we shall mostly only refer to the ��.

Naturally the method relies on there being very few tracks with mismeasured

charge in the data, and this problem is addressed later in the chapter.

Consider now the number of �! ����� candidates within the ijth bin. Ac-

cording to Poisson statistics the probability of observing dij data events in each

bin is given as

e�fij
f
dij
ij

dij!

where fij is the predicted number in a given bin and is appropriately normalised

such that
P

ij fij =
P

ij dij. The principle behind the binned maximum likelihood

method used here is that if fij depends on some input parameter (like hP� i, for
example), then this parameter can be varied until the total probability summed

over all i and j (the likelihood) is maximised. For convenience, the logarithm of

the probabilities can be taken and so (omitting constant factorials) the function
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that needs to be maximimised within the �t is the (log-)likelihood given by,

lnL =
X
ij

dij ln fij � fij (9.1)

For the �t under consideration here the values of fij are evaluated by using

Monte Carlo events to predict the number of candidates that should be seen in the

ijth bin, given di�erent input values of hP� i. Monte Carlo �! ����� candidates

come from three possible sources, and so a further bin index k is used to denote

each of these, where,

k =

8>>>>><
>>>>>:

1 candidate from �� with helicity=�1
2

2 candidate from ��with helicity=�1
2

3 candidate from non-� -pair event

The following naming conventions are thus used for the total number of Monte

Carlo events arising from each possible source k after applying the �! �����

selection to all types of event:

Nk =
X
ij

Wijkaijk and NMC =
3X
k

Nk (9.2)

The weighting of events has been included in the calculation of these numbers and

enters through the bin-averaged termsWijk. For instance, non-� events have to be

weighted to give the same integrated luminosity as � events, whilst the � events

themselves are weighted to correct for the obsolete branching ratios used as inputs

during event generation. In addition, the background and e�ciency corrections

described in chapters 7 and 8 have also used to weight events. The terms aijk

represent the unweighted number of events in a given bin. It is important know

the unweighted numbers aijk since they are subject to statistical uctuations, the

treatment of which will be discussed in the next section.

Returning to equation 9.1 we may de�ne the general form for the fij terms as,

fij =
�
ND

NMC

� 3X
k=1

PkFijk (9.3)
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where the quantity Fijk is the probability density function for source k, and so

represents the fraction of MC events from source k that lie in the ijth bin:

Fijk =
WijkaijkP
ijWijkaijk

=
Wijkaijk
Nk

(9.4)

However, more important in equation 9.3 is the quantity Pk, which is the total

number of Monte Carlo events from source k that is expected given the overall

size of the Monte Carlo sample (NMC) and the current �t value for hP� i.1 The

values of fij are normalised to the overall size of the real data sample by the factor

in brackets outside the summation. With each iteration of the �t, therefore, it can

be seen that only Pk in equation 9.3 should change, and is de�ned as follows for

the three possible values of k:

Pk =

8>>>>><
>>>>>:

1
2 [1� (hP� i +�P "

� )] � (N1 +N2) (k = 1)

1
2
[1 + (hP� i +�P "

� )] � (N1 +N2) (k = 2)

N3 (k = 3)

(9.5)

It is the underlying polarisation, hP� i, which gives the following expressions for the
relative cross sections of positive and negative helicity �� particles before selection

criteria are applied:

1

2
(1� hP� i) = ��

�+ + ��
and

1

2
(1 + hP� i) = �+

�+ + ��
(9.6)

However, since the momentum spectra of the two helicity states are markedly

di�erent and since also the e�ciencies of the various �! ����� selections used are

momentum-dependent, one expects the actual polarisation present in the �nal data

samples of �! ����� decays to be di�erent from the underlying �t value, hP� i.
This e�ect is corrected for by the inclusion of the term �P "

� seen in equations 9.5,

where this is calculated using MC events (with all e�ciency corrections applied).

The value of �P "
� is typically about -0.014, and so a systematic error on the �nal

�t value of hP� i must be assigned to account for the error on �P "
� .

In order to make the �tting procedure sensitive to AFB
pol , one can assume that

the detector is symmetric about cos �=0, and bin all Monte Carlo � decays (k�2)

1In other words, Pk is de�ned such that
P
k
Pk =

P
k
Nk = NMC .
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according to j cos �j. Consider the following expression for the di�erential cross

section of the �� in the improved Born approximation:

d��

d cos �
= C

�
(1 � hP� i) �

�
1 + cos2 �

�
+
8

3

�
A0
FB �AFB

pol

�
cos �

�
(9.7)

where the � indicate the negative and positive helicity states of the ��. From this

equation it can be seen that for �� decays of a given helicity state and in a given

j cos �j bin, the anti-symmetric cos � terms in equation 9.7 cancel for the forward

(cos � > 0) and backward (cos � < 0) hemispheres (under the symmetric detector

assumption). Therefore, to a good approximation, distributions binned in j cos �j
for MC � decays of a given helicity state are independent of the value of AFB

pol used

by the MC program KoralZ4.0 during event generation. The current �t value of

AFB
pol may therefore be imposed instead by using equation 9.7 to predict, for MC

�! ����� decays of a given helicity and within a particular j cos �j bin, the relative
fractions that exist in the forward and backward hemispheres. Note that, within

equation 9.7, the value used for the pole forward-backward asymmetry, A0
FB, is

constant throughout the �t and is taken to be the measured value in the Z0!�+��

channel [10] at
p
s = MZ.

It is now appropriate to de�ne the probability densities Gjijjk for negative

(k=1) and positive (k=2) helicity MC � decays when binned in j cos �j rather
than cos � (Fijk),

Gjijjk =
WjijjkajijjkP
jijjWjijjkajijjk

=
Wjijjkajijjk

Nk
(9.8)

where jij is used to denote the appropriate j cos �j bin. These probability densities

may be used in rede�ning the expression for fij, where now,

f�ij =
�
ND

NMC

�" 2X
k=1

Pk

 
��ik

�+ik + ��ik

!
Gjijjk + P3F�ij3

#
(9.9)

Here � has been placed in front of the index i to distinguish between cos � bins

in the forward and backward directions. Average values of cos � and cos2 � for �

MC decays in j cos �j bin jij are used in calculating the values of ��ik from equa-

tion 9.7. In addition, the corrections which account for the e�ects of  exchange,

Z interference and QED photonic corrections are taken into account in evaluating

the values of f�ij . This will be discussed again in section 9.5.
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In discussing how the e�ects of Monte Carlo statistical uctuations are included

in the �t, it is desirable that a more general form than equation 9.9 is used for

f�ij . If the density functions Gjijj and F�ij3 are substituted using equations 9.4

and 9.8, then we may write:

f�ij =
�
ND

NMC

�" 2X
k=1

Pk

 
��ik

�+ik + ��ik

!
Wjijjkajijjk

Nk
+ P3

W�ij3a�ij3
N3

#
(9.10)

This may now be written in the following more general form in which the ajijjk

and a�ijk terms (which are subject to the Monte Carlo statistical uctuations) are

separated from the other terms.

f�ij =
2X

k=1

(w�ijkajijjk) + w�ij3a�ij3 (9.11)

Thus all the other terms present in equation 9.10 are collected together into single

weighting terms wijk which vary with each iteration of the �t.

Now that the evaluation of fij and dij used in equation 9.1 have been fully

discussed, it remains to briey describe how the lnL function is maximized. This

is done using a package called MINUIT [18], where in fact it is (� lnL) that is used
by MINUIT since the program only allows for minimization. Starting values for

hP� i and AFB
pol , as well as step sizes for varying them during the �t, are speci�ed

and then MINUIT calculates the values of hP� i and AFB
pol for which (� lnL) was

minimized, along with their statistical errors.

9.2 Incorporating Monte Carlo statistics

The �tting method as it stands assumes that the values of fij are not subject to

statistical uctuations, and so the errors on hP� i and AFB
pol returned from the �t by

MINUIT only account for statistical uctuations in the real data. However, it can

seen from Equation 9.11 that the predicted values in each bin rely on ajijjk(a�ijk),

the unweighted number of Monte Carlo events from source k in bin jijj (or � ij).

There will be some bins where the value of ajijjk or a�ijk is low (or even zero), and
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so a second �t is performed where the e�ects of Monte Carlo statistical uctuations

have been incorporated into the likelihood function using methods based on those

described in [9] (the necessary changes made to lnL are discussed in appendix E).

The error returned by MINUIT for this second �t is larger, and is taken to be the

quadratic sum of the data and MC statistical errors, where the former is known

from the �rst �t. Thus the MC statistical error can be evaluated and included as

part of the overall systematic error. The �nal values used for hP� i and AFB
pol are

also taken from this second �t.

From [9] the general expression for a maximum likelihood function with the

e�ects of Monte Carlo statistical uctuations incorporated, is given by:

lnL =
X
ij

(dij ln fij � fij) +
X
ij

3X
k=1

(aijk lnAijk �Aijk) (9.12)

where the number predicted to be in each bin fij is now taken to be,

fij =
3X

k=1

wijkAijk (9.13)

Aijk is the expected number of MC events and, in general, di�ers from the actual

unweighted number of MC events observed in that bin, aijk. For the case in

question here, however, the situation is complicated by the fact that the Monte

Carlo samples used in the forward and backward hemispheres for k � 2 are the

same. Therefore, equation 9.12 is rewritten to treat the cos �<0 and cos �>0 bins

simultaneously:

lnL =
X
jijj

[ (d+ij ln f+ij � f+ij + d�ij ln f�ij � f�ij)

+
2X

k=1

�
ajijjk lnAjijjk �Ajijjk

�
+ (a+ij3 lnA+ij3 �A+ij3 + a�ij3 lnA�ij3 �A�ij3) ] (9.14)

The indices jij and �i have again been used to distinguish between quantities

binned in j cos �j and cos � respectively, whilst the f�ij values are now given by,

f�ij =
2X

k=1

(w�ijkAjijjk) + w�ij3A�ij3 (9.15)

This function, as it stands, contains too many unknowns for MINUIT to handle.

As is described for the general case in [9], analytical methods are applied to solve
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for the terms Ajijjk and A�ij3, thereby reducing the number of unknowns. The

method for this is outlined in Appendix E, where these have been adapted from

those used in [9] to handle the problem of treating the forward and backward

hemispheres simultaneously.

9.3 Charge misassignment

It is important for �! ����� candidates identi�ed from real data events to have

correctly measured charge, since the sign of cos � for candidates coming from �+

decays must be reversed before binning. Charge mismeasurement would therefore

result in the measured value of hP� i being closer to zero. The e�ect is momentum-
dependent since higher momentum tracks are straighter and therefore more likely

to have their curvature mismeasured. This will lead to the biasing of the momen-

tum spectra, and hence also changes in the measured value of hP� i. It is dangerous,
however, to merely exclude events in which both cones would appear to have the

same measured charge. This is because such events occur with less frequency in

the Monte Carlo, and so the extent to which momentum spectra might be biased

by their omission would be di�erent for data and Monte Carlo events. Instead, for

events where both cones contain single tracks with the same charge, it is possible

to construct a probability for each track that its measured charge is incorrect,

P q
mism. The charge of a candidate �! ����� decay may therefore be reversed on

the basis that its value of P q
mism is higher that of the opposite track in the event.

There are a certain number of reasons why charged tracks in the central track-

ing detector (CT) have mismeasured charges. Usually it is because the track is

travelling across an anode plane in CJ or because it passes through an inactive

region of CV and/or CZ. In the endcap, none of the tracks have CZ hits of course,

and additionally there is the problem that the wire coverage in CJ drops o� with

increasing j cos �j. By using the likelihood measurement, all these factors can be

combined into a single probability that the charge is mismeasured.
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The basis of the likelihood method is as follows. Suppose that the variable

xi is the ith one of Nvar possible variables that could be used to construct this

probability. It is then possible to determine probability density functions f ij (xi)

for the di�erent track types j (j is 1 for tracks with mismeasured charge or 2 for

all other tracks) where these must all be normalised to unity and are assumed to

be uncorrelated: Z
f ij (xi)dxi = 1

For each variable, the probability eij(xi) that the track is of type j is given by,

eij(xi) =
f ij (xi)P2
j=1 f

i
j(xi)

These single-variable probabilities can then be combined into a single quantity,

Ej(~x):

Ej(~x) =
NvarY
i=1

eij(xi)

Finally the probability Pj(~x) that the track is of type j using all Nvar variables is

given by,

Pj(~x) =
Ej(~x)P2
j=1 Ej(~x)

where here we require P q
mism = P1(~x), the probability that the charge has been

misassigned. For determining the probabilities Pj(~x) variables must be chosen

which give good discrimination between tracks with correct charge measurement

and those where the charge is mismeasured. For tracks in the barrel region, the

following variables are used:

� the number of axial CV hits, Na
CV

� the number of stereo CV hits, N s
CV

� the number of CZ hits, NCZ

� the variable, �qCJ , which is de�ned as,

�qCJ =
7:5 +Qmeas(�CJ � 7:5)

1:5
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where �qCJ gives a measurement of the track position within a CJ sector, and

includes charge dependence to optimize the di�erence in the density functions

between tracks with correct and incorrect charge assignments. For tracks in the

endcap region the number of CJ hits, NCJ , is used in place of NCZ .

Discrete values of the normalised probability density functions are determined

for each variable using 1-prong decays from Monte Carlo e+e�!�+��events. Using

the MC tree information to pick out those tracks with misassigned charge, the �

decays are also further subdivided into loosely identi�ed muons (using the \loose"

muon identi�cation mentioned throughout this thesis), electrons (for which the

highest energy cluster in the cone, Eclus > 0:8ptrk) or hadrons (any other cones

containing a single charged track). A separate set of functions is therefore deter-

mined for each particle type, and in di�erent regions of the detector (the barrel

and endcap regions being de�ned in the usual way).
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Figure 9.1: Distributions in �P q
mism for MC e+e�!�+��events in the range

j cos �j < 0:90), where both cones contain a single track of the same charge. In
addition at least one of the tracks is identi�ed as a �! ����� decay by either
selection B1 or E1. The shaded region shows the subset of events for which it
is the muon track whose charge is misassigned, whilst the hatched region shows
events where both cones are identi�ed as muons.

Figure 9.1 shows the di�erence in probability �P q
mism for MC e+e�!�+��events

in which both cones contain a single track of the same measured charge, and where

at least one of the cones is identi�ed as a �! ����� candidate (combining the

barrel and endcap selections B1 and E1). The variable �P q
mism is de�ned such
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that,

�P q
mism = P qBAD

mism � P qOK
mism

where P qBAD
mism is the probability of charge misassignment for the track in the event

whose measured charge is actually incorrect, whilst P qOK
mism is the misassigment

probability for the track that is well measured. If the method works, it would

therefore be expected that P qBAD
mism > P qOK

mism for nearly all tracks, and, apart from

a handful of tracks that are mostly in the endcap, this is indeed the case. For

Monte Carlo e+e�!�+��events, the method is 100% e�cient at picking out the

misassigned charge in events containing two identi�ed �! ����� candidates with

the same measured charge (although only 11 (6) such events were observed in the

barrel (endcap) region out of 900k generated events). For events containing a single

�! ����� candidate, the charge of the muon track is reassigned if,

�P q
mism > 0:25

This results in 27 of the 28 (barrel) MC �! ����� candidates with charge misas-

signment having their charges correctly reassigned (31 out of 32 in the endcap).

Conversely there are 3 events out of 267 in the barrel in which the �! ����� can-

didate is mistakenly chosen to be the track in the event with misassigned charge

(this occurs 3 times out of 159 events in the endcap).

In the data, the fraction of events with wrongly assigned charge is larger by

a factor of �2 for all momenta, and, although this still represents a very small

fraction of the data set, the method formulated above is applied to all real data

�! ����� candidates before binning. This is done as the default action, whilst

the charge misassignent tagging is swtiched o� in the assessment of systematic

errors.

9.4 The symmetry of the OPAL detector

Since the extraction of hP� i and AFB
pol assumes that the OPAL detector is sym-

metric about cos �=0, a simple study was performed to ensure that this was the
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case for both data and Monte Carlo events.

The selections used for both the barrel and endcap regions rely mostly on the

use of the muon chambers, and so the check is to see that the e�ciency of the

muon chamber selection (MCHID, see chapter 6) is symmetric for all muons in

OPAL. This is done using a sample of �! ����� decays selected using the ECAL

and HCAL (the selection uses similar cuts to those used in previous sections).

The e�ciency with which such a sample passes MCHID in the forward ("F� ) and

backward ("B� ) hemispheres is observed as a function of j cos �j of the muon track

in CJ (where only muons in the acceptance of the muon chambers are considered).

Figure 9.2 shows "F� and "B� for both the data and Monte Carlo samples in �ve

bins of j cos �j, as well as the the ratio "F� ="
B
� .

|cosθtrk|

ε µF
(%

)

|cosθtrk|

ε µB
(%

)

|cosθtrk|

ε µF
/ε

µB

(a) (b) (c)

92

93

94

95

96

97

98

99

0 0.5
92

93

94

95

96

97

98

99

0 0.5
0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

0 0.5

Figure 9.2: The e�ciency of muon chamber selection in (a) the forward ("F� ) and
(b) the backward hemispheres ("B� ) for a sample of �! ����� decays identi�ed
using the hadron and electromagnetic calorimeters in the region j cos �j < 0:90.
Figure 9.2(c) shows the ratio "F� ="

B
� . In all diagrams the 1990-94 data is represented

by the points shown as �lled circles, whilst the empty circles represent the Monte
Carlo data. The vertical dotted line is to distinguish between the barrel (j cos �j<
0:72) and endcap regions of the detector.

The four bins in the barrel region show no overall trend in the case of either

the data or Monte Carlo distributions in "F� ="
B
� , and so these bins are combined

into a single value for the barrel. The overall e�ciencies for both the barrel and

endcap regions are given in table 9.1.

The Monte Carlo numbers indicate that the e�ciencies in the forward and

backward hemispheres are consistent with each other. However, since MC � events

186



Barrel region Endcap region

1990-94 data Monte Carlo 1990-94 data Monte Carlo

"F� 0.9417�0.0033 0.9519�0.0013 0.9719�0.0069 0.9803�0.0019
"B� 0.9410�0.0032 0.9524�0.0013 0.9767�0.0064 0.9809�0.0018

Table 9.1: Values of "F� and "B� for samples of �! ����� events identi�ed in the
barrel and endcap regions using the ECAL and HCAL.

are in bins of j cos �j, a discrepancy would have no systematic e�ect on the values

of hP� i and AFB
pol . If, in the case of real data, "F� and "B� were inconsistent with

one another then some correction would have to applied within the �t to take this

e�ect into account. In neither the barrel or endcap regions is this the case ("F� and

"B� are consistent to within errors for both regions of OPAL), and so no correction

need be applied. Nevertheless the values for "F� and "B� can be used to evaluate

the size of the systematic errors on hP� i and AFB
pol that arise from the detector

symmetry assumption. First it is necessary to make a few de�nitions. Recall that

the � asymmetries are de�ned as follows,

P� =
�FR + �BR � �FL � �BL

�tot

AFB
pol =

(�FR � �FL )� (�BR � �BL )

�tot

AFB =
(�FR + �FL )� (�BR + �BL )

�tot
(9.16)

With some rearranging the following set of equations are obtained,

�FR =
�tot
4

�
1 + P� +AFB

pol +AFB

�
�BR =

�tot
4

�
1 + P� �AFB

pol �AFB

�
�FL =

�tot
4

�
1 � P� �AFB

pol +AFB

�
�BL =

�tot
4

�
1 � P� +AFB

pol �AFB

�
(9.17)

One can now estimate the change that occurs in the observed value of AFB
pol that

results from the introduction of di�erent muon chamber e�ciencies in the forward
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("F� ) and backward ("B� ) hemispheres:

�AFB
pol = AFB0

pol �AFB
pol

=
"F� (�

F
R � �FL )� "B� (�

B
R � �BL )

"F� (�
F
R + �FL ) + "B� (�

B
R + �BL )

�AFB
pol (9.18)

Substituting in equations 9.17 leads to the expression,

�AFB
pol =

("F� � "B� )

2

"
�tot

"F� (�
F
R + �FL ) + "B� (�

B
R + �BL )

# �
P� �AFB

polAFB

�

This expression can be simpli�ed if the assumption is made that "F� ' "B� ,

�AFB
pol '

 
"F� � "B�
"F� + "B�

!�
P� �AFB

polAFB

�
(9.19)

Using a similar derivation, it possible to obtain an analogous equation for the

evaluating the sensitivity of hP� i to an asymmetric selection e�ciency:

�P� '
 
"F� � "B�
"F� + "B�

!�
AFB
pol � P�AFB

�
(9.20)

The expressions 9.19 and 9.20 are used in section 9.7.1 in the evaluation of

systematic errors.

9.5 QED, photonic and mass corrections

The measured values of hP� i and AFB
pol must be corrected for certain e�ects in

order that the following expressions become exact:

hP� i = �A� and AFB
pol = �

3

4
Ae (9.21)

where the coupling combinations A` are given by,

A` =
â`v̂`

v̂2` + â2`
(9.22)

As explained in chapter 2, the couplings of leptons to the Z0 boson are subject

to weak corrections. In the improved Born approximation, which takes the lead-

ing weak corrections into account, this results in the lowest-order vector and axial
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couplings being replaced by the e�ective quantities given in equation 9.22. How-

ever, in order that the e�ective couplings can be obtained from the hP� i and AFB
pol

measurements using expressions 9.21 the following e�ects must �rst be corrected

for (see also [11]):

� Direct Born-level  and Z0 terms, which are dependent upon
p
s. The

results, therefore, are corrected to correspond to hP� i and AFB
pol at

p
s=MZ

with no -exchange in the s-channel.

� Electomagnetic radiative corrections for initial and �nal state radiation from

the beam particles and �� respectively.

� Born-level mass terms leading to helicity-ip con�gurations.

In doing this it is necessary to make use of the program ZFITTER [17].

Certain Standard Model electroweak parameters may be passed to the program

(Mtop,MZ,MH and �s), which can then be used to calculate various asymmetries

and cross sections at speci�ed values of
p
s. Within the calculations the e�ects of

initial and �nal-state QED radiation can be included up to O(�2), or alternatively

switched o� to get instead the underlying values for the asymmetries in the im-

proved Born approximation. In fact, the weak corrections are implemented through

an e�ective form-factor approach which extends the improved Born approximation

to also account for the imaginary parts of couplings and the non-factorisability of

some corrections between initial and �nal states. The e�ects of the photon prop-

agator can also be investigated by switching o� s-channel  exchange and/or Z

interference within the calculations.

The e�ects which it is necessary to correct for are switched on or o� within

ZFITTER to calculate the combined e�ect that they have upon the values of AFB

(in bins of j cos �j) and hP� i (in bins of cos �). These changes are applied on a

bin-by-bin basis to the � Monte Carlo \strengths" �ik in equation 9.9, where these

have �rst been predetermined for the negative and positive helicity states using

the current �t values of hP� i and AFB
pol within the improved Born approximation
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(expression 9.7). Typically, the inclusion of these corrections as part of the �tting

procudure results in the following changes in the measured values of hP� i and

AFB
pol ,

�P� ' �0:003 and �AFB
pol ' �0:002

A systematic error of 0.001 is assigned to each measurement to account for uncer-

tainties in the corrections calculated by ZFITTER. Both the above changes in the

asymmetries and the assignment of the systematic errors are consistent with those

used for other LEP measurements of the � polarisation asymmetries.

A further point to mention is that the program ZFITTER requires the user

to specify di�erent kinematical cuts which are used in the calculation of QED pho-

tonic corrections. These are chosen to be consistent with the e+e�!�+��preselection

and �! ����� selections detailed in previous chapters. Figure 9.3 illustrates, for

example, the sensitivity of the hP� i values calculated by ZFITTER to di�erent

acollinearity cuts.

Acollinearity cut

〈P
τ〉

-0.1394

-0.1392

-0.139

-0.1388

-0.1386

-0.1384

5 10 15 20 25 30 35 40 45

Figure 9.3: The variation of hP� i at the Z0 resonance for di�erent acollinear-
ity cuts as calculated by ZFITTER (using MZ=91.1863GeV, Mtop=175GeV,
MH=300GeV and �s=0.118). The actual kinematic cut used in the analysis is
shown as a vertical dashed line.

9.6 Tests of the �tting procedure

Before applying the polarisation �t to real data a simple test was performed to

check that the �tting procedure was working. If the individual MC distributions
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for the two helicity states and non-� background are actually �tted to the summed

MC distributions (in place of real data), then the values of hP� i and AFB
pol extracted

should correspond to similar values calculated by counting the actual numbers of

negative and positive helicity � decays in the forward and backward hemispheres.

This was done for all four selections, and in each case it was found that the

statistical errors on the �tted values of hP� i and AFB
pol were substantially larger

than the di�erence between the values obtained by �tting and those obtained by

the counting method.

9.7 Results

By applying the �tting procedure to �! ����� samples collected using each of the

four selections described in chapter 6, the following results for the � asymmetries

were obtained (see also the plots in �gure 9.4):

hP� i =

8>>>>>>>><
>>>>>>>>:

�0:143� 0:030 (stat:)� 0:018(syst:) - selectionB1

�0:157� 0:030 (stat:)� 0:020(syst:) - selectionB2

�0:141� 0:061 (stat:)� 0:036(syst:) - selectionE1

�0:153� 0:061 (stat:)� 0:038(syst:) - selectionE2
(9.23)

AFB
pol =

8>>>>>>>><
>>>>>>>>:

�0:126 � 0:034 (stat:)� 0:005(syst:) - selectionB1

�0:125 � 0:034 (stat:)� 0:006(syst:) - selectionB2

�0:039 � 0:047 (stat:)� 0:013(syst:) - selectionE1

�0:042 � 0:047 (stat:)� 0:013(syst:) - selectionE2
(9.24)

Before analyzing these results further, the evaluation of the systematic errors

quoted above is discussed below.

9.7.1 Evaluation of systematic errors

The assignment of systematic errors to hP� i and AFB
pol have been mentioned where

appropriate throughout this thesis. The sources of systematic error and their
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Figure 9.4: Final distributions in x� for each of the four �! ����� selections after
performing the polarisation �t, where each distribution is summed over all cos �
bins used during the �t. The Monte Carlo distributions from all sources have been
corrected for statistical uctuations and added together (given the �nal �t values
for hP� i and AFB

pol ) to give the shaded histograms, whilst the points represent data
collected at the Z0 resonance between 1990 and 1994. The hatched region shows
the non-� background, whilst the broken lines show the MC contributions from all
tau leptons identi�ed as �! ����� decays. The positive helicity taus are shown
by the dotted lines, and the negative helicity taus are shown by the dashed lines.
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evaluation may be summarized as follows:

� MC statistics - The MC statistical error is combined with the systematic

errors in accordance with the latest OPAL polarisation analysis [27].

� MC momentum simulation - The momenta of all MC particles have

been smeared according to the procedures described in chapter 4, where the

systematics are dominated by the smearing applied to the transverse momen-

tum (rather than the cot � measurement). Systematic errors are assigned for

selectionsB1 and B2 by varying the smearing parameters � and �, and by

switching o� the random number generator used in applying extra smear-

ing to tracks near the cathode plane. For selectionsE1 and E2 additional

uncertainty arises due to the use of parameterisations for the smearing pa-

rameters. For systematic studies these parameterised values are replaced by

�xed values to observe the e�ect on hP� i and AFB
pol , and then these �xed

values themselves are then varied.

� Selection e�ciency - By default the selection e�ciencies are corrected

by weighting signal MC decays by a momentum-dependent factor of the

general form, C"(x�) = P1 + P2 � x�. If the gradient term is inconsistent

with zero then it is varied by the size of its error to assign the systematic

error, otherwise the correction is merely switched o�. In the barrel region

an error is obtained using this method for the MCHID correction, and this

is combined quadratically with a similar error obtained by turning o� the

correction applied to the events selected using the CALID identi�cation.

The error associated with the corrections �P "
� used in equations 9.5 are also

included as part of the selection e�ciency error, since changes made to the

C"(x�) functions are correlated with the values used for �P "
� .

� Non-� background - The factors described in chapter 7 for correcting the

MC backgrounds from !�+��and e+e�!�+��events were all found to

be consistent with one, and so were not used during the �tting procedures

by default. However, they may be used in the evaluation of systematic er-

rors by applying them to each background type separately, and taking the
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observed changes seen in hP� i and AFB
pol to be the size of the systematic

error. This was done for all four selections and for both !�+��and

e+e�!�+��background events. This error is particularly important in the

case of the e+e�!�+��background since the values returned from the polari-

sation �t are relatively sensitive to changes in the size of the MC background

estimate. This is because the background events lie in a momentum range

in which there are few �! ����� decays. It is also important to note that

the size of the e+e�!�+��background is not that sensitive to changes in the

smearing parameters � and � mentioned above since many of the residual

e+e�!�+��background events have not entered the sample through momen-

tum mismeasurement. It is insu�cient therefore to take the error on the size

of the MC e+e�!�+��background to be simply part of the error assigned for

the MC momentum simulation.

� Hadronic � -decay background - For selections B2 and E2 (for which

such backgrounds are larger than those for B1 and E1) an error is assigned

by applying the background corrections described in chapter 7. Since the

corrections themselves are consistent with unity in every case, they are again

not applied by default. For selections B1 and E1, which have very small �

backgrounds, the errors are obtained by applying the same corrections used

for B2 and E2.

� MC branching ratios - Chapter 4 detailed how weights could be applied

to MC e+e�!�+��events to correct for the now obsolete branching ratios

used in their generation. The weights can be adjusted to account for the

error on the each branching ratio. Since, for the hadronic decays, this has a

similar e�ect to applying the background corrections obtained in chapter 7,

the systematic error is taken as the larger e�ect out of altering the branching

ratio by the size of its error or by applying a background correction. The

branching ratio of the �! ����� channel itself is not varied since this too

would amount to counting the same error twice.
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� A0
FB

value - There is an error on the measured value of the pole asymmetry

A0
FB used in equation 9.7. The systematic uncertainties on hP� i and AFB

pol

that arise from the use of this measured value are evaluated by varying A0
FB

by the size of its error.

� Charge misassignment - The algorithm used to look for and correct mis-

assigned charges is switched o� and the systematic errors on hP� i and AFB
pol

are assigned accordingly.

� Detector symmetry - The �tting routine makes the assumption that the

OPAL detector is symmetric about cos �=0. A systematic error associated

with this assumption is assigned using equations 9.19 and 9.20 and numbers

given in table 9.1.

� ZFITTER -To be consistent with other polarisation measurements (see [11]),

an error is assigned based on the use of ZFITTER to correct for the e�ects

described in 9.5.

The individual contributions to the overall systematic error for each of the four

�! ����� selections are shown in table 9.2:

9.8 Interpretation of results

As it stands there are four separate measurements for both hP� i and AFB
pol . The

measurements made using selections B1 and B2 are highly correlated with one

another, as are those made with selections E1 and E2. However, since endcap

selections rely on particles being identi�ed in an entirely di�erent part of the

detector from those identi�ed in the barrel region, the measurements made using

B1 are independent of those obtained using E1. Therefore the results made using

these two selections are combined to give weighted means for hP� i and AFB
pol .

Similarly the measurements made using selections B2 and E2 are also combined.
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Source of Barrel selections Endcap selections
error B1 B2 E1 E2

Monte Carlo 0.0154 0.0172 0.0343 0.0361

statistics 0.0046 0.0052 0.0122 0.0117

Momentum 0.0070 0.0083 0.0074 0.0086

simulation 0.0018 0.0014 0.0043 0.0039

Selection 0.0038 0.0031 0.0053 0.0039

e�ciency 0.0004 0.0001 0.0001 0.0002

Two-photon 0.0014 0.0014 0.0003 0.0002

background 0.0001 0.0001 0.0000 0.0000

Muon pair 0.0017 0.0020 0.0080 0.0085

background 0.0001 0.0001 0.0023 0.0020

Branching ratios/ 0.0009 0.0023 0.0010 0.0003

� background 0.0004 0.0007 0.0002 0.0004

Input AFB 0.0003 0.0003 0.0001 0.0001

value 0.0009 0.0010 0.0009 0.0009

Charge 0.0001 0.0001 0.0002 0.0004

assignment 0.0015 0.0013 0.0015 0.0002

OPAL 0.0000 0.0000 0.0001 0.0001

symmetry 0.0001 0.0001 0.0003 0.0003

ZFITTER 0.0010 0.0010 0.0010 0.0010

error 0.0010 0.0010 0.0010 0.0010

TOTAL �P� 0.0175 0.0197 0.0364 0.0383

TOTAL �AFB
pol 0.0053 0.0058 0.0133 0.0126

Table 9.2: The individual systematic errors on hP� i and AFB
pol (where �P� is written

before �AFB
pol in each case), which arise from each potential source for the four

�! ����� selections used in this analysis. Sources of error which lead to a change
in hP� i and AFB

pol of <0.00005 are entered as zero.
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The two pairs of selections lead to the following results:

hP� i =
8><
>:
�0:142 � 0:031 - selectionB1/E1

�0:157 � 0:032 - selectionB2/E2
(9.25)

AFB
pol =

8><
>:
�0:097 � 0:028 - selectionB1/E1

�0:098 � 0:028 - selectionB2/E2
(9.26)

In each case, it is the combination B1/E1 that provides marginally lower errors

on the �nal values and so it is these that are taken to be the �nal results of this

analysis. The results made using selections B2/E2 provide a useful cross-check of

the �nal quoted values.

The measurements of hP� i and AFB
pol given above can be used to obtain the

coupling combinations A� and Ae according to equation 9.21. These expressions

are exact since the �tting procedure has used ZFITTER to take the e�ects of QED

bremsstrahlung, photonic corrections and mass e�ects into account. Therefore,

using only the results for hP� i and AFB
pol obtained by combining selections B1 and

E1, the following values are calculated for the coupling combinations:

A� = 0:142 � 0:031

Ae = 0:129 � 0:037 (9.27)

According to equation 9.22 these results may also interpreted in terms of the ratios

of the e�ective couplings of the � and e leptons to the Z0 boson:

v̂�
â�

= 0:072 � 0:016

v̂e
âe

= 0:065 � 0:019 (9.28)

These values are consistent with one another and therefore with the hypothesis

of lepton universality. Hence the results for the e and � leptons may be com-

bined under the assumption of lepton universality to give a single measurement

for leptons:

v̂`
â`

= 0:069 � 0:012 (9.29)
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This combination of values for the e and � leptons assumes also that the hP� i and
AFB
pol measurements are independent. In [27, 25] it was found that, for the binned

maximum likelihood method, this is a good approximation, and so the assumption

of independence is made here.

Finally, the ratio of the e�ective vector and axial-vector couplings for leptons

may be reinterpreted using equation 2.29 as a measurement of the e�ective elec-

troweak mixing angle for leptons,

sin2 �lepte� = 0:2328 � 0:0030 (9.30)

9.9 Discussion and conclusions

Throughout most of this thesis two selections have been developed in parallel for

both the barrel (B1 and B2) and endcap (E1 and E2) regions. This was mainly be-

cause it was di�cult to predict initially which would lead to the smaller systematic

errors in each case. As it turned out, there is little to choose between selections

B1 and B2 (both are improvements on previously-used selections), and between

selections E1 and E2. As predicted in chapter 6, selections B1 and E1 have lower

� background uncertainties, whereas B2 and E2 have lower errors associated with

the MC estimates of selection e�ciency. The play-o� between these two possible

sources of error is in the end relatively insigni�cant since the �nal systematic error

for each selection is dominated more by the individual errors assigned to account

for MC statistical uctuations and the MC estimate of the e+e�!�+��background.

In quoting the �nal values for hP� i and AFB
pol selections B1 and E1 have been used

since their errors are fractionally lower, whilst the results from B2 and E2 provide

a useful cross check.

The results obtained using �! ����� decays identi�ed in the barrel region

compare favourably with previous measurements made at OPAL using the same

decay channel. The latest analysis (detailed in [27]) gives the following numbers
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for the �! ����� decay channel (j cos �j<0:68):

hP� i = �0:138 � 0:033 (stat:)� 0:022 (syst:)

AFB
pol = �0:143 � 0:038 (stat:)� 0:005 (syst:) (9.31)

The individual measurements of hP� i made using selections B1 and B2 (see equa-

tions 9.23 and 9.24) improve on the systematic errors quoted above, whilst the

systematic errors on AFB
pol (which are much smaller anyway) are of roughly the

same size in each case. The statistical errors are also of comparable size since

the analysis presented in this thesis and the measurements made in [27] use data

samples of similar sizes. However, the use of the endcap selections E1 and E2

here means that the measurements made using selections B1 and B2 can also be

combined with another independent measurement to further reduce the overall

error in comparison with existing measurements. The endcap values, however,

have large statistical and systematic errors and so by themselves are less useful as

measurements.

The systematic studies associated with the � asymmetry measurements made

using �! ����� decays form a substantial part of this thesis. This has lead to

a greater understanding of the various systematic e�ects that may arise in such

a measurement, thus enabling lower errors to be quoted on the �nal results. In

particular, improvements have been made in the following areas of study:

� Selection e�ciency - Previous �! ����� measurements made at OPAL

have used !�+��events and e+e�!�+��events at low and high momenta

respectively to estimate the momentum bias in the Monte Carlo estimate

of selection e�ciency. However, this analysis uses in addition a sample of

muons lying in the momentum range 0:25 < x� < 0:8 (from e+e�! �+��

events) to allow the studies using control samples to be extended over all

momentum ranges. In addition, the fact that selections B2 and E2 rely only

on the central tracking detector (CT) and the muon chambers (MB and ME)

means that it has also been possible to use a separate sample of �! �����

decays, selected using the calorimeters, to check the Monte Carlo simulation.
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This was not possible for previous analyses.

� Momentum simulation - It has been emphasized throughout this thesis

that it is important for the �nal measurements that the Monte Carlo simu-

lates momentum resolution well. Chapter 4 went into some detail to describe

the smearing methods devised by the author to make sure that this was the

case. The same momentum smearing package was used for the analysis de-

tailed in [27].

� Tau-pair background - New methods have been devised for this analysis

to check the Monte Carlo estimates of the � -pair background. In the case of

selections B2 and E2, a highly pure and unbiased sample of �!��� decays

has been used to assign a systematic error for the Monte Carlo estimate of

the background from hadronic decays. The correction factors derived from

this sample are also used for evaluating the background errors for selections

B1 and E1, where these selections have much lower � -pair backgrounds. This

fact ultimately leads to the lower systematic errors quoted for the background

uncertainties in selections B1 and E1 compared to B2 and E2.

� Non-tau backgrounds - Systematic errors are quoted on hP� i and AFB
pol

which account for uncertainties in the non-� backgrounds. In particular

the e+e�!�+��background must be well-known since (after mismeasured

tracks travelling close to anode planes in the jet chamber are removed -

see section 5.3.3) most of the background lies in a momentum range in

which there are few �! ����� decays present. Therefore, the �tting pro-

cedure is particularly sensitive to any discrepancies that might exist in the

e+e�!�+��background content between data and Monte Carlo events. The

analysis in [27] does not quote an individual systematic error associated with

the e+e�!�+��background estimate, even though it is considered for this

analysis to be numerically quite signi�cant. Instead, the e+e�!�+��error

is included as part of more general systematic errors concerning the Monte

Carlo simulation of the various subcomponents of the detector.

It is of note to mention that the use of the endcap region has lead to an in-
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creased need for checks to be made which ensure that the !�+��background

is correctly predicted (since, in the endcap, the background from such events

is a factor of �3 larger). Again, the methods used for this analysis in checking
this background for all four selections are di�erent to those used in previous

analyses.

� Other systematics - The methods used to evaluate the systematic errors

arising from the e�ects of charge mismeasurement and detector symmetry

are also useful, since neither error has been quanti�ed in previous OPAL

polarisation studies made using the binned maximum likelihood method. In

particular, it is the inclusion of the charge mismeasurement error that partly

leads to the slightly higher systematic error on AFB
pol for selection B2 when

compared to the OPAL result in equation 9.31.

The �nal values obtained for hP� i and AFB
pol lead to values for v̂�=â� and v̂e=âe

that are consistent with each other, and so are consistent also with the hypothesis

of lepton universality. Combining these values for the e and � leptons leads to the

�nal result for the e�ective weak mixing angle:

sin2 �lepte� = 0:2328 � 0:0030

which is entirely consistent with the Standard Model predictions displayed in �g-

ure 2.10 for di�erent input values of mtop and mH (the Higgs boson mass). This

value also agrees with the world experimental average to well within errors, where,

from all electroweak measurements (see [10]), this value is taken to be,

sin2 �lepte� = 0:23165 � 0:00024
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Appendix A

OPAL coordinate systems

A standard right-handed Cartesian system is used at OPAL, the origin of which

lies at the centre of the jet chamber and which approximately coincides with the

interaction point in e+e� events. The z axis de�ned by the direction of the e�

beam as it passes through OPAL (anti-clockwise around LEP when viewed from

above); the x axis is taken as pointing towards the centre of the LEP ring, and

the y axis is therefore pointing approximately vertically. It is not exactly so since

the LEP beam passes through the axis of the detector at an angle of 13.9mrad

relative to the horizontal.

A spherical polar coordinate system (r; �; �) is also frequently used, where this

is de�ned in relation to the Cartesian coordinate system in the usual way. Hence,

the azimuthal angle, �, is measured about the z axis, with the positive x axis

de�ning �=0. The polar angle is measured from the positive z axis, and r is the

spherical radius from the origin.
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Appendix B

OPAL track parameters

Several OPAL Central Detector track parameters are used in determining the

momenta of charged tracks and are also used in describing certain preselection

requirements in Chapter 5 Note that the term \PCA" is used to denote the point

of closest approach to the origin in the r � � plane.

� � is the curvature where

j�j = 1

2�

where � is the radius of curvature of the charged track and the sign of �

is such that, if positive, then � is increasing along the path of the track

from the PCA. For the axial magnetic �eld within OPAL (with a positive

z component of the �eld strength, Bz) �> 0 corresponds to a particle with

negative electric charge.

� �0 is the azimuthal angle made by the tangent of the track at the PCA.

� d0 is the impact parameter which equals the distance from the origin to the

PCA. Formally it is de�ned by the following equation,

d0 = �̂ ^ ~d � ẑ

where ~d is de�ned to be the position vector of the PCA with respect to the

origin; �̂ is the unit vector tangential to the track at the PCA, and ẑ is the
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unit vector along the z axis.

� tan � = cot �, where � is the polar angle of the track in the spherical polar

coordinate system described in AppendixA.

� z0 is de�ned as the z coordinate of the track at the PCA. If s is de�ned as

the r� � path integral from the PCA, then the s� z projection of the helix

is given by,

z = z0 + s tan �

The physics track momentum is calculated using the following parameter,

pt = ajBz

�
j

where pt is the modulus of the momentum transverse to the beam direction. If pt

is measured in GeV/c, Bz in kG and � in cm, then,

a =
c

2
� 10�14 ' 1:5� 10�4

Hence, the momentum, p, and charge, q, are de�ned as follows,

px = pt cos �0

py = pt sin �0

pz = pt tan�

p = pt

q
1 + tan2 �

q = � Bz=�

jBz=�j
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Appendix C

Parameters for MC track

smearing in the barrel region

Chapter 4 details how, for Monte Carlo data, the momentum resolution for charged

tracks in CT is smeared. A large number of parameters are required for this

purpose, most of which are included in this appendix for the case of track smearing

in the barrel region. The track smearing is decomposed into smearing of the polar

angle measurement (cot �) and smearing of transverse momentum (1=xt).
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MC type c
GORO12 1:548�0:007

(with CZ hits) �10�7
GORO14 1:646�0:006

(with CZ hits) �10�7
GORO14 4:297�0:049

(w/o CZ hits) �10�4

C.1(a): e+e�!�+��events

MC type c
GORO12 1:706�0:019

(with CZ hits) �10�7
GORO14 1:816�0:014

(with CZ hits) �10�7
GORO14 4:494�0:118

(w/o CZ hits) �10�4

C.1(b): e+e�!e+e�events

Table C.1: The values of c used in the polar angle smearing of charged tracks,
where c is e�ectively the contribution to �2cot � arising from the measurement of
the z-coordinate for tracks in the barrel region of CT. The numbers have been
determined for tracks in identi�ed (a) e+e�!�+��and (b) e+e�!e+e�events. The
terms GORO12 and GORO14 indicate the Gopal/Rope versions used to generate
Monte Carlo events (these correspond to the 1993 and 1994 con�gurations of the
OPAL detector respectively). There is no value of c given for tracks generated
using GORO12 and without CZ hits. This is because the resolution observed for
the Monte Carlo in this case is larger than that seen in the data and so no smearing
is applied.

Gopal/ Uncorrected scaling factor, ,  (w/o
Rope for each data year (with CZ hits) CZ hits)

MC version 1990 1991/92 1993 1994 1990-94
12 (1993) 2.74 2.87 3.03 3.23 -
14 (1994) 2.69 2.83 3.00 3.17 1.29

C.2(a): e+e�!�+��events

Gopal/ Uncorrected scaling factor, ,  (w/o
Rope for each data year (with CZ hits) CZ hits)

MC version 1990 1991/92 1993 1994 1990-94
12 (1993) 3.21 3.04 3.19 3.40 -
14 (1994) 3.15 3.00 3.13 3.34 1.23

C.2(b): e+e�!e+e�events

Table C.2: The values of  used in the polar angle smearing of charged tracks are
shown, where  is the scaling factor that would be applied to the polar angle resolu-
tion �cot � in the absense of multiple scattering. The numbers have been determined
for Monte Carlo (MC) tracks in events identi�ed in the barrel as (a) e+e�!�+��or
(b) e+e�!e+e�, where Gopal/Rope versions 12 and 14 (corresponding to the 1993
and 1994 detector con�gurations respectively) have been used. For each MC ver-
sion, separate values of  for tracks with CZ hits are determined according to the
data year with which their resolution is being compared.
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Gopal/Rope Value of a used for each track type
MC version 1 2 3 4

12 1.868�0.006 2.843�0.047 1.799�0.027 2.920�0.055
(1993) �10�3 �10�3 �10�3 �10�3
14 4.219�0.010 7.164�0.143 3.756�0.027 4.019�0.056

(1994) �10�3 �10�3 �10�3 �10�3

C.3(a): e+e�!�+��events

Gopal/Rope Value of a used for each track type
MC version 1 2 3 4

12 2.178�0.018 3.138�0.139 2.323�0.072 3.332�0.124
(1993) �10�3 �10�3 �10�3 �10�3
14 4.537�0.039 8.203�0.451 4.466�0.105 5.009�0.175

(1994) �10�3 �10�3 �10�3 �10�3

C.3(b): e+e�!e+e�events

Table C.3: The values of a used in smearing the resolution of 1=xt for charged
Monte Carlo (MC) tracks in the barrel region. The numbers have been determined
using events identi�ed as (a) e+e�!�+��or (b) e+e�!e+e�, where Gopal/Rope ver-
sions 12 and 14 (corresponding to the 1993 and 1994 detector con�gurations re-
spectively) have been used. For each MC version, there are separate values of a
for each of 4 di�erent track types, where these are de�ned in table 4.3.
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MC version year �� �+ �

12 1990 1.0044(1.0092) 0.9966(1.0007) 1.48(1.41)
(1993 OPAL 91/92 1.0004(1.0052) 0.9995(1.0030) 1.35(1.27)
con�g.) 1993 0.9950(0.9986) 0.9996(1.0024) 1.43(1.39)

1994 0.9991(1.0016) 1.0001(1.0040) 1.43(1.36)
14 1990 1.0050(1.0106) 0.9835(0.9900) 0.99(0.89)

(1993 OPAL 91/92 1.0009(1.0064) 0.9872(0.9925) 0.90(0.86)
con�g.) 1993 0.9956(0.9997) 0.9867(0.9913) 0.96(0.94)

1994 0.9996(1.0026) 0.9872(0.9929) 0.96(0.92)

C.4(a): Type 1 tracks

MC version year �� �+ �
12 1990 0.9990(1.015) 0.9954(1.003) 1.67(1.61)

(1993 OPAL 91/92 1.0031(1.002) 0.9967(0.998) 1.37(1.36)
con�g.) 1993 1.0003(1.000) 0.9967(0.999) 1.45(1.38)

1994 1.0048(1.008) 0.9896(0.996) 1.44(1.44)
14 1990 0.9994(1.016) 0.9873(0.997) 1.18(1.13)

(1993 OPAL 91/92 1.0039(1.004) 0.9891(0.993) 0.96(0.99)
con�g.) 1993 1.0011(1.001) 0.9888(0.993) 1.01(0.99)

1994 1.0060(1.010) 0.9824(0.989) 1.01(0.99)

C.4(b): Type 3 tracks

MC version year �� �+ �

12 1990 0.999(0.990) 0.988(1.000) 1.56(1.57)
(1993 OPAL 91/92 0.992(0.998) 0.983(0.991) 1.28(1.37)
con�g.) 1993 0.984(0.980) 0.980(0.986) 1.35(1.36)

1994 0.983(0.986) 0.978(0.987) 1.41(1.47)
14 1990 0.963(0.959) 1.030(1.041) 1.33(1.26)

(1994 OPAL 91/92 0.963(0.971) 1.019(1.028) 1.11(1.09)
con�g.) 1993 0.954(0.954) 1.017(1.023) 1.16(1.09)

1994 0.952(0.958) 1.016(1.026) 1.22(1.19)

C.4(c): Type 4 tracks

Table C.4: The values of � and �� used to smear all Monte Carlo tracks in
the barrel are shown. The numbers in brackets are the numbers obtained using
e+e�!e+e�events and which are used to smear the momenta of e� tracks. The
rest have been determined using tracks from e+e�!�+��events. The numbers for
track types 1,3 and 4 only (see table 4.3) are given since the case for type 2 tracks
is complicated by the charge-dependent use of a random generator to choose a
certain fraction of tracks near cathode wire planes for extra smearing.
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Track Value of ��=� used for
type (see comparison with each data-taking year
Table 4.3 1990 1991/92 1993 1994

1 �0.013 �0.010 �0.010 �0.010
2 �0.050
3 �0.057 �0.020 �0.023 �0.014
4 �0.082 �0.025 �0.032 �0.025

C.5(a): ��=�

Track Value of ��=� used for
type (see comparison with each data-taking year
Table 4.3 1990 1991/92 1993 1994

1 �0.0007 �0.0002 �0.0003 �0.0002
2 �0.0022
3 �0.0032 �0.0010 �0.0011 �0.0007
4 �0.0042 �0.0012 �0.0016 �0.0012

C.5(b): ��=�

Table C.5: The uncertainties on � and �� largely arise from the statistical errors
on the �tted means and widths obtained from xmeas�1 distributions in the data.
For use in systematic studies, the fractional uncertainties (a)��=� and (b)��=�
are therefore estimated for Monte Carlo comparisons with each data-taking year,
as shown, where the di�erent track types (as de�ned in table 4.3) need also to be
considered.
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Appendix D

The geometrical acceptance of the

muon chambers

The �! ����� selection procedures in the barrel region (described further in sec-

tion 6.1) allow the hadron and electromagnetic calorimeters to be used in the

detection of muons in regions where the muon chamber is either much less e�-

cient or does not exist. Therefore a study was made to investigate which areas of

MB were ine�cient and to observe the edge e�ects of muons travelling near the

extremities of the detector.

Data and Monte Carlo samples of �! ����� decays selected using the HCAL

and ECAL were used to test the geometrical acceptance of MB. The calorimeter

cuts used in identifying this sample are listed below and make up the calorimeter

identi�cation, CALID. CALID is also used as part of the main �! ����� selec-

tions in the barrel region and so a fuller description of CALID can be found in

section 6.1.

(a) the number of HCAL layers containing strip hits,

NHC
lyr � 4
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Figure D.1: The e�ciency of muon chamber selection for a sample of �! �����
decays indenti�ed in the barrel region (j cos �MBj < 0:72) using the hadron and
electromagnetic calorimeters. The 1990-94 data is represented by the points shown
as �lled circles, whilst the empty circles represent the Monte Carlo data. Each
sample has been subdivided into di�erent regions of �MB: (a)�MB�72�, (b) 72�<
�MB� 108�, (c) 108� <�MB� 205�, (d) 205�<�MB� 238� and 302�<�MB� 340�,
(e) 238�<�MB�302�, and (f) 340�<�MB�360�.
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(b) the number of HCAL layers from the outermost 3 containing strip hits,

NHCo3
lyr � 1

(c) the average number of strip hits per layer in the HCAL,

NHC
hits

NHC
lyr

< 2

(d) the total ECAL cluster energy assigned to the cone,

Eclus < 2GeV

In addition the muons used for this acceptance study were required to come

from good charged cones containing a single charged track whose momentum must

be at least 5%Ebeam. The full Monte Carlo and real data (1990-94) sets were

used (including o�-peak data) for this study, where the Monte Carlo predicts the

background from hadronic � decays in this test sample to be �0.5%.

The variables j cos �MBj and �MB are calculated for each track by extrapolat-

ing its path to the intersection point with the barrel muon chambers. Figure D.1

shows the e�ciency with which the test sample of muons passes the muon cham-

ber identi�cation (MCHID) as a function of j cos �jMB for di�erent sections in

�MB. Like CALID, MCHID is used in the main �! ����� selections used for the

polarisation analysis and so full descriptions of the two cuts it uses can be found in

sections 6.1 and 6.2. However, since this study is performed to test the acceptance

of MB, the e�ciencies considered here are based on the MCHID cuts applied to

MB only (elsewhere the responses of MB and ME are combined).

Both real data and Monte Carlo data events are shown on the plots in �g-

ure D.1. However, it is the MCHID e�ciency of the real data sample that is used

to de�ne the acceptance of MB. For each section in �MB, the value of j cos �jMB

above which the e�ciency starts to drop is taken as the limit of the acceptance of

MB, as shown. Therefore, any muon track is taken to be within the geometrical
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acceptance of MB if lies in one of the following ranges:

0�<�MB�72� : j cos �MBj<0:67

72�<�MB�108� : j cos �MBj<0:51

108�<�MB�205� : j cos �MBj<0:68

205�<�MB�238� : j cos �MBj<0:60

238�<�MB�302� : j cos �MBj<0:45

302�<�MB�340� : j cos �MBj<0:60

340�<�MB�360� : j cos �MBj<0:68
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Appendix E

Determining Aijk and A0

ijk in the

log-likelihood function

The binned likelihood function used for the extraction of hP� iand AFB
pol is given by

lnL =
X
jijj

[(d+ij ln f+ij � f+ij + d�ij ln f�ij � f�ij)

+
2X

k=1

�
ajijjk lnAjijjk �Ajijjk

�
+ (a+ij3 lnA+ij3 �A+ij3 + a�ij3 lnA�ij3 �A�ij3)] (E.1)

where

f�ij =
2X

k=1

(w�ijkAjijjk) + w�ij3A�ij3 (E.2)

and where the indices jij and �i have been used to distinguish between quantities

binned in j cos �j and cos � respectively. All the other quantities have been de�ned

previously in Sections 9.1 and 9.2. To reduce the number of unknowns in this

equation it is necessary to solve for Ajijjk and A�ij3 for each jijj bin using the

methods outlined below.

For maximization of the log likelihood function it is �rst required that the

derivative of lnL with respect to Aijk vanishes. Di�erentiating for each value of k
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therefore gives,

d+ij
f+ij

w+ijk � w+ijk +
d�ij
f�ij

w�ijk � w�ijk +
ajijjk
Ajijjk

� 1 = 0 (for k�2)

d�ij
f�ij

w�ijk � w�ijk +
a�ij3
A�ij3

� 1 = 0 (for k=3)

At this point, it is necessary to introduce the quantities t�ij = 1 � d�ij=f�ij ,

which allow the last set of equations to be rearranged as follows:

t+ijw+ijk + t�ijw�ijk =
ajijjk
Ajijjk

� 1 ) Ajijjk =
ajijjk

1 + t+ijw+ijk + t�ijw�ijk
(k=1; 2)

t�ijw�ij3 =
a�ij3
A�ij3

� 1 ) A�ij3 =
a�ij3

1 + t�ijw�ij3
(E.3)

Therefore, if it is possible to solve for t+ij and t�ij, the values of Ajijjk and

A�ij3 can be determined from these expressions. To do this, Equations E.3 are

�rst used to substitute for Ajijjk and A�ij3 in the de�nition of f�ij (equations E.2):

f�ij =
d�ij

1 � t�ij
=

2X
k=1

 
w�ijkajijjk

1 + t+ijw+ijk + t�ijw�ijk

!
+

w�ij3a�ij3
1 + t�ijw�ij3

(E.4)

There exists now a system of equations with two variables t�ij , which must be

solved for every jijj bin for each iteration of the �t. The equations are non-linear

and so must be solved analytically. First we de�ne,

g�ij =
d�ij

1� t�ij
�

2X
k=1

 
w�ijkajijjk

1 + t+ijw+ijk + t�ijw�ijk

!
� w�ij3a�ij3
1 + t�ijw�ij3

(E.5)

The Newton Method is now used, which proceeds as follows. Arbitrary starting

values of t+ij and t�ij are chosen (usually 0) and then we look for ��ij such that

both g+ij(t+ij + �+ij; t�ij + ��ij)=0 and g�ij(t+ij + �+ij; t�ij + ��ij)=0. For this,

Taylor expansions are used:

0 = g�ij(t+ij + �+ij; t�ij + ��ij)

= g�ij(t+ij; t�ij) + �+ij
@g�ij
@t+ij

+ ��ij
@g�ij
@t�ij

+ : : : (E.6)
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If higher terms are neglected, the following two approximations for �+ij and

��ij are thus obtained:

��ij =
�g�ij @g�ij@t�ij

+ g�ij
@g�ij
@t�ij

@g+ij
@t+ij

@g�ij
@t�ij

� @g+ij
@t�ij

@g�ij
@t+ij

(E.7)

Values for ��ij are calculated using these equations and added to the corre-

sponding starting values of t�ij. The resulting values of g�ij (evaluated using the

new values of t�ij) are not exactly zero, since Equations E.7 do not account for

higher order terms from the Taylor expansions in Equation E.6. Therefore, the

process is done repeatedly, with new values of ��ij determined and added to t�ij,

until the resulting values of g�ij are very close to 0 (jg�ij j < 10�12). The �nal

values of t�ij are then used in Equations E.3 to evaluate the values of Ajijjk(k�2)
and A�ij3.
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