
EXT-2000-122
23/12/1998

S
e
a
r
c
h
fo
r
h
e
a
v
y
n
e
u
tr
in
o
s
in

th
e
�
-sp

e
c
tr
u
m

o
f
63N

i

E
.
H
o
lzsch

u
h
,
W
.
K
�u
n
d
ig
,
L
.
P
a
lerm

o
,
H
.
S
t�u
ssi,

P
.
W
en
k

P
h
y
sik

-In
stitu

t
d
er

U
n
iversit�a

t
Z
�u
rich

,
C
H
-8
0
5
7
Z
�u
rich

,
S
w
itzerla

n
d

A
b
s
t
r
a
c
t

T
h
e
�
-sp

ectru
m

of
6
3N

i
h
as

b
een

m
easu

red
w
ith

h
igh

p
recision

in
ord

er
to

search
for

e�
ects

of
h
eav

y
n
eu
trin

os.
F
or

assu
m
ed

n
eu
trin

o
m
asses

in
th
e
ran

ge
4
to

30
keV

,
u
p
p
er

lim
its

of
10
�
3
or

less
are

rep
orted

for
th
e
m
ix
in
g
p
rob

ab
ility.

K
e
y
w
o
rd
s:

N
eu
trin

o
m
asses;

�
-sp

ectroscop
y.

P
A
C
S
:
14.60.P

q
,
23.40.-s

1
In
tr
o
d
u
c
tio

n

T
h
e
n
eu
trin

o
m
asses

are
b
elieved

to
b
e
very

sm
all,

of
ord

er
1
eV

or
less.

H
ow

-
ever,

d
irect

lim
its

from
lab

oratory
ex
p
erim

en
ts,

stu
d
y
in
g
th
e
k
in
em

atics
of

su
itab

le
d
ecay

s,
are

n
ot

so
sm

all.
T
h
e
p
resen

t
lim

its
for

th
e
m
u
on

n
eu
trin

o
is

160
keV

[1]
an
d
for

th
e
tau

n
eu
trin

o
18:2

M
eV

[2].

T
h
is
is
a
m
ass

ran
ge

w
h
ere

�
-sp

ectroscop
y
can

con
trib

u
te
solv

in
g
th
e
p
rob

lem
of

n
eu
trin

o
m
asses,

assu
m
in
g
th
ere

is
also

n
eu
trin

o
m
ix
in
g.

In
th
is

case,
a

k
in
k
-like

stru
ctu

re
is
ex
p
ected

in
an

oth
erw

ise
sm

o
oth

�
-sp

ectru
m

[3].
T
h
is
is

a
u
n
iq
u
e
sign

atu
re,

p
rov

id
ed

it
is
m
easu

red
w
ith

h
igh

resolu
tion

.
B
esid

es
th
e

k
n
ow

n
n
eu
trin

os,
sterile

n
eu
trin

os
m
ay

also
b
e
search

ed
for.

In
th
is
letter,

w
e
p
resen

t
h
igh

p
recision

m
easu

rem
en
ts
of
th
e
6
3N

i
�
-sp

ectru
m
.

T
h
is
is
a
�
rst

set
of

d
ata,

w
h
ich

w
e
h
ave

taken
to

search
sy
stem

atically
for

n
eu
trin

o
m
asses

an
d
m
ix
in
g
in
�
-d
ecay.

P
rep

rin
t
su
b
m
itted

to
E
lsev

ier
P
rep

rin
t

2
3
D
ecem

b
er

1
9
9
8



cast
aluminium
plate

source

grid

electron
trajectories

conductors

baffles

detector

B
B

aperture SA

13
55

 m
m

Fig. 1. Simpli�ed view of the spectrometer.

2 Spectrometer

The instrument used in this investigation is an iron-free magnetic �-spectrometer
of the Tret'yakov type with electrostatic acceleration. It is a completely re-
designed version of a spectrometer previously used to measure the endpoint
region of the tritium �-spectrum [4]. A simpli�ed overview is shown in Fig. 1.
A toroidal magnetic �eld is produced by a set of 72 rectangular current loops.
Electrons from the source are transported in two 180Æ bends to the detector.
A more detailed description may be found in Ref. [5].

The 63Ni source was mounted on a at source holder (see below) and placed on
the spectrometer axis. The source holder was surrounded by a box-like grid of
aluminium wire (98:25% optical transmission). An electrostatic acceleration
�eld between source holder and grid was produced by applying a negative
high voltage VS to the source holder while keeping the grid at a potential near
ground.

The spectrometer has a focal plane which forms an angle of 48:5Æ with respect
to the spectrometer axis. Electrons arriving at the focal plane were detected
using a large silicon strip detector consisting of four silicon plates with a
sensitive area of 8:0 � 3:05 cm2 each. The strip pitch and thus the position
resolution was 1:27mm.

Each detector strip was read out by a separate electronic channel, consisting
of a charge sensitive preampli�er, a shaping ampli�er (time constant 1�s) and
an 11 bit ADC. The dead time was measured to be 9:4� 0:3�s, being within
uncertainties the same for all channels. Electrons, which hit the detector near
the borderline of two adjacent strips, thus producing signals in two channels,
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were identi�ed with coincidence logic. Some of the detector strips or preampli-
�ers had excessive noise and were shut o�. For each event, pulse height, strip
number, and coincidence bits were recorded on magnetic tape.

Measurements were performed by setting the current through the spectrometer
coil to a constant analysing energy Emag and by varying the source voltage
VS in equal steps. The step size was chosen such that monoenergetic electrons
would move by the width of one strip on the detector for each step. The
energy range of a measurement was scanned in interlaced up-down sweeps.
That means, �rst VS was set to the low end of the range and an up-sweep was
started. After approximately one minute the up-sweep was interrupted and a
down-sweep was started at the high end. This was repeated until both sweeps
were completed and then started again.

The spectrometer current (and thus Emag) and the voltage VS were measured
for each step by integrating over the counting period using precision volt-
meters. The earth magnetic �eld was measured with a three-axes magnetome-
ter and compensated by three sets of large coils to less than 1mG over the
volume of the spectrometer.

Histograms were built o�-line from the recorded event data. First, a suitable
cut to the pulse height was applied. Events with coincidence bits set were
rejected, thus avoiding double counting. Then a position coordinate z along
the spectrometer axis with respect to the centre of the detector was determined
from the strip number and an energy

E = Emag � ejVSj+ zDE (1)

was assigned to each event. Here, DE denotes the energy dispersion [5]. The
events were summed into bins assuming nominal values for E. The small
scatter in the measured values of Emag and VS was taken into account by
forming an average of E from all events in a bin. The standard deviation of
E was 2 eV or less for all bins, and the error of the average of E could thus
be neglected considering the large number of up-down sweeps summed for one
histogram.

As Emag was constant during a measurement, electrons which hit the detector
at a certain strip, had always the same average energy, independent of VS.
Furthermore, each strip measured an independent spectrum and the result of
the complete detector was e�ectively a sum of the partial spectra of all strips.
Excepting a small fraction of scattered events [5], the shape of a measured
spectrum is thus independent of the detector eÆciency.
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3 63Ni source

The source was produced by vacuum evaporation of active, metallic nickel
onto a thin foil of polyimide (Kapton). The layout of the source is shown in
Fig. 2. In order not to compromise the spectrometer resolution, the source was
segmented [6] into 20 strips (30� 0:7mm2 each) with 1mm pitch. The strips
were connected to electrical potentials varying linearly in vertical direction
(spectrometer axis).

The polyimide foil was produced [7] using the recipe of Ref.s [8,9]. The foil
thickness was determined by measuring the energy loss of �-particles (241Am)
passing through the foil. A non-uniformity could not be detected. The energy
loss per mass layer was computed using the program TRIM [10]. The mass
thickness was found to be (23� 2)�g/cm2, corresponding to 1600�A assuming
the density of Kapton (1:42 g/cm3).

The foil was glued onto a printed board having an opening of 45 � 21mm2

(see Fig. 2). The pattern of electrically conducting strips was produced by
evaporating a 200�A thick layer of aluminium through a mask onto the foil.

The 63Ni activity was purchased as nickel chloride dissolved in hydrochloric
acid. The speci�c activity was 12:8mCi per 1mg of nickel. The total amount
was 10mCi. The solution was �rst dried up to remove the hydrochloric acid.
Then the nickel chloride was dissolved in 3.5 molar ammonia solution and �lled
into a tungsten boat. The chloride was electro-chemically reduced to metallic
nickel forming a thin layer in the boat. After rinsing with pure water, the boat
was heated to about 600ÆC in order to remove any volatile contaminants. Then
the metallic nickel was evaporated onto the polyimide foil through the same
mask as above and an additional aperture.

The activity of the completed source was measured with an ion chamber and
found to be 0:43mCi. This corresponds to a thickness of 8:0�g/cm2 or 90�A
with an estimated uncertainty of 10%.

 30mm 

123

4

Fig. 2. Layout of the 63Ni source. (1) Active area, (2) thin foil stretched over an
opening, (3) electrical connections, (4) insulator and support frame. The vertical
direction through the centre coincides with the spectrometer axis.
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Radioactive contaminants were examined by measuring characteristic -rays
with a germanium detector. Traces of 60Co and 109Cd were found and are
discussed below.

4 Measurements

4.1 The 63Ni spectrum

Three measurements of the 63Ni �-spectrum were performed, extending over
an energy range of 33:0 to 67:8 keV. This range was divided into two parts in
order to avoid too large values of the source high voltage. A summary of the
settings is given in Tab. 1.

The pulse height resolution for run I was 8:0 keV (FWHM) for a typical strip
with the detector cooled to �15ÆC. This poor performance was mainly caused
by large leakage currents of the detector diodes. After run I the silicon plates
were replaced and the pulse height resolution improved to 5:5 keV (at 0ÆC).
All subsequent measurements were performed with the new plates. Except for
the di�erent detector plates the settings of runs I and II were the same.

The energy range of a run was subdivided into several regions in order to com-
pensate somewhat the strongly varying count rate. For runs I/II the counting
time per step was 5 s for energies below 55 keV, 7 s for energies in the range
55 to 65 keV, and 9 s above 65 keV. For run III 6 s was used below 44 keV and
12 s above.

The di�erent counting times were taken into account during histogram build-

Table 1
Settings of the measurements of the 63Ni �-spectrum. The pulse height cuts are
lower limits used in the analysis and are referred to in the text as cuts 1,2,3 for runs
I/II and similarly for run III.

Run no. I/II III

Energy range (keV) 44.0 { 67.8 33.0 { 52.0

Emag (keV) 71.5 54.5

Resolution, FWHM (eV) 91.0 70.3

Dispersion (eV/mm) 61.5 47.5

Bin width (eV) 52.0 40.0

Pulse height cuts (keV) 34, 45, 56 23, 40, 46
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Table 2
Summary of counts and rates for the measurements of the 63Ni �-spectrum (cut
2).

Run no. I II III

Total counts (109) 2.5 1.4 1.3

No. up-down sweeps 694 395 97

Max. rate / strip (s�1) 52 52 75

Background / strip (s�1) 0.007 0.007 0.024

ing. The number of counts was scaled with the counting times such that the
scale factor was 1 at high energies. Histograms were built using three di�erent
cuts to the pulse height. The lower limits are given in Tab. 1. The upper limits
were chosen to include all signal counts given the pulse height resolution of the
detector. Besides reducing the background rate, larger cut values imply the
suppression of events where electrons were backscattered from the detector
depositing only part of their energy.
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Fig. 3. Measured spectrum of run I (cut 2) and best �t. The inset shows the endpoint
region with the vertical scale expanded by approximately a factor 100. All error bars,
also in the inset, are much smaller than the size of the data points.
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The total number of events is 5:4 � 109 for the three runs. More details are
given in Tab. 2. The rates given apply for cut 2 and were obtained by averaging
over the complete detector and normalizing to one detector strip. Cut 2 was
de�ned to be the standard cut in the analysis. The data of run I are plotted
in Fig. 3. Plotted are scaled counts as explained above. The inset shows the
data near the endpoint (67 keV) where the scale factor was 1.

4.2 Backgrounds

The rates of most conceivable sources of background are expected to be energy
independent as only the source potential was varied while scanning a spectrum.
One exception could be an active contamination of the source holder or foil,
e.g. by 14C. To test this possibility, a separate background measurement with
a dummy source was performed. Source holder and foil were made in the same
way as for the 63Ni source except that non-active nickel was used. The settings
were basically the same as for runs I/II but the energy range was extended
down to 33 keV.
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Fig. 4. Measured background with a dummy source. Three bins were added for this
plot. The error bars at lower energies are larger because of smaller measuring times.

The result of 115 up-down sweeps (about 14 days of measuring time) is shown
in Fig. 4. There is no indication of a variation with energy and the data are
well �tted by a constant (�2 = 687:4 for 686 degrees of freedom).

The rate measured with the background run and the background as deter-
mined from the 63Ni runs I/II at energies above the endpoint agreed within
an uncertainty of 2%. As the endpoint energy of 60Co (318 keV) is larger than
of 63Ni, an upper limit for the 60Co contamination of the 63Ni source could be
estimated. For the ratio of �-activities we �nd A(60Co)=A(63Ni) < 4 � 10�7.
Noting that the �-spectrum of 60Co varies by less then 10% over the measured
range, this is negligible.

In the data of runs I and II, a small peak was detected at E = 62:25 keV, which
coincides with the energy of the K conversion line of 109Cd. The peak height

7



109Cd

M

NO
L1

L2

L3

81 82 83 84 85 86 87 88
Energy  (keV)

500

600

700

800

900

S
ca

le
d 

co
un

ts

Fig. 5. Measured conversion line spectrum of 109Cd contamination (points) and best
�t (line).

was approximately eight standard deviations. To verify this identi�cation, a
measurement over an energy range containing the L and M lines of 109Cd was
performed. The data are plotted in Fig. 5 and clearly show the L2 and L3 lines.
The M lines are also signi�cant but not resolved. The data were �tted assuming
the line shapes to be given by the computed spectrometer resolution function
for this setting (Emag = 117:2 keV). The relative line intensities and the energy
di�erences of the lines were taken from the literature [11,12]. A good �t was
obtained. Besides unambiguously con�rming the 109Cd contamination, this
measurement showed the reliability of the computed spectrometer resolution
and served as a check of the energy calibration of the spectrometer. Indications
for any other active contamination of the 63Ni source were not found.

5 Analysis and results

The very high statistical precision of the data required to take many e�ects
into account. We �rst discuss the theoretically expected ideal shape of the
63Ni �-spectrum and then corrections speci�c to the experiment.

5.1 Theoretical spectrum shape

The data were analysed assuming a two-state neutrino mixing scheme with
neutrino masses m1 and m2. For this case, the �-spectrum is expected to have
the form [3]

fm(E) = (1� jUe2j
2)f(E0; m1; E) + jUe2j

2f(E0; m2; E) (2)

It was further assumed that one mass is small, which was taken to be m1, and
that the other mass m2 is much larger. The mixing probability jUe2j

2 must
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then be a small number and �-decay must be dominated by the branch with
mass m1. Considering the tight limits from recent tritium experiments [13],
m1 could safely be set zero.

The function f(E0; m;E) describes a �-spectrum without mixing for a neu-
trino mass m, an extrapolated endpoint E0, and kinetic energy E. It was
computed in the following way.

The Fermi function for a point charge nucleus with in�nite mass is known
exactly [14]. The corrections for �nite nuclear size and recoil were computed
using the accurate parameterization in Ref. [15]. The relative variation of the
combined corrections over the measured energy range is 2:2� 10�4.

Radiative corrections are known only for zero neutrino mass. To order �,
there is a mild logarithmic singularity at the endpoint [16]. Besides this, the
correction varies by approximately 3�10�3 over the range where the measured
spectrum is signi�cantly above background.

Electrostatic screening due to the atomic electrons was taken into account
using the Rose prescription [17] with a screening potential of 3:5 keV. The
correction agrees with tabulated values [18] within the precision of the table
(10�4). The variation is 6� 10�4.

The exchange correction arises because �-particles and atomic electrons are
indistinguishable [19]. Experimentally, this e�ect was observed just recently
[20], also in the �-spectrum of 63Ni. The exchange correction is surprisingly
large, varying by 7� 10�3 between 33 keV and the endpoint.

The excitation of atomic electrons is a well known e�ect in tritium �-decay.
For other cases it has usually been neglected in the past. Because of our
combination of high statistical precision and high instrumental resolution, it
was not at all negligible. The distribution of excitation energies was computed
for an isolated atom [21] using the same method as in Ref. [22]. The mean
excitation energy of the computed distribution was 65 eV, approximately 20 eV
lower than what would be expected from a relatively easy to evaluate sum rule
(85 eV). We have made a corresponding correction to the distribution, but as
this is not unique, it constitutes a major systematic uncertainty.

5.2 Experimental corrections

The acceleration at the source implies that the solid angle accepted by the
spectrometer before acceleration increases with increasing source voltage. This
e�ect was studied by Monte Carlo simulation and is well described by the
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correction factor [5]

S(E) =
Z

'
arcsin(Z sin'); (3)

provided the source voltage is limited such that approximately S � 1:7. Here
Z := pmag=p is the ratio of the spectrometer momentum setting and the mo-
mentum at the source, and ' is an e�ective opening angle. As it was not
possible to achieve with the simulation the same precision as experimentally,
' was treated as a free parameter in the analysis.

The spectrometer resolution function was determined by Monte Carlo simu-
lation (for the width see Tab. 1) and taken into account by convolution with
the expected spectrum shape.

The energy loss in the source layer was described by a distribution depending
on the intial energy of a �-particle and the energy with which the particle
left the source. The distribution was determined in the following way. The
di�erential cross sections for K and L excitations in nickel were computed
using the programs from Ref. [23]. For the cross sections of the more weakly
bound electrons, the model of Ref. [24] was used. At a typical initial energy
of 50 keV, the probability that an electron left the source without interaction
was found to be 85% and the mean energy loss was 19 eV. Multiple scattering
in the source could thus be neglected. The mean energy loss per path length
agreed with tabulated values [25] to within few percent.

Scattering in the spectrometer was investigated experimentally by accelerating
photo electrons and by Monte Carlo simulation. Agreement was found within
15% or better [5]. For the present experiment, the measurements were closely
simulated but assuming a source with a spectrum constant in energy. The
simulated scattered events were scaled with the expected shape of the 63Ni
�-spectrum and then normalized with all events. The probability distribution
was suitably parameterized to smooth the statistical uctuations of the simu-
lation, scaled with the total number of measured events and then added to the
�tted function as a �xed correction. The integrated probability for a detected
electron being scattered somewhere in the spectrometer was 1:66 � 10�3 for
runs I/II and 1:44� 10�3 for run III.

Lost events due to electronic dead time was taken into account by the appro-
priate correction factor. As the rate per detector strip was small (see Tab. 2)
this correction was at most 7� 10�4.

The K conversion line of 109Cd a�ected signi�cantly two data points in runs
I/II and was represented by the resolution function convoluted with the energy
loss distribution.
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Table 3
Results of the standard �t for cut 2, assuming no mixing and comparison of the
e�ective opening angle ' with the result of Monte Carlo (MC) simulations. The
errors are statistical standard deviations.

Run no. I II III

�2 522.9 443.8 451.8

NoDF 454 454 473

E0 � 66000 eV 980:4 � 0:4 971:5 � 0:6 997:4 � 4:6

' (Fit) (deg) 19:2� 0:1 19:8� 0:2 24:1� 0:3

' (MC) (deg) 18:5� 1:2 18:5� 1:2 23:2� 0:4

5.3 Results and discussion

The 63Ni data were �rst �tted assuming no mixing and using the model func-
tion as de�ned above. Free parameters were a spectrum amplitude, a constant
background, endpoint energy E0, e�ective opening angle ', and amplitude
and energy of the 109Cd K line. Phenomenological 'shape correction factors',
as often used in �-spectroscopy, were not necessary. The three data sets were
�tted independently and the results for pulse height cut 2 are given in Tab. 3.
The results for other cuts were quite similar.

The �tted values of E0 show a scatter, much larger than the statistical errors.
These systematic variations are caused by uncertainties of the axial positions
of source and detector, the reproducibility of both being about 0:1mm. This
translates in a calibration error of approximately 10 eV. Including the cali-
bration uncertainty of the spectrometer current and taking an average, we
�nd

E0 = 66980� 15 eV. (4)

This result is compatible with a measurement which we have performed pre-
viously [26] but is larger than the values obtained recently by others: 66946�
20 eV [27] and 66945�4 eV [28]. The discrepancy is explained by the fact that
in those works the excitation of atomic electrons was not taken into account.
This neglect forces a �t to an endpoint which is too small by an amount of
the order of the mean excitation energy (85 eV).

The values of the opening angle ' from the �t and from Monte Carlo simula-
tions are compared in Tab. 3. Within uncertainties there is agreement between
the two sets of values.

If the exchange correction factor is omitted, the �tted value of ' increases
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Fig. 6. Data minus the best �t divided by the statistical standard deviation for the
three 63Ni runs (cut 2 and no mixing).

by 2:2Æ for all three data sets, thus causing a discrepancy with the simulated
values. In this sense we can con�rm the observation of the exchange e�ect in
Ref. [20].

The di�erences between the data (cut 2) and the �tted model (no mixing),
normalized with the standard deviations are plotted in Fig. 6. Over most of
the energy range there is very good agreement. This is also indicated by the
values of �2 in Tab. 3, being statistically acceptable. However, in an approx-
imately 2 keV wide interval below the endpoint, signi�cant deviations can be
recognized for run I and to a smaller extent also for run II.

This discrepancy is likely to be caused by the computed excitation probabilities
being not as accurate as required by the data. The typical energy of the
deviations suggests that the excitations of L electrons (threshold 931 eV) are
of particular importance. The integrated probability for these was computed
to be 2%. To set this into perspective, the relative error of each data point near
1 keV below E0 is about 4�10�3. The computed probabilities for more weakly
bound electrons are believed to be more accurate. Moreover, such excitations
a�ect the spectrum shape only close the endpoint where the precision of the
data is smaller. The probabilities for excitations involving K electrons were
computed to be small (total 0:2%), but not quite negligible.

Neutrino mixing was searched for by a combined �t of the three data sets with
one common free parameter for the mixing probability jUe2j

2 (see Eq. (2)). The
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Fig. 7. Best �t (points) of the mixing probability as a function of assumed neutrino
mass. The error bars combine statistical and systematic errors. The thick part of
the error bars represents the statistical errors only. The solid line is an upper limit
at 95% con�dence.

assumed neutrino mass m2 was varied in steps up to 33 keV. The results are
shown in Fig. 7. There is no indication for neutrino mixing in this range. We
note that the points in Fig. 7 are not statistically independent as they are
derived from the same data. As a consequence, the �tted value of jUe2j

2 varies
in a highly correlated way as a function of m2.
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Fig. 8. Estimate of systematic errors (1�) of the mixing probability as a function of
the assumed neutrino mass.

Systematic uncertainties for jUe2j
2 were determined by varying the various

corrections in the �tted model and �tting the data again. The di�erences to
the standard model were taken as 1� errors. The results are plotted in Fig. 8.

The experimental systematic uncertainties, although estimated conservatively,
were found to be small, for m2 � 2 keV less than 2� 10�4. Uncertainties due
to the spectrometer resolution function were determined by varying its width
by 5%. This could have been neglected. Energy loss in the source was varied
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by changing the source thickness within 20%. The amplitude of the correction
for scattering in the spectrometer was varied by 25%. This correction depends
on the pulse height cut and could thus be tested by �tting the data also with
cuts 1 and 3. With respect to the standard cut 2, the di�erences of jUe2j

2

were always smaller than one half of the statistical standard deviations. This
is consistent with statistical uctuations as the cuts changed the number of
events in the data by some 15%.

From possible theoretical uncertainties only those due to the excitation prob-
abilities were considered as these seem to be dominant. The probabilities and
energies for L and K excitations were changed in various ways but such that
the mean excitation energy remained constant, consistent with the sum rule.
The di�erences to the standard model were taken as 1� errors. In addition,
�ts with the uncorrected distribution were performed and compared with the
standard model. For this case, one half of the di�erences was taken as a fur-
ther error as this correction is theoretically well justi�ed. Then, all errors were
combined quadratically. The result is shown in Fig. 8 as curve (1).

The statistical and all systematic uncertainties were added quadratically. The
total uncertainties are plotted in Fig. 7 as thin error bars. Upper limits for
the mixing probabilities at 95% con�dence were computed using the method
of the particle data group [29]. The result is shown in Fig. 7. At m2 = 1keV,
the limit is 1:2� 10�2 and then drops quickly to a level around 10�3 or below.

6 Conclusion

We have presented high precision measurements of the 63Ni �-spectrum. Indi-
cations for neutrino mixing were not found. For assumed neutrino masses in
the range 4 to 30 keV, limits for the mixing probability at 10�3 or less were
determined. For smaller neutrino masses the limits could be improved with
more accurate excitation probabilities.

The experiment was also a precise test of �-decay theory, which turned out to
be amazingly accurate considering all the theoretical corrections which had to
be taken into account. The recently observed exchange e�ect was con�rmed.
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