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Abstract

We have measured the ratio of the average sub-jet multiplicity in 3-jet to 2-

Jet events, Ry3, and 4-jet to 2-jet events, Ry, using the ete~ annihilation data

at /5 = 58 GeV obtained from the AMY detector. We compare the measured
values of Rg3 and R4 with the predictions of colerent and incoherent Monte
Carlo models. Ry is also compared with the NLLA caleculations to all ordoers.
The color coherence effect has been observed to contribute to the suppression
of Ry3 and Ryy. Also, the difference of the beliavior hetwoeen gluon jets in 3 et

and 4-Jet events has been studied.

S

1 Introduction

A study of the average hadron multiplicity in jet cvents in ete™ annihilations
explores the nature of quark- and gluon-induced jets and provides a check of pertur-
bative QCD predictions.

According to a naive (lowest order) QCD expectation[l], in the asymptotically
high energy limit the ratio of the average hadron multiplicity in gluon-jets to that in
quark-jets, (n}e/(n),, is equal to the ratio of their respective color charges Ca/Cr =
9/4, where Cp = 4/3 and C4 = 3 arc the color factors for gluon radiation from
quarks and gluons, respectively. This expectation is based on the assumplion of
local parton hadron duality (LPHD){2] according to which the number of hadrons
produced locally in a hard process is proportional to the number of partons cmitted
perturbatively from the primary(hard) partons. The experimentally observed value
of {n),/{n), is 1.27+0.07[3] and is strongly suppressed with respect to the predicted
value. This may suggest that the multiplicity of the gluon-jet is vot enhanced to the
extent expected from consideration of its higher color charge.

Theoretical attempts have been made Lo interpret this observed suppression.
Dremin et al.[4] have predicted the ratio of the parton multiplicity of gluon-jets to
guark-jets to be 1.84 + 0.02 by solving exactly the QCD equations for the generat-
ing functions in the case of a fixed value of the strong coupling constant. Using a
Monte Carlo model they have obtained a corresponding ratio of the hadron multi-
plicities to be 1.38 £0.02, roughly in agreement with the experimental value reported
in Ref.(3]. Kimura et al.{5] have argued that previous measurements of {n),/(n), can
not be compared directly with its calculations since the former ones involve biases
due to selection procedures of jets. They have calculated the parton multiplicity in
well-collimated 2-Jet and 3-jet events in the modified leading logarithm approxima-
tion using 3-jet events with a thrust value of 2/3. They have predicted the ratio
(n)g/{n)q to be about 2.0 under the LPHD asswnption without identifving gluon-jets
and quark-jets.

Difficulties in comparing hadron multiplicity in quark-jet and gluon-jet between
calculations and measurements lic in the fact that hadron multiplicity is an in-
frared and collinear unsafe quantity and its calculation involves assumptions about
the hadronization process. Further, selection procedures of quark-jet and gluon-jet
cmployed in experiments are not {ree from ambiguity and are likely to aflect the

measurement of hadron multiplicity. To avoid these difficulties Catani ef al.[6] have



introduced the concept, of sub-jet multiplicity in 2-jet and 3-jet cvents. The sub-jel
multiplicity is infra-red and collincar safe and can he compared directly hetween ex
perimental data and theoretical calculations. [n addition. identification ol elion jets

and quark-jets is not nec

ary in e measurenent of the subjey mufuphenty i g
and higher jet events.

The sub-jets or clusters inside of a jet are realized by delinmg Tt o jes reasingon
scale y; that determines the JeUmuldtiplicity of the events and chen an additional
resolution scale yo (< ) which determines the cluster{sub-jet) muitiplicity. The
variables yo and y; are values of the cut-off resolution paratncter of the elustering
algorithm. Catani el al.[6] have calculated the ratio of the a verage sub-jet mnltipiicits
in 3-jet events to that in 2-jet cvents, (Ma)/ (My}, inciuding leading aud next-to-
leading logarithins to all orders in a,. These caleulations are roferred tooas the
all-orders-NLLA calculations i the present paper.

According to a naive QCD prediction the ratio of average number of soft gluons
emitted in 3-jet to 2-jet eveuts, (AM=3Y (M —2) approaches (20, ¢ IV ST
in the asymptotically high energy limit if we assume that 2-jet and 35l event s consis

of ¢ and q7g final states. respectively. The vatio (U3 /(A1) I approxinmately equal

to {My —3) /(M5 — 2) for large values of (A and (7500 Catani of al 168 nave fonl
that the ratio (M4 /(M) approaches L7/8 only in the timi of logs Uoyad e dosed gy
which is not attainable under present experimental conditions. They predice o parion
level ratio of (M3} /(M) around or below 1.5 for the yo aud gy vaives relevant to the
center-of-mass energies of the current and future EXDCIINCNS

Experimental studies have been carried out on the ratio ol suh-let aluiphicio
of 3-jet to 2-jel events in ete~ annihilations by L37] and OPAL S Suppression of
the ratios (Ms)/(My) and (Mo — 3V /(M — 2) has been observed in these mcisi o
ments. Comparing their experimental data with {he all-orders NLLA calenlations
and a model without the soflt gluon cohierence effect, L3I7] has sugeested that this
coherence effect is necessary to describe their measurenient of (A5) /(M) Recent,y
OPAL[8] has compared their experimental data of (M3)/(A) and (A, — 3 J{My =
with Monte Carlo models and all-orders NLLA caleulations.  They have obtained
good agreement of their data with the NLIA calculations wud with colierent Monte
Carlo models and have suggested (hat colierence eflects are preseut i their data,

One of the sources of the suppression of (M) [(My) snggested by Catani of al.ibi]
is destructive interference among soft gluons{10] which is also known as the color co

herence effect. The color coherence effect results in restricted soft gluon emission in
certain regions of phase space during parton shower evolution. This effect suppresses
the interjet multiplicity between gluon and quark{antiquark) jets in 3-jet events wore
severely than that between quark-jets and antiquark-jets in 2-jet cvents[6]. This can
coutribute, therelore, Lo the suppression of (M) /{M,). Boudinov uf al.[11] have com-
pared the predictions of QCD Monte Carlo calculations with LEP and lower cnergy
e*e” data and argued that there is no evidence for the sensitivity of the hadronic
specira to soft gluon coherence. Recently evidence for this effect has been obiained
by measuring cnergy-energy correlation asvinmetry aned particle-particle correlation
asvinmetry in e¥e™ annibilations{12] and measuring kinematic correlations bebween
soft and leading jets in pp collisions 3],

[n the present paper, we study the contribution of the color coherence effect to

the suppression of (My — 3}/{M,y — 2). This quantity has higher sensitivity to a
change o y, compared to {Mz)/{M,) in the region close lo ¥ We compare our
experimental data of (M, —3)/(M,—2) with the predictions of coherent and incoherent
Monte Carlo models and with the all-orders-NLLA calenlations. We report the first
measurement of the ratio of the average sub-jet multiplicity in 4-Jet to that in 2-jet
events, (M -4} /{AM, — 2). Comparison is also made between Lhe experimental data
of {Afy—4}/{M,--2) and the predictions of these Monte Carlo models. Additionally,
iz order to study the difference of the beliavior between gluon-jets in 3-jet and 4-jet,

Ta) = LM 1M — (M)

events, the experimental data of an observable R = ({
are compared with the predictions of these Monte Carlo models and the najve QCD

prediction.

2 Experiment

We have used the ete™ aunihilation data obtained from the AMY detoctor at
the TRISTAN storage ring. The center-of-mass cnergy of the data sample used in
our analysis is 38 GeV. This data sample corresponds to an integrated huminosity of
20715 pbt

A detailed description of the AMY detector appears clsewherel 1] 1t is worth-
while. however, presenting a few special features of the detector components used in
hits analysis. The central deift chamnber {(CDC) which is used for charged particle

detection is comprised of 25 axial and 15 stereo tayers and provides a momentuim res-



olution of 0.7% x p; (GeV/c). The cylindrical electromagnetic shower counter {SHC)
which is used for neutral particle detection is an assembly of 20 layers of alternate
lead and gas proportional tubes and provides an energy resolution of 23%/\ E(GeV)
+ 6%. Charged and neutral particles are detected in the CDC and SHC over the

region |cos 8] < 0.87 and |cos @] < 0.75, respectively.

3 Data sample

3.1 Event selection

Measurements of the momentum of charged tracks are made iu the CDC aund. of
the encrgy deposited by photons, in the SIIC. A track with at least ® axial and 5 stereo
hits that fit to a helix is defined as a charged track in the CDC. An acceptable cluster
in the SHC is required to have an energy deposit of at Jeast 0.3 GeV. The events are
then subjected to the following event selection criteria. An event is regarded as an

acceptable multi-hadronic event if:

1. There are five or more charged tracks in the CDC cach satislying the following
conditions,
(a) Jeosd] < 0.85,
(b) point of origin is away from the interaction point by at niost 5 cin radially

and £15 e in the = direction,

2. By, defined as the sum of energy of the charged particles {assumed wo be pions)
in the CDC and the energy deposited by neutral clusters in the SHC. is mare

than half of the center-of-mass energy,
3. The longitudinal momentum imbalance is less than 0.4 x L GelVe,
4. There is at least 5 GeV of total energy deposit in the SHC.

A shower with an encrgy deposit of less than | GeV in the SHC and within 2° of
a fitted track in the CDC is not regarded as an independent cluster
A total of 30,042 events pass the above selection criteria and cotmprise the

data sample for the present study.

3.2 Monte Carlo simulation

In the present analysis we have used three Monte Carlo event simulators, the
LUNDT.3 (JETSET){15}, HERWIGS5.7[16] and ARIADNE4.04[17]. Fach of these
models consists of two broad stages, i.e. parfon gencration and hadronization. Ju the
parton generation stage, the first two simmulators use a branching model commnonly
called the parton shower modcl, whereas the third one uses the color dipolc model{13].
In the hadronization stage, the HERWIG model uses the cluster hadronization model,
whereas the other two use the LUND string fragmentation model.

The parton generation stage includes either a probabilistic branching of partons
or parton emission off dipoles formed {rom a pair of partons. Both cases result in
parton showering. The color coherence cffect is taken into account in the parton
shower model by employing angular ordering in which the parton emission angle in
the showering process successively decreases and in the color dipole model by requiring
decreasing p; in successive emissions. The restriction of the angle or p, imposed on the
emission of successive partons in these models approximates the coherent emission of
partons. The hadronization phase follows the parton shower converting the partons
mto hadrons. This process is non-perturbative and is applicable only in the form of
phenomenological models.

We have used the LUND inodel both with and without angular ordering. We call
the former the LUND cohierent aud the latier the LUND /neoherent model. Parame-
ters for the LUND wcoherent aud HERWIG models have been tuned using the global
event shape distributions of thrust, pi", p¢* and the mass-squared difference belween
broad-jets and slim-jets. In the casc of the LUND coherent and ARIADNE wodels,
the default parameters set by the models’” anthors are used. All of the above models
have been found to reproduce the event shape distributions of the experimental data

quite well.



4 Analysis

4.1 Sub-jet multiplicity

The DURHAM (k. ) clustering algorithm[19] is used to form jets in the selected
events. The resolution parameter for the &, algoritlun is given by
2 min(E?, EZ)(1 ~ cos ;)

E? '

vis

(1)

Yij =

where E; and E; are the encrgies of any paiv of particles/clusters i and j, respectively
and 0;; is the angle between them.

In the present analysis we use two cul-off resolution parameters, ¥, and 1y, as
mentioned in Sec. 1. According to Ref. [6], the NLLA calculations are most reliable
for y; ~ O(10~2) and tend to be less reliable for larger 3y values. Considering this
we have chosen four y; values, 0.007, 0.01, 0.02 and 0.03 which correspond to cut-off
transverse momenta between two jets of 1.9 GeV /e, 5.8 Ge /e, 8.2 GeV/e and 10.0
GeV/c, respectively.

For a particular value of y; we determine the jet multiplicity in cach event. The
observed jet fractions are 49.6%, 37.7% and 11.2% for 2-jet, 3-Jet and 4-jet events,
respectively at y; = 0.007. After having selected 2-jet and 3-jet samples we vary y, in
a range from 4x1072 down to 103 (corvesponding Lo a cut-off transverse motnentum
between two sub-jets of 0.18 GeV/cj and obtain the sub-jet multiplicitics {3, — n) for
n = 2,3 averaged over all events in Lhe n-jct event sample. The quantities, (M, —n),
may be interpreted as the average number of emitted soft gluons i n-jet events. The
ratio J3 of the average sub-jet, ruultiplicity in 3-jet events to that in 2-jet events for

a given pair of resolution parameters is then defined as:

. My~ 3)
Raa(yi, o) = < 3‘ .f); :

The same analysis method is em ployed for the ratio of the average sub-jet multiplicity
in 4-jet events to that in 2-jet events, Raa(yryo) = (My — 4}/ {My — 2},

The observable R(y1,y0) = ((M,) — (M)} /{{M3) — (M3)) is analyzed in the same
way as Ry; and Ryy. This observable can be interpreted as the ratio of the number of
soft gluons radiated from two primary gluons in 4-jet events to that from one primary
gluon in 3-jct cvents assuming 3-jet and 4-jet events arc comprised of ¢gy and gy

final states, respectively.

4.2 Correction factor

Since the experimental data are biased by detector eflects, initial state radi-
ation(ISR) and final statc radiation(FSR), they cannot be directly compared with
theoretical and Monte Carlo calculations. Hence, we have corrected the experimental
raw data for each value of yo for given values of y;. We have prepared two types
of Monte Carlo data samples using the LUND coherent model, one with a complete
simulation of the AMY detector and the other without it. These data are referrcd
to as simulated and generated data, respectively. The generated data are calculated
without ISR and IFSR and without the event selection criteria. The simulaled data,
on the other hand, are calculated with ISR and FSR and with the event selection
criteria. In these calculations all the hadrons with lifetime Jarger than 1 ns are used,
as given in Ref. [20].

Taking into account the changes in the detector conditions during our experiment,
we have calculated simulated data for seven sets of detector conditions. We have
corrected the experimental raw data for these differcnt conditions using corresponding

simulated data samples as shown below:

R‘m(i/l, yO)cm'rcrtcd - (Yﬁ<7/17 ?/0) X [’)'277 (?/13 Yo )T{LLU data » 1P 37 1 (3)

where CF(y1, yo) is a correction factor given by

~
i . (Generated data)ino 1SR and PSR, without event selection criteria
CF(y1y0) = .

(1)

The corrected experimental data of Ry, obtained for differcent detector conditions,

(Stmulated dala)witn 157 and FSR, with cvent selection eriteria

have been merged together. The experimental raw data of R = (M) = (M) ({(M3) -
{M3)] have been corrected in the same way as Mgz and Ry,

The values of CF for 3,=0.007 range [rom 1.012 to 1.078 [or Ry, from 1.017 to
1.090 for Ryq and from 0.980 Lo 0.995 for R and their total errors range from 0.009
to 0.040 for Ry;, from 0.013 to 0.065 for Ry and from 0.008 to 0.040 for .

5 Results

5.1 Results

The experimental data have been cumnpared with predictions of the Monte Carlo
models for 133, Ry and R and with the all-orders-NLLA calculations for Rys for

9



y1 values of 0.007, 0.01, 0.02 and 0.03. At y, = 0.007 we bave obtained the best
agreement with the coherent (LUND coherent, HERWIG and ARIADNI) Monte
Carlo models and with the all-orders-NLLA calculations.

The corrected experimental data for Ry = (M —3)/ (M~ 2} are plotted in Fig. L
as a function of yg in the yo range from 107% Lo 4x 1077 for y; = 0.007 and compared
with the predictions of coherent (LUND coherent, HERWIG and ARIADNE) and
incoherent (LUND #ncoherent) models.

Figure 2 shows the dependence of Ry; on y, in the range of 3, from 0.007 to 0.03
for the experimental and Monte Carlo data. In figures (a), (b) and (¢), valucs of £y,
are plotted as a function of y, for 1o = 4 x 1074, 1 x 107% and 2 x 1072, respectively.

In addition to Rp3, we have obtained the sub-jet multiplicity ratio fto4 = (M4 —
4)/ (M, - 2). The corrected data for 54 for y, = 0.007 are shown in Fig. 3 in
comparison with the Monte Carlo predictions.

Following the all-orders-NLLA calculations by Catani ef al.[6], we have calculated
Ry3 at /s = 58 GeV. Best agreement between the NLLA calculations and the exper-
imental data has been obtained for A = 300 MeV and y; = 0.007 in the yq range of
T-107" < yo < 41073, although variation of Rys in the range of A from 100 MeV o
500 MeV is within 1.8% around its value for A=300 McV. In the prescnt caloulation
the leading order expression for a, has been used. In Fig. 1 the caleulation for A
300 MeV and 3, = 0.007 is also shown in comparison with the experimenial data.

In Fig. 4, the corrected experimental data for R = ((A1,) — (M) /(ALY — (M)
for y; = 0.007 are shown in comparison with the four Monte Carlo predictions.

It should be noted that all the data of Ry3, Ryq and R at successive values of g

are correlated to some extent since the sub-jet multiplicity is a cumulative observable

5.2 Systematic errors

- . . . . }
The major sources of systematic error in the present study are due to:

1. Detector simulation dependence,
2. Generator dependence,
3. Dependence on event sclection criteria.

T < N SIS Tev S N T T _—
T'he first source of systematic crror arises due to the use of detector simmlators for the

CDC and SHC and the different detector conditions that existed during the course of

10

the data taking. The second source is [rom the correction of the experimental data
based on the LUND coherent model. The third source is duc to the event selection
procedures. In each of these cases, the systemalic error has been obtained from the
deviation of the corrected cxperimental data for each value of yo resulting from the
variation of certain conditions.

The uncertainty due to the first source is from two factors. The first factor is
due to the CDC and SHC simulators and the second one is due to different detector
conditions. For the estimation of the first factor, we have used the LUND coherent
model and Lave compared three sets of corrected experimental data, charged parti-
cles only, neutral particles only and both charged and neatral particles. Half of the
maximum difference between any two sets have been taken as the systematic error.
We have taken the standard deviation of the corrected expetimental data obtained
from seven sets of detector conditions to be the second factor. These two factors have
been added in quadrature to obtain the systematic error due to this source. These
range from 0.58% to 2.80% for f2,y, from 1.51% to 6.87% for [54 and from 0.78% to
2.64% for R.

The systematic error duc to the sccond source has been estimated by comparing
the corrected data obtained by using the LUND coherent and HISRWIG models both
without ISR and FSR. The reason for not using ISR and FSR in this estimation is that
the HERWIG model doesn’t Lhave an inherent provision for implemeutation of ISR
and FSR. We have obtained the systematic errors in this case to be 0.56% ~ 3.03%,
0.13% ~ 1.38% and 0.26% ~ 1.85% for Ras, Ryy and R, respectively.

The uncertainty due to the third source is [rom two factors. The first factor is due
1o the limited detector acceptance which may introduce biases on the determination
of jet/sub-jet multiplicities. The second factor is due to the method of selecting the
data sample. In order to estinate the systematic crror due to the first factor, we
have used a thrust angle cut of 50° < f;, < 130° and have taken the deviation of
the data with this cut from the data without it to bc the systematic error. The
sccond factor is estimated in the following way. For our analysis. after imposing
track selection criteria, we sclect good events in two broad steps. Lirstly, we impose
event selection criteria as mentioned in Section 3.1 and secondly, on the basis of a
track matching scheme, we find the charged tracks and neutral clusters from the
CDC and SHC, respectively. The systematic error due to the second factor has been

estimated by switching the sequence of these two steps. The overall systematic error



due to the selection criteria dependence has been obtained by addiug in quadrature
the systematic errors due to the two lactors. These are 0.02% ~ 0.32% for iy,
0.08% ~ 1.61% for Ry, and 0.02% ~ 0.45% for R.

All other sources of systematic ervor have been disregarded owing Lo the benefit
of using ratios such as Ryy, Ry and R where errors are likely to cancel.

The total systematic errors have been obtained by adding in quadrature the errors
due to all sources discussed above. In Table 1, total systernatic errors and stalistical

errors on fyy, Ryy and R are shown for upper and Jower regions.

6 Discussion

Figure 1 shows that over most of the yo region the measured values of Ry,
agree well with the colierent (LUND colierent, HERWIG and ARIADNE) models
and do not favour the incolierent (LUND imeoherent) model. This indicates that the
destructive interference amonyg soft gluons emitted from the primary gluon in 3-jet
events contributes to the suppression in the average sub-jet multiplicity ratio Ry, 1t
should be noted that other sources, e.g. the finite cnergy eflect, arc also expected
to contribute to this suppression. Our result is consistent with thal of L3[7] and
in agreement with that of OPAL[S). Our observed value of Ray=1.200-£0.008 at
Yo = 1075 for y; = 0.007 is comparable with that, 1.22240.011, obtainaed by OPAL]
for same values of 3, and .

In order to confirm the disagrecinent Letween the experimental data and the
LUND incoherent model prediction, we have checked the sensitivity of the calculated
Ry; value to the tunable parameters(21] of this model. We find that variation of the
parameters within the range in which this model still reproduces event shapes rea-
sonably, does not reduce the difference between experimental data and the incoliereut
model.

As scen in Fig. 2, the measured values of s agree with the colierent models over
almost the whole region of y; and y, covered by this study. This indicates thai the
color coherence effect contributes o the suppression of Ryy also for iy, values between
0.01 and 0.03.

The contribution of the color coherence effect to the suppression of £,y for y; =
0.007 is seen in Tig. 3. The coherent modcls are in good agreciuent while the inco-

herent model is not favoured by the experimental data. Aty vahies between 001

12

and .03 we also observe agreement between the data and the coherent Monte Carlo
models.

In the non-perturbative hadronization process. the relative rate of increase of
(M3 = 3) as a function of decreasing log yo, A{Ms(o) — 3)/{—Alog yo) /(M — 3}, is
expected to be same as that in 2-jet events, provided that quarks and gluons badronize
in the same manner. In the yg region corresponding to the non-perturbative process,
therefore, fa3(yo) is expected to be nearly constant with respect to g, although
(My) and {Ma) increase monotonically with respect to decreasing 3. On the other
hand, in the perturbative parton showering process, quarks and gluons are expected
to emit different numbers of partons due to their different color charges. Therefore,
the relative rate of increase of {My — 3) with respect to decreasing yo is expected
to be diflerent from that of (M, — 2). Conscquently it is expected that ey is not
constant with respect to yo. These expectations are consistent with Monte Carlo
model predictions. IMigure 1 shows that the measured values of Ryy ave nearly constant
m the region of y, < 7x 107 and increase with decreasing yo in the region of yy >
Tx 107% In the present paper, therefore, the regions of yg less than and greater
than 7x107* {corresponding to a cut-off transverse momentum between sub-jets of
about 1.5 GeV/c) are termed the non-perturbative region and the perturbative region,
respectively.

In Fig. 1 observed values of Ryy agree with the all-orders- NLLA calculations [or A
= 300 MeV and y; = 0.007 in the perturbative region under the ILPHD assumption.
The present, result is consistent with that reported hy OPAL[S] which shows excellent
agreement between their data and she all-orders-NLLA calculations for A = 350 MeV
and y; = 0.007.

Figure 4 shows that the experimental data of R = ({M,) — (M) (M) — (ML) lie
between 1.9640.02 and 1.8940.05 over the whole region of y,. According to the naive
QCD prediction based on color charge counting, we expect that Ra2 if the behavior
of emission of soft gluons from a primary gluon is same in 3-jet and 4- jet events and
if the fraction of the ¢g¢g final state in 4-jet events (<10%)[22] is neglected. In this
estimation, the 3-jet cvents are assumed to be comprised of ¢qy final state and the
4-jet events, of a mixture of ¢fgy and ¢ final states at i = 0.007. Our observation
of the & value is consistent with this expectation. This suggests that the behavior
of emission of soft gluons fram a primary gluon in 3-jet events is roughly same as

thal in d-jet events. In Fig. 4, all the Monte Carlo models are in agreement with the

13



experimental data. At gy, values other than 0.007 we observe thic same behavior of the
data as that at y; = 0.007. In the figure the LUND coherent model predicts almost
the same value of £ as the LUNID incoherent model, because the color coherence
effect doesn’t affect the value of R if the contribution of the color coherence effect 1o

the suppression of the sub-jet multiplicity is same w 3-jet and 4-jou events,

7 Summary

The ratios of average sub-jet multiplicity in 3-jet to 2-jet events, Rz and 1 et
to 2-Jet events, Ryq, have been measured in ete™ annihilations at /s = 38 GeV using
the AMY detector. The observed values of Ryy and Ry have been compared with the
predictions of coherent (LUND7.3 coherent, HERWIGH.T and ARIADNE4.04) and
incoherent (LUND7.3 incoherent) models.

It has been shown that the measured values ol Ry agree well with the colierent
models and not the incoherent one. This is evidence of the contribution of the color
coherence effect to the observed suppression in R,5. The all-orders-NLLA calculations
agree with the measured values of f55 in the perturbative region {y, > Tx 107" for
A =300 MeV and y; = 0.007 under the LPHD assumption.

The contribution of the color coherence elfect to the suppression of 15, has also
been observed. Good agreement has been observed between measured values of 7o,
and the coherent models.

The study of the quantity R suggests that the beliavior of etnission of soft gluons

from the primary gluon in 3-jet events is alimost the same as that in 4 jol events.
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Figure captions

Fig. 1: The experimental data for Ry = (M3 — 3}/{M; — 2) are plotted as a func-
tion of yo for y; = 0.007 in comparison with the predictions of the LUND
(coherent/incoherent), HERWIG and ARIADNE models and also with the all-
orders-NLLA calculations for A = 300 MeV. Errors shown are statistical and

systematic errors added in quadrature.

Fig. 2: The experimental data for Ry = (M — 3)/{My — 2} are shown as a function
of y; in comparison with the LUND coherent (dashed line), LUND incoherent
(dot-dashed line), HERWIG (dotted line) and ARIADNE (spaced-dotted ine)
models for yg values (a) 4-107", (b) 11073 and (c) 2-107°.

Fig. 3: The experimental data for Ry, = {My — 4}/{Al, — 2} are plotted as a luc-
tion of yo in comparison with the predictions of LUND {coherent/incoherent),
HERWIG and ARIADNE models for y, = 0.007.

Fig. 4: The experimental data for R = ((M,) — (M))/({Mz) — (:My)) are shown in
compartison with the predictions of LUND (coherent/incoherent), HERWIG and
ARIADNE models for »; = 0.007.
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