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Abstract

The LHCb Ring-Imaging Cherenkov detectors are built to provide charged hadron
identification over a large range of momentum. The upgraded detectors are also
capable of providing an independent measurement of the luminosity for the LHCb
experiment during LHC Run 3. The modelling of the opto-electronics chain, the
application of the powering strategy during operations, the calibration procedures
and the proof of principle of a novel technique for luminosity determination are
presented. In addition, the preliminary precision achieved during the 2023 data-
taking year for real-time and offline luminosity measurements is reported.
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1 Introduction

An essential component of the LHCb flavour physics programme is the discrimination
of charged hadrons to distinguish between pions, kaons and protons. The Ring-Imaging
Cherenkov (RICH) detectors provide charged hadron identification within the momentum
range of approximately 3 to 100 GeV/c and play a crucial role in LHCb measurements
using data from LHC Run 1 and 2, as detailed in Ref. [1, 2].

The RICH system comprises two detectors, namely RICH1 and RICH2, employing a
system of spherical and planar mirrors to focus Cherenkov photons, generated by charged
tracks within fluorocarbon gaseous radiators, onto the photon detection planes. RICH1
covers the complete spectrometer angular acceptance from 25 to 300 mrad and is positioned
upstream the LHCb dipole magnet. RICH1 measures the low-to-intermediate momentum
range of 3 - 40 GeV/c. The angular acceptance of the RICH2 detector, located downstream
the LHCb dipole, is 15 - 120 mrad and is optimised to cover the high momentum range
15 - 100 GeV/c.

To efficiently take advantage of the five-fold increase in the instantaneous luminosity,
reaching L = 2 × 1033 cm−2 s−1 in LHC Run 3, the LHCb detector is read out at the full
LHC bunch crossing rate of 40 MHz. The RICH system, previously employing Hybrid
Photon Detectors (HPDs) [3] with embedded front-end electronics read out at 1 MHz, has
been upgraded. The HPDs have subsequently been replaced with 64 channels Multianode
Photomultiplier Tubes (MaPMTs) [4, 5] from Hamamatsu Photonics (HPK) and new
front-end electronics transmitting data at 40 MHz. The MaPMTs employed by the RICH
system are the 1-inch HPK-R11265-M64 in RICH1 and the inner region of RICH2, and
the 2-inch HPK-R12699-M64 in the outer region of RICH2. Their operating parameters
are tailored to detect single photons over a wide range of illumination rates. Detection
rates vary from approximately 100 MHz/ cm2 in the central area of RICH1, to lower rates
of about 5 MHz/ cm2 in the peripheral region of RICH2. Sixteen (four) HPK-R11265-M64
(HPK-R12699-M64) MaPMTs are grouped into a unit called Photon Detector Module
(PDM). Six PDMs build a so-called column, for a total of 22 columns oriented along the x
coordinate in RICH1 and 24 columns developing along the y coordinate in RICH2, where
z is the direction of the beams. An example of two-dimensional hit-maps are shown in
Fig. 1. The new RICH detectors are described in detail in Ref. [6] and the preliminary
figures of merit for hadron identification with early LHC Run 3 data are reported in
Ref. [7], showing already an excellent performance as by design.

In the LHCb experiment, an automated luminosity levelling procedure is adopted
to limit the instantaneous luminosity to L = 2 × 1033 cm−2 s−1 and to compensate the
luminosity decay during a fill. This strategy allows to optimise the vertexing, tracking and
particle-identification performance by reducing the systematic uncertainties associated
to detector occupancy changes. The levelling is implemented by the LHC machine by
changing the overlap of the beams with the so-called ”separation levelling” in steps, to
keep the instantaneous luminosity within ±5% with respect to the target requested by
LHCb [8]. The instantaneous luminosity is measured in LHCb and provided to the LHC
by the Probe for Luminosity Measurement (PLUME) system [9].

In this paper, the use of the RICH system to provide a standalone and alternative
measurement of the LHCb luminosity is reported. Two novel measurement techniques
are used: the first, providing a real-time measurement of the instantaneous luminosity,
takes advantage of the determination of the MaPMT anode currents; the second employs
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Figure 1: Two-dimensional hit-maps in percent for RICH1 (left) and RICH2 (right). The events
are required to meet the first level of physics selections, i.e. the fraction of fired pixels is larger
than the fraction for minimum-bias events.

the Cherenkov hits as digitised after the opto-electronics chain, made possible by the
low noise (order kHz/ cm2) of the RICH detectors. An additional, independent system,
designed to act as a safety measure for environmental light-leak detection inside the
MaPMT enclosures, is used to provide further online measurements of the instantaneous
luminosity.

In the RICH1 detector, the MaPMTs are operated by using a powering scheme
involving the bias of the last of the twelve dynodes, in order to maintain a linear response
of the MaPMTs with the expected rates, as described in Sec. 2. The implementation of
the method is described in Sec. 3, where it is shown how an output signal proportional
to the luminosity is obtained through the measurement of the power-supply currents.
The possibility to use the number of Cherenkov hits for the same purpose is verified
through simulated samples generated with different pile-up conditions, as described in
Sec. 4, and calibrated through van der Meer scans performed during the 2023 data-taking
period as shown in Sec. 5. In order to calibrate the MaPMT anode currents to provide a
real-time luminosity signal, a data-taking phase during which the instantaneous luminosity
requested to the LHC is changed in known steps is used and combined with the information
coming from the number of Cherenkov hits, described in Sec. 6. Finally, the results and
prospects are discussed in Sec. 7.

2 Modelling of the MaPMT response

For tube HPK-R11265-M64, equipped with 12 dynodes, the standard voltage divider
suggested by the manufacturer, shown in Fig. 2, is non-tapered, except for the first
(from photocathode, labelled PK) and last stage, and is optimised for maximum gain for
single-photon detection:

(PK) R0{2.3, 1.2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1.5} (1)

Using R0 = 200 kΩ, the total resistance of the voltage divider is R = 3000 kΩ. The anode
is grounded and a constant negative voltage, typically V1 = −900 V, is applied to the
cathode resulting in an average gain of order G = 106 electrons (1 Me) and, in absence

2
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Figure 2: Electrical scheme of the HV voltage divider for tube HPK-R11265-M64, used in RICH1
and in the inner region of RICH2, with three power supplies. The currents flowing through
the voltage divider resistors are only shown for the first, sixth and last stages. The optional
additional power supply lines are shown, corresponding to voltages V2 and V3.

of a cathode photocurrent, in a power-supply current iPS = 300 µA flowing through the
resistors of the voltage divider.1

When there is incident light, the power supply current iPS is perturbed by the inter-
electrode currents. This is particularly relevant at the last stage of multiplication, where
the anode current iA can assume non-negligible values with respect to iPS and cause a
voltage drop between the last dynode and the collection electrode. In order to keep a
constant voltage V1 across the tube, the power supply current has to take a new value
i′PS = iPS + ∆iPS, indicating with a prime the values in the presence of a photocurrent,
to distinguish from those during operations with no signal. In addition, the voltage
drop due to the inter-electrode currents has to be compensated by an increase of the
inter-voltages at the first stages. Consequently, above a certain illumination rate, the
proportionality between the anode current and the photocurrent, i.e. the gain linearity, is
lost. The relative variation of the gain takes the approximate relation ∆G/G ≈ iA/iPS
that is about 25% for the highest illumination rate of the RICH detectors, corresponding
to a photocurrent iPK ∼ 80 pA and iA = iPKG ∼ 80 µA for G = 1 Me.

To recover gain linearity the voltage divider of Fig. 2 is equipped with auxiliary
high-voltage power supplies for the last (Dy12) and last-but-one (Dy11) dynodes. In
order to define the appropriate powering schemes for the RICH detectors, a purely
electrical model of the voltage divider for tube HPK-R11265-M64 has been developed
using LTspice [10]. The model is used to simulate the ideal electrical behaviour of the
biasing circuit. Experimentally the illumination rate is controlled through the average

1Similar considerations to those made in this section can be done for tube HPK-R12699-M64, equipped with
10 dynodes, having a voltage divider R0{2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1.5} for a total resistance of R = 2500 kΩ.
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Figure 3: Results of the LTspice simulation for different operating voltages of a G = 2.5 Me
HPK-R11265-M64 tube for (a) anode current iA and (b) power-supply current iPS as a function
of the photocurrent iPK for the standard powering configuration, showing the variations in the
MaPMT gain. The so-called over-linearity is evident up to iPK ∼ 60 pA, followed by a decrease
of the output-signal amplitude due to the voltage drop between the last dynode and the anode
degrading the collection efficiency. Figures (c) and (d) show the same results but with the last
dynode powered independently, showing how the gain linearity is recovered especially for the
curves below 1000 V that are closer to the working points used in the RICH detectors.

occupancy Oav at 40 MHz, where occupancy is here defined as the fraction of above-
threshold pixels over the 64 channels of an MaPMT. Results are shown in Fig. 3 and
Table 1, demonstrating that the independent powering of Dy12 preserves the linearity of
the MaPMT response over a large range of occupancy values, reducing the maximum non
linearity to ∆G/G ∼ 2%.

The powering of Dy12 keeps constant VDy12 ≡ VV3 and therefore compensates the
voltage drop induced by the anode current by supplying a current iDy12 = (i′PS − iPS)− iA.
Hence the anode current can be determined measuring the power-supply currents as

iA = ∆iPS + iDy12, (2)

where ∆iPS is the difference in the main power-supply current measured with and without
a photocurrent. Table 1 displays simulated voltage and current values as a function of
occupancy and the corresponding photocurrent iPK. The concept has been validated in
laboratory tests using a pulsed laser light source. The linearity of the MaPMT response
has been confirmed for occupancies up to 30% when powering the last dynode.

Given the occupancy distribution of the RICH detectors, the powering of the last

4



Table 1: Simulated voltage and current values as a function of occupancy Oav and corresponding
photocurrent iPK with the photocathode and the last dynode Dy12 powered at the operational
voltages of 1000 V and 100 V, respectively. iPS (iDy12) is the current drawn by the main
(auxiliary) power supply channel, and VDy11 ≡ VV2 is the voltage of the last-but-one dynode.

Oav [%] 0.01 1.00 10.00 20.00 30.00
iPK [pA] 0.04 4.10 41.00 82.00 123.00
iPS [µA] -333.34 -333.49 -334.91 -336.57 -338.31
iDy12 [µA] -0.04 -3.94 -39.19 -77.69 -115.27
VDy11 [V] 166.66 166.42 164.16 161.55 158.81
iA [µA] 0.04 4.10 40.77 80.93 120.25

G [×106 Me] 1.00 1.00 0.99 0.99 0.98

dynode is employed in RICH1 but not necessary in RICH2. The operational working point
is chosen to be at the lowest possible voltage allowing a three-sigma separation between the
single-photon gain peak and the front-end electronics thresholds. This avoids exceeding
the maximum anode-current limit (iA)max = 100 µA, defined by the tube specifications
from Hamamatsu and monitored using Eq. 2, and to prevent as much as possible MaPMT
ageing. After an equalisation procedure based on high-voltage adjustments, the average
MaPMT gain in operations is G = 1.2 Me while the front-end electronics threshold is
set to 200 ke. Ageing of MaPMTs, over the long time-scale involved (fifteen years of
operation in the LHCb environment), is monitored through dedicated measurements of
the gain variations that have been confirmed to be negligible for the dataset used in this
paper. The practical implementation of the method and its use in the RICH system is
detailed in the next section.

3 Real-time luminosity monitors

The average number of Cherenkov photons per event reaching the RICH photon detection
planes is proportional to the number of above-threshold charged tracks passing through
the gas radiators and thus to the number of primary pp interactions. Since iPK is given
by the rate of photoelectrons produced at the cathode, the photocurrent scales with
the number of photons arriving at the photon detection arrays. Therefore, iA is also
proportional to the number of interactions and can be expressed as

iA = Nγ ϵpde G e νint + δ, (3)

where Nγ is the average number of Cherenkov photons per bunch-crossing reaching the
MaPMT photocathode, ϵpde represents the average photon detection efficiency, G denotes
the single photon average gain, e is the electric charge, νint is the interaction rate and
δ represents the contribution to the anode current from other sources such as random
internal instrumental noise or dark counts.

The interaction rate νint, to first order, is given by νint = Nbb · fr, with Nbb being the
number of colliding bunches at the LHCb interaction point and fr = 11.245 kHz is the
LHC revolution frequency. The instantaneous luminosity can be written as

5
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Figure 4: Occupancy distributions for (a) RICH1 and (b) RICH2 as a function of MaPMT index
number. The magenta dashed curves correspond to physics-biased events while the blue curves
correspond to minimum-bias events.

L = νint
µLHCb

σLHCb

, (4)

where µLHCb is the average number of visible collisions in LHCb, defined as events in
which at least one charged track produces hits through the full experiment acceptance.
The value σLHCb is the cross-section for these pp collisions, whose value at 13 TeV has
been determined [11]. The value Nγ in Eq. 3 is proportional to µLHCb and therefore the
anode current serves as a proxy for the instantaneous luminosity, provided the gain is
stable as a function of rate and occupancy.

The occupancy is measured at nominal luminosity L = 2× 1033 cm−2 s−1 and is shown
in Fig. 4. The detected peak occupancy for physics-biased events, defined at first order
as containing a b- or c-hadron, is approximately 30% in RICH1, with this number being
relevant for the ability to distinguish charged hadrons for data analyses. Conversely,
minimum-bias occupancy, determined by randomly selecting events corresponding to
colliding bunches, results in an occupancy of only 20% in RICH1. The unbiased events
are more relevant from the operational point of view, giving an indicator of the average
activity per colliding bunch crossing on the photon detection planes. In RICH2, the
physics-biased and minimum-bias peak occupancies are of order 10% and 6%, respectively.

Based on the considerations reported in Sec. 2, the dynode bias mode is implemented
for all the MaPMTs installed in the RICH1 detector. While maintaining a stable gain,
the powering of Dy12 also allows the exploitation of Eq. 2, namely

iLumiRICH ≡ iA = ∆iPS + iDy12, (5)

as real-time instantaneous luminosity monitors. In RICH2 only PK is supplied, while the
Dy12 channel is used in monitoring mode, i.e. iDy12 = 0.

The power-supply currents are measured through the RICH HV system, employing
common-floating-ground A1538DN CAEN boards. The monitoring period is of order 10
ms corresponding to about 100 LHC orbits, hence the sensitivity is on average values
rather than instantaneous currents. The current monitoring of the channels has a typical
accuracy of ±2%±3 µA as reported by the manufacturer. Given a gain of order 1 Me and a
20% detected occupancy per event in the higher occupancy region of RICH1, a measurable

6



iLumiRICH can be achieved in the corresponding PDMs starting from interaction rates
above 100 kHz. In order to reach a required online precision of ±5% in all the 272 PDMs
of the RICH detectors, an interaction rate above 1 MHz is required.2 This corresponds to
an LHC filling scheme comprising about 90 colliding bunches in LHCb.

The HV of the RICH detectors is steered by the Experiment Control System (ECS),
a set of LHCb-specific components based on the JCOP framework and the WinCC-OA
SCADA tool [12]. The operations of the HV system are fully automated and depend on
the LHC accelerator mode and the beam modes during an LHC operational cycle [13].
The beam mode drives the actions of the HV system as follows: at the injection handshake
between the LHC and LHCb, the high-voltage channels are turned off for safety to avoid
damage to the photon detectors induced by possible showers of particles during the beams
injection. When all trains are injected and the LHC enters the beam-mode ramp to
reach the target energy per beam of 6.8 TeV, the photocathode channels are switched
on, while the dynode channels are kept in monitoring mode. The LHC takes about 30
minutes to accelerate the protons to the flat-top energy. After this so-called warm-up
period for the MaPMTs, allowing stabilisation of the dark-count rate after switch-on,
the dynode voltages are read out and the corresponding settings are saved in the ECS
Configuration Database. The advantage of reading in a measured set of dynode voltages,
instead of applying the ones computed from the voltage divider ratio, lies in the possibility
of factorising the tolerances of the voltage divider resistors and of incorporating first-order
corrections to possible hysteresis of the power supplies due to environmental changes
between one LHC fill and the next. The spread in the voltage settings for Dy12 over the
course of the 2023 run is shown in Fig. 5 (a) for a channel powering Dy12 of a single PDM.
The standard deviation of the distribution is 0.132 V. If not corrected, an incorrect voltage
setting would bias iDy12 of O(10 µA). When the LHC cycle reaches the so-called squeeze
state, i.e. the focusing of the beams at the interaction points starts but the beams are still
separated, the RICH1 dynodes are powered. After a delay of two minutes, the baseline
iPS, iDy12 and iA currents are computed. This provides the reference values to compute
the values entering Eq. 5 when stable beams, and therefore collisions, are declared. The
term δ in Eq. 3 due to dark counts is subtracted, and biases in the measured currents are
corrected.

Trending plots of iLumiRICH for the eight PDMs in the high-occupancy region of RICH1
are shown in Fig. 5 (b) to illustrate the sensitivity of this variable during a luminosity
scan. The discontinuities are proportional to the steps in instantaneous luminosity. The
visible number of interactions in LHCb was increased from approximately 0.1 to 6. Data
correspond to LHC fill 8484, where 1735 bunches were colliding.

Other quantities monitored through the ECS that can be used for the luminosity
measurement are the analogue outputs of the light leak detector (LLD), a safety system to
check the tightness of the MaPMT enclosures to environmental light. Each LLD module is
equipped with a photomultiplier tube whose output signals are discriminated, generating
NIM pulses that are converted into TTL format and integrated over O(100 µs) time
intervals in a custom readout module. Two of the LLD modules, installed either side
of RICH2 (the so-called A- and C-sides), are facing the radiator and have the greatest
sensitivity. Similarly to the concept of Eq. 3, the LLD signal is proportional to the

2During 2023 operations, the number of colliding bunches in LHCb with LHC in full machine mode was
1821, thus corresponding to approximately 20MHz.

7



93 93.5 94 94.5 95
 [V]12V

1

10

210

310

E
nt

ri
es

(a)

25/11 12:00 25/11 13:00 25/11 14:00 25/11 15:00
Time

0

200

400

600

800

1000

1200A
]

µ
 [

L
um

iR
IC

H
i

D07/PDM2

D07/PDM3

D08/PDM2

D08/PDM3

U07/PDM2

U07/PDM3

U08/PDM2

U08/PDM3

(b)

Figure 5: (a) The distribution of the last dynode voltage of a single PDM over the course of 2023
operations and (b) the trends of iLumiRICH for the eight PDMs in the high-occupancy region of
RICH1 during a luminosity scan. Note that an excess around 14:30 is visible, indicating that
beams were already colliding head-on. The variations in the absolute scale of these monitors is
due to the different geometrical acceptances of the PDMs.
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Figure 6: Correlation between MaPMT anode currents and the LLD voltages for RICH2 (a)
A-side and (b) C-side. The baseline values are subtracted before the linear fit is performed. The
fitted offset and slope values are 2.8 ± 3.3 µA and 4.43 ± 0.04 µA mV−1 for the A-side, and
7.5± 3.5 µA and 4.65± 0.05 µA mV−1 for the C-side.

instantaneous luminosity. The calibrated output voltage (VLLD) can provide luminosity to
the LHC even when the MaPMTs are off, e.g. during machine development periods. The
correlation between MaPMT anode currents and the LLD output is shown in Fig. 6.

One of the main advantages of the real-time monitors is their independence from the
status of the LHCb data-acquisition system. In order to find the proportionality constant
between iLumiRICH, VLLD and the instantaneous luminosity, the number of detected hits in
the RICH photon detector planes can be employed, as reported in the following sections.

4 Hit counters and modelling of the opto-electronics

chain

The luminosity is measured using proxy variables, hereafter referred to as luminosity
counters, for which the average number of visible collisions (µvis) and the visible cross-
section (σvis) are defined. For a given luminosity counter, defining ε as the term factorising
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its geometric acceptance and detection efficiency, µvis = εµLHCb is a relative value that
can be measured by counting the visible interactions in a detector, while σvis = εσLHCb is
the visible cross-section. The most common methods used to obtain a relative luminosity
measurement and estimate µvis are the linearity method and the log-zero method. The
former consists of measuring the mean value of the counter in a certain time interval
corresponding to a total number of events N . This is the simplest approach and requires
the linearity of the counter response with luminosity in the full luminosity range, such
that, defining ni as the value of the counter in event i,

µvis =

∑
i ni

N
. (6)

In the log-zero method, the number of events with zero hits N0, defined according to
a threshold that is process-dependent, is used to determine

µvis = − log P(0) = − log
N0

N
. (7)

The log-zero method, being based on Poisson statistics, begins to lose accuracy when the
number of empty events of the counter decreases. The choice between these two methods
depends on the properties of the luminosity counter under investigation.

The reconstruction of the RICH detectors is performed at the second stage of the
LHCb High-Level Trigger (HLT) [14], allowing the use of the number of hits as luminosity
counters. Following the RICH opto-electronics chain, photon signals detected by the
MaPMTs are digitised and recorded as hits with a single-detector-pixel level of spatial
granularity. In contrast to the real-time signals discussed in the previous section which
can be used for online monitoring and averaging interactions over multiple LHC orbits,
the number of hits contains more comprehensive information. Specifically, the number of
hits for each pixel is available for every bunch-crossing identifier (BXID), enabling the
measurement of the luminosity per bunch crossing. Furthermore, this approach allows
to separate the contributions from the four beam-crossing types, namely beam-beam
(bb), beam-empty (be), empty-beam (eb), and empty-empty (ee). In order to provide a
luminosity measurement that is not biased by physics selections performed at the HLT
level, bunch-crossing are randomly selected during data-taking by the LHCb readout
supervisor [15], responsible for distributing timing and fast control commands to all
sub-detectors, at a rate of 22.5, 3.0, 3.0 and 1.5 kHz for bb, be, eb and ee bunch-crossing
types, respectively. The RICH counters have been implemented at the second HLT stage
in a dedicated algorithm that stores all luminosity counters, along with the necessary
event information, in a compact data format, for each event selected by the luminosity
trigger. These events are routed through the HLT farm in pass-through mode and are
also used to assess the status of the RICH detectors during data-taking, e.g. to monitor
the ageing of MaPMTs.

The selection of the number of pixels that defines a luminosity counter variable is
based on an optimisation of both the number and stability of these observables. The
RICH hits are firstly investigated using different LHCb minimum bias simulation samples
generated with various values of the average number of pp interactions per bunch crossing.
The full simulation of the RICH detectors is employed, including the complete geometry of
the detectors and the MaPMT pixel properties such as gain and dark counts. A realistic
electronics modelling is also implemented, allowing access to the number of hits after the
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Figure 7: Mean number of hits as a function of the average number of primary pp interactions ν
for (a) RICH1, (b) the outer regions of RICH2, populated with two-inch HPK-R12699-M64s due
to the lower occupancy, and (c) for the central regions of RICH2. In the top row, the linear
fit is performed only considering the first 3 points, the intercept is left free, as for ν = 0, some
hits are expected due to background noise. The pulls of the fits are shown in the bottom row,
showing a significant deviation from linearity for ν > 10 in RICH1 and for ν > 20 in the inner
region of RICH2. Note that the average Run 3 pile-up corresponds to ν = 7.6, highlighted by
the blue vertical line in the plots.

digitisation of the signal. The beam conditions, including the average position and size
of the interaction region, the crossing angle and the emittance, are incorporated at the
generator level. Simulation samples with different interaction positions along the x, y, and
z axes and with both magnet polarity configurations are used to evaluate the robustness
of the counters as a function of the beam-spot position.

The simulation samples are used to evaluate the scaling of the occupancy of the
RICH detectors as a function of the number of primary pp collisions per event. As
discussed in Sec. 3, the peak occupancy at the average nominal pile-up of 5.5 primary
vertices per colliding bunch crossing is approximately 20%. This results in a non-negligible
non-linearity in the high occupancy region of RICH1, arising from events in which two
or more photons hit the same MaPMT pixel. These multi-hits are indistinguishable
from single-photon hits due to the binary readout of the RICH opto-electronics chain.
At this peak occupancy, the probability to record at least two hits in the same pixel is
approximately 2%.

The distribution of the number of recorded hits is studied in different regions of the
photon detector planes, as shown in Fig. 7. The mean of these distributions is plotted
against the average number of pp interactions per bunch crossing ν, used in Monte-Carlo
generators. The visible cross-section in LHCb has been estimated from simulation, and the
ratio between σLHCb and the total pp cross section is used to express the average number
of visible collisions in LHCb, µLHCb, as a function of ν with the relation µLHCb = 0.699 ν.
As anticipated, the central region of RICH1, with its higher occupancy, displays a deviation
from linearity. In contrast, RICH2 generally exhibits lower occupancy and a hit count
that is approximately linear with respect to ν up to values that are more than four
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times greater than nominal Run 3 conditions. These observations motivate the use of the
log-zero method when determining the luminosity. This choice is adopted for all counters
for consistency and to allow removal of biases arising from the most occupied events.

These exploratory studies have been performed before the start of Run 3 data taking
and therefore employ a not-yet-tuned simulation. However, they incorporate effects
seen during the 2022 and 2023 data-taking years, as described in the following sections.
Following these studies, a RICH hit luminosity counter has been defined by the number
of hits in a PDM. This choice results in a number of counters equal to the total number
of PDMs in the RICH system, specifically, 128 hit counters for RICH1 (as the two outer
columns have only four PDMs mounted) and 144 for RICH2. Another advantage of this
choice is the uniformity in the detector response, since each PDM encloses MaPMTs
grouped by similar gains and powered by a common HV channel, providing a direct link
with the corresponding real-time monitors described in Sec. 3. Among the 272 available
counters, a subset of 48 has been integrated into the offline luminosity data flow and
is continuously stored to measure offline luminosity. The selection of stored counters is
based on the PDMs providing the most precise and accurate luminosity estimates, while
also optimising offline resources usage.

5 Calibration of hit counters and luminosity determi-

nation

The van der Meer (vdM) scan technique [16,17] is a direct method employed by all experi-
ments at the LHC to derive an absolute luminosity measurement, a crucial foundation for
evaluating the instantaneous luminosity through counters calibrated with their respective
cross-sections. Data are collected using the RICH system during vdM scans at LHCb,
concurrently with other subdetectors, with the aim of measuring the visible cross-section
for each counter. A vdM scan can be performed in one or two dimensions by changing
the beam separation at each step, the one-dimensional scan assuming factorisation of
the beam profiles along the x and y axes, given that the transverse betatron oscillations
are expected to be well decoupled in x and y. Two-dimensional scans, introduced more
recently, allow determination of the systematic uncertainty associated with this assumption
by scanning the whole x-y plane. The procedure to obtain the visible cross-section consists
of evaluating the number of visible interactions µvis in each vdM step which corresponds
to a different overlap of the two colliding beams. The so-called specific average number of
interactions (µsp

vis) is the background-subtracted value of µvis normalised by the quantity
N1 ·N2. For a colliding BXID with populations N1 and N2, the non-colliding background
contribution due to the passage of single beams is estimated in every be, eb, and ee BXID
by calculating µ using the log-zero method, and the average value for each BXID type is
subtracted. The specific µsp

vis for step i is defined as

µsp
vis (∆xi,∆yi) =

µvis (∆xi,∆yi) −N1<µbe/N1,be>−N2<µeb/N2,eb> + <µee>

N1 ·N2

, (8)

where ∆xi (∆yi) is the displacement of the beams along x (y) in step i. The quantity
µvis is evaluated for each step of the vdM scan and for all hit counters using the log-zero
method as for Eq. 7. The number of protons in each beam varies during the scan and is
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Figure 8: Profile of the µsp
vis parameter obtained by scanning along the (a) x and (b) y axes.

The values are plotted against the relative displacement of the two colliding beams for a pair of
colliding bunches. The shape is fitted with a Gaussian distribution. This fit is performed in the
x and y transverse coordinates separately, assuming factorisation.
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Figure 9: Visible cross-section values for each colliding BXID during the vdM scan for (a)
one RICH1 hit counter in a high occupancy region and (b) one RICH2 hit counter in a high
occupancy region, corresponding to average values across all BXIDs of σvis = 50.50± 0.04mb
and σvis = 34.34± 0.03mb, respectively, where the uncertainty is statistical only. The interval
corresponding to one standard deviation is highlighted with red dashed lines.

therefore evaluated for each step independently. The information from Direct-Current
Current-Transformers [18] is used to measure the total beam current circulating in each
LHC ring and, simultaneously, the Fast Bunch Current Transformers [19], one per ring,
provides a relative measure of the charges in each 25 ns LHC bunch slot. The x and y
profile obtained with a one-dimensional scan is shown in Fig. 8 for a single hit counter.
The shape is fitted using a Gaussian distribution for the signal and a constant for the
background, the latter assumed uniform throughout the scan since the ee, be and eb
contributions do not depend on the relative displacement of the beams.

The value of the visible cross-section σvis for the case of two-dimensional scans, used
for the results reported in this paper, can be obtained by using

σvis =

∫
µsp
vis(∆x,∆y)d∆xd∆y. (9)

The cross-section is obtained for each colliding BXID as shown in Fig. 9.
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Figure 10: Luminosity is estimated from a subset of 48 hit counters, equally divided between
RICH1 (leftmost) and RICH2 (rightmost). Error bars are statistical only. The last two values,
highlighted in the red box, are obtained using the number of VELO tracks as luminosity counters.
The average luminosity value obtained using the RICH counters is shown as a dotted horizontal
line. The interval corresponding to one standard deviation is also indicated with green lines.

For each PDM, the average of the cross-section values measured in each colliding BXID
is employed to determine the luminosity for a given running period using Eq. 4, that for a
generic luminosity proxy and as a generalisation of Eq. 4, becomes

L =
µvis

σvis

Nbbfr, (10)

where µvis is measured through the log-zero method in the time interval of interest during
physics data-taking. In order to measure µvis during full machine operations, the be and
eb background has to be evaluated and subtracted. The scaling of the luminosity given by
the RICH hit counters is studied in a dedicated luminosity scan where the instantaneous
luminosity is changed in known steps up to the nominal LHCb luminosity. The value of
µvis is estimated by considering only the leading bunch in batches of consecutive colliding
bunches in LHCb. This choice is made because, for these bunches, the background is
under control, and effects such as spillover and residual material activation do not have a
significant impact. The systematic uncertainty associated with this choice is estimated
by including trailing bunches. As shown in Fig. 10, the values obtained from the hit
counters using Eq. 10 are compared with the luminosity estimated using the number of
tracks detected in the LHCb vertex detector (VELO), which has been established as the
most stable LHCb luminosity counter during LHC Run 1 and 2 [20], showing excellent
consistency. The measured instantaneous luminosity from the RICH in a run acquired at
nominal pile-up, averaging the values from the subset of 48 hit counters, is

LRICH = 1938 ± 23 (stat) ± 97 (systvdM) ± 78 (systbkg) Hz/µb, (11)

The first uncertainty is statistical and the systematic uncertainty is divided in two
contributions. The former, systvdM, corresponds to a conservative estimate of the system-
atic error associated to the cross-section measurement in the vdM scan, including also
the missing corrections to be applied, such as ghost and satellites charge, length scale
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calibration, beam-beam deflection and efficiency of the observable. A 5% contribution has
been assigned as systvdM, based on the study performed in Ref. [20]. This contribution
will be significantly reduced once a comprehensive offline luminosity analysis will be
performed with Run 3 data. The other contribution to the systematic uncertainty, systbkg,
is related to the µvis evaluation, appearing as the numerator in Eq. 10. The background
subtraction in Eq. 8 need to be evaluated in physics data-taking and can affect the
luminosity value. The value of systbkg is assigned by estimating the background using
colliding BXIDs in different positions inside the filling scheme, as in isolated ee BXIDs
or after a batch of colliding bunches. The value of µvis is also evaluated using leading or
trailing colliding bunches in a batch. This systematic contribution will also be reduced in
a precise luminosity measurement, after the assessment of the background entering each
LHCb counter.

6 Calibration of real-time monitors

The real-time luminosity determination plays an important role in the operation of LHCb
and provides a prompt feedback during data taking. The relation between the anode
currents of the MaPMTs and the luminosity has been extensively discussed in Sec. 3,
reporting how a direct calibration of iLumiRICH is not possible during vdM scans, since only
about 20 bunches collide in LHCb which is below the minimum rate required to observe
a sizeable increase in the power-supply currents. The values of iLumiRICH is therefore
calibrated with the luminosity estimated through the hit counters. The anode currents
available from each PDM in the high-occupancy region scales during the luminosity scan
as shown in Fig. 5, and, for each step, the corresponding luminosity is measured using
Eq. 10. The same procedure is used to calibrate the values of VLLD. Figures 11 and 12
show the results of the calibration for the iLumiRICH and VLLD variables, respectively.

After the previous calibration, the values of iLumiRICH are converted into instantaneous
luminosity values and published in the online LHCb monitoring framework. The luminosity
estimated from the RICH anode currents are shown in Fig. 13 together with the value
provided by the PLUME detector as a reference. The spread in the luminosity values
estimated using the RICH detectors, even with a preliminary calibration neglecting some
of the background sources induced by beam-gas interactions, is below the ±5% required
by the experiment for luminosity levelling.

7 Summary and prospects

The upgraded RICH detectors can be used to provide a measurement of luminosity for
the LHCb experiment. Linearity of the MaPMT anode currents, enabled in RICH1 by
powering the last dynode, allows a real-time determination of the luminosity, an alternative
to the one provided by the PLUME detector, which can increase redundancy during
LHCb operations. These real-time monitors are calibrated with the information available
from the RICH hit counters, avoiding a continuous cross-calibration with other LHCb
counters. Furthermore, the signal detected by the LLD safety system can be used as
an additional real-time monitor, independent of the accelerator or beam modes of the
LHC. The procedure to integrate these signals in the LHCb control system has been
commissioned and will be used as a backup signal to be provided to the LHC accelerator
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Figure 11: Calibration of an anode current read out from a PDM. The anode current proxy
iLumiRICH value for a given PMT is plotted against the luminosity measured using the RICH hit
counters. Each point corresponds to a step of a luminosity scan which covered the full luminosity
range of LHCb, up to the nominal Run 3 value. The fit is performed with a free offset (fitted
slope = 0.228± 0.005 µA µb s and offset = −10± 6 µA) or fixing the offset to zero (fitted slope
= 0.220± 0.003 µA µb s), with a difference in the estimated luminosity of less than 1%, used
as a systematic error in the calibration. The procedure is repeated for all PDMs in the RICH1
high-occupancy region.
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Figure 12: Correlation between the average RICH luminosity and the LLD signals for RICH2
(a) A-side and (b) C-side (right). The baseline values are subtracted before the linear fit is
performed. For the A-side the offset is −2.7± 0.6 mV and the slope is 0.093± 0.001 mV µb s,
the C-side fitted values are −3.3 ± 0.6 mV and 0.089 ± 0.001 mV µb s for offset and slope,
respectively.

team. The relative variations across the values of iLumiRICH is within ±5% when also
including a systematic uncertainty related to the subtraction of the baseline, fulfilling the
requirements of the LHCb experiment in terms of luminosity levelling.

As discussed in Sec. 5, a measurement of the instantaneous luminosity obtained when
using the subset of the hit counters available offline to the RICH system when running at
nominal pile-up conditions gives a value

LRICH = 1938 ± 23 (stat) ± 133 (syst) Hz/µb, (12)
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Figure 13: The luminosities determined through the RICH calibrated currents compared to the
values provided by Plume as a function of time. The period of time corresponds to the start of
fill, where the variations are due to the levelling procedure and beam adjustments, as opposed
to noise in the detectors. Agreements is excellent, and the plots are available for monitoring
purposes in LHCb.

where the first uncertainty is statistical and the second is a combination of systematic
uncertainties, expected to decrease in the future with additional measurements.

Future prospects involve further improvements in the calibration of the real-time
luminosity counters, including the subtraction of beam-gas events and correction factors
associated with the VELO detector closing around the interaction point. The former
correction is particularly relevant given the concurrent pp and p-gas operations in LHCb,
involving the injection of different gases in the SMOG2 system [21]. This is estimated to
give a correction factor at the percent level. The real-time luminosity counters are also
affected by the different number of hits due to secondary particles produced upstream
during and after the VELO is closed, varying by up to 30% depending on the region under
consideration. Approximately six minutes are required for the VELO to move from the
open to the closed position at the beginning of a physics fill: a linear correction will be
applied to take into account this data-taking phase. Regarding the LLD-based real-time
monitors, an upgrade of the system has been made by installing a new Trans-Impedance
Amplifier readout for 2024 data-taking, allowing further improvement to the linearity with
luminosity and it is also going to be integrated into the online monitoring.

In conclusion, the feasibility of a luminosity measurement, both online and offline,
using the RICH detectors has been demonstrated. The RICH luminosity proxies are fully
integrated into the LHCb data flow. Further improvements of the measurement will be
achieved through a comprehensive offline LHCb luminosity analysis.
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