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4Theoretical Physics Department, CERN, CH-1211 Geneva 23, Switzerland
5Institute for Particle Physics Phenomenology, Department of Physics, University of Durham, Durham, DH1 3LE, UK

Photon pair production is an important benchmark process at the LHC, entering Higgs boson
studies and new physics searches. It has been measured to high accuracy, allowing for detailed studies
of event shapes in diphoton final states. To enable precision physics with diphoton event shapes,
we compute the second-order QCD corrections, O(α3

s), to them and study their phenomenological
impact.

INTRODUCTION

The production of photon pairs is a classical hadron
collider observable. Following its initial observation at
UA2 [1], this process has been measured to increasing
accuracy at the Tevatron [2, 3] and the LHC [4, 5]. Pho-
ton pair final states played a crucial role in the discovery
of the Higgs boson [6, 7] and in subsequent precision stud-
ies [8, 9] of the Higgs boson properties. Photon pairs are
also widely studied in searches for Physics beyond the
Standard Model.

The dominant Standard-Model production process for
photon pairs is quark-antiquark annihilation. This Born-
level process receives large QCD corrections at next-to-
leading order [10] (NLO, O(αs)) and sizable ones at next-
to-next-to-leading order [11–13] (NNLO, O(α2

s)). The
Born-level process enforces the photons to be balanced
in transverse momentum. Therefore, the leading-order
contribution to the diphoton transverse momentum dis-
tribution requires the presence of a partonic recoil in the
final state, thus starting only at O(αs). The diphoton
transverse momentum distribution has also been com-
puted [14] to NNLO QCD, which in this case amounts
to O(α3

s). Corresponding to a 2 → 3 process at Born
level, it is representative of the current frontier in com-
putational complexity in NNLO QCD calculations.

More detailed information on the production dynam-
ics can be gained from the study of event shape distri-
butions in diphoton final states. Event shapes describe
geometrical properties of the final-state kinematics [15].
They take non-trivial values at Born level only for final
states containing three or more objects. ATLAS have
performed a detailed study [4] of diphoton final states
at

√
s = 13 TeV, measuring distributions in diphoton

transverse momentum and in three event shape variables:
hadron collider thrust aT , acoplanarity ϕacop, and decor-
relation angle ϕ∗

η. For events at low transverse momen-
tum, scaling relations between the transverse momentum
and each of these event shape variables can be estab-

lished [15]. These demonstrate that the event shape dis-
tributions are measured with considerably higher resolu-
tion than the transverse momentum distribution, mainly
owing to the fact that the event shapes rely on the deter-
mination of the directions of the photons and not on their
energies, which are harder to resolve experimentally.
The event shape distributions are thus ideally suited

for high-resolution studies of the QCD dynamics in the
production of photon pairs. In the case of the ATLAS
measurement [4], a complex interplay between the fidu-
cial selection cuts, applied on the individual photons, and
the event shape definition on the photon pair momenta
is taking place. These effects can often only be resolved
by taking into account higher-order QCD corrections, es-
pecially from real radiation and recoils. In this letter, we
compute the NNLO QCD corrections, O(α3

s), to dipho-
ton event shape distributions and perform detailed stud-
ies of their phenomenological impact.

METHODOLOGY

As for the transverse momentum distribution, non-
trivial contributions to the diphoton event shape distri-
butions are generated only in the presence of a partonic
recoil. The underlying QCD process is therefore

pp → γγ + jet +X,

with the jet definition replaced by a minimum cut on an
event shape variable or on the diphoton transverse mo-
mentum. In order to single out direct-photon production
and remove hadronic contamination, photons are iden-
tified by an isolation criterion defined through a cone
around the photon direction. NLO calculations [10] mir-
ror the exact isolation prescription that is used in the ex-
perimental measurements. At NNLO, an idealized pho-
ton isolation (dynamical cone [16] or hybrid cone [17]) is
used.
Renormalized one- and two-loop corrections to the

Born process contain explicit infrared (IR) singularities
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arising from loop-momentum integration, whereas real-
emission matrix elements for the radiation of one or two
additional partons exhibit a divergent behavior in soft
and collinear configurations. Upon combination of vir-
tual and real corrections, infrared divergences cancel in
theoretical predictions for physical observables, but ded-
icated techniques have to be employed to achieve such
cancellation. Our calculation uses the well-established
antenna subtraction method [18–20], which extracts the
divergent behavior of real-emission corrections locally
across phase space by suitable subtraction terms con-
structed using antenna functions. The analytically inte-
grated counterpart of such terms is then used to cancel
the explicit singularities of virtual corrections. The nu-
merical integration of infrared-finite remainders is per-
formed within the Monte Carlo event generator NNLO-
jet [21].

The six-point one-loop and seven-point tree-level ma-
trix elements for the real-virtual and double-real cor-
rections are obtained from OpenLoops2 [22, 23]. The
two-loop amplitudes are expressed through their IR-
subtracted remainder functions [24]. They have ini-
tially been computed in the leading-color approxima-
tion [25, 26] (which was used in [14]) and later in full
color [27]. The two-loop amplitudes are expressed as
linear combinations of massless two-loop five-point in-
tegrals [28], which are evaluated in terms of so-called
pentagon functions [29]. For the first time, our calcu-
lation includes these amplitudes in full color, allowing us
to quantify the impact of subleading-color effects.

Due to the large gluon luminosity at the LHC, dipho-
ton cross sections receive sizable contributions from loop-
induced gluon-initiated reactions, where the photon pair
is radiated off a closed quark loop. The Born level contri-
bution to this process corresponds to the square of a one-
loop amplitude, which thus starts contributing only at
O(α3

s), as part of the full NNLO contribution. Owing to
this delayed perturbative onset, the loop-induced gluon
fusion contribution has been identified to be responsi-
ble for a substantial fraction of the scale uncertainty in
diphoton-plus-jet cross sections at NNLO [14]. Higher-
order corrections to this process, originally studied in [30]
for the gluon-initiated channels only, are formally beyond
NNLO accuracy, but they can reduce the theoretical un-
certainty. In this letter, we assess the impact of the
complete NLO, O(α4

s), correction to this loop-induced
process, including all its partonic initial states. The vir-
tual corrections to this process are given by the inter-
ference of five-point one- and two-loop amplitudes. The
full-color two-loop contributions of the gg → γγg pro-
cess were presented in [31] and are distributed through
the NJet library [32]. The analogous amplitudes for the
qq̄ → γγg process, and crossings thereof, were computed
in [27]. Real-radiation corrections, which entail six-point
one-loop squared amplitudes, are obtained from Open-
Loops2 in all partonic channels.

The NNLOjet implementation was validated in var-
ious ways. For the real corrections, the numerical eval-
uation of antenna subtraction terms was tested point-
wise against OpenLoops2 matrix elements in each IR-
singular phase-space region. For the virtual ones, we
checked that the universal IR-pole structure of one-
and two-loop amplitudes [24] is reproduced by the in-
tegrated antenna functions. At cross-section level, we
compared our results for diphoton plus one and two jets
at NLO accuracy against MadGraph5 aMC@NLO [33, 34],
finding agreement. Finally, at NNLO we reproduce the
diphoton-plus-jet differential cross sections of [14], by
truncating the two-loop virtual corrections to leading-
color for consistency.

RESULTS

The ATLAS 13 TeV analysis [4] of diphoton event
shapes is performed in the fiducial region defined by the
following cuts:

pT,γ1
> 40 GeV, pT,γ2

> 30 GeV,

|ηγ | ∈ (0, 1.37) ∪ (1.52, 2.37), ∆Rγγ > 0.4 .

The photons are identified by a fixed-cone isolation crite-
rion, allowing a maximum hadronic energy fraction ϵT,γ

inside a cone of radius R around the photon direction,
with (R, ϵT,γ) = (0.2, 0.09). We note that this R value is
at the lower end of what is typically used in single-photon
measurements [35].
In our theoretical prediction we use the PDF set

PDF4LHC21 mc [36] and we adopt a hybrid-cone isola-
tion prescription [17] which inserts a dynamical cone [16]
of parameters (Rd, ϵd, n) = (0.1, 0.15, 1) inside the fixed
isolation cone. The renormalization and factorization
scales are chosen dynamically using the central scale
µ2
0 = E2

T,γγ = m2
γγ + p2T,γγ . Theoretical uncertainties are

estimated via 7-point scale variations, namely by vary-
ing µR and µF with multiplicative factors ξR,F ∈ [1/2, 2]
imposing 1/2 ⩽ µR/µF ⩽ 2.
In total, the ATLAS measurement presents one-

dimensional distributions in eight different diphoton vari-
ables. Four of these distributions, pT,γ1 , pT,γ2 , mγγ ,
and | cos θ∗|CS, receive Born-level contributions already
at O(α0

s). They are compared to NNLO QCD predic-
tions [13] from NNLOjet already in [4]. The four re-
maining distributions start only at O(αs): transverse
momentum of the diphoton system pT,γγ and the three
event shapes [15]:

aT = 2 · |px,γ1
py,γ2

− py,γ1
px,γ2

|
|p⃗T,γ1

− p⃗T,γ2
| , (1)

ϕ∗
η = tan

π −∆ϕγγ

2

√
1− tanh2(∆ηγγ/2) , (2)

ϕacop = π −∆ϕγγ . (3)
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Observable Cut Equivalent pT,γγ [GeV]

pT,γγ [GeV] 1.0 −
aT [GeV] 1.08 1.52
ϕ∗
η 0.0105 1.19

ϕacop 0.0234 1.12

TABLE I. Lower cuts on the event shapes applied in our
comparison to the ATLAS data [4] and their conversion to an
equivalent value of pT,γγ , assuming mγγ = 80 GeV.

Our NNLO QCD calculation enables accurate predictions
for these four observables, and in the following we exclu-
sively focus on them.

At the lower endpoint of event shape distributions,
the fixed-order description breaks down due to the emer-
gence of large logarithmic corrections at each order in
perturbation theory that need to be resummed for re-
liable predictions. Also, in these endpoint regions the
numerical evaluation of the fixed-order components be-
comes increasingly challenging. We therefore cut off the
distributions at bin edges in the respective measurement,
listed in Table I. At the event-generation level, an event
is accepted if it passes at least one of these cuts, which
ensures the infrared-safety of the evaluation.

Towards lower values of transverse momentum or event
shapes, the final-state photons approach a back-to-back
configuration, leading to a diphoton-invariant mass of
mγγ ⩾ 80 GeV, corresponding to twice the cut on pT,γ1

.
In these back-to-back configurations, the cutoff values in
Table I are related by the approximate scaling [15, 37]:

pT,γγ ≈
√
2aT ,

pT,γγ/mγγ ≈
√
2ϕ∗

η ≈ 0.85
√
2 tan(ϕacop/2) . (4)

Figure 1 presents the theoretical prediction up to
NNLO in comparison to the ATLAS data [4]. Over-
all, we observe that the inclusion of NNLO corrections
leads to an improved description of the data in the re-
gion where the transverse momentum or the values of the
event shape variables are sufficiently large. In these re-
gions, the NNLO corrections are positive and the scale
uncertainty on the theory predictions typically drops
from around ±(10 . . . 15)% at NLO to ±(2 . . . 10)% at
NNLO. Although the NNLO corrections bring the NLO
curve closer to the data in these regions, the theory pre-
dictions still fall systematically below the measurements.

Towards the lower end of all distributions (below
pT,γγ ≈ 10 GeV and equivalent values of the shape vari-
ables), the NLO and NNLO predictions are systemati-
cally above the experimental data. NNLO corrections
are still moderate in the kinematical range displayed in
Figure 1, and an apparent perturbative convergence is
observed in this range, with NNLO predictions typically
within the NLO scale uncertainty, even if here one ex-
pects all-order resummation to be needed for reliable

predictions. We observe in particular that the bin res-
olution in this region is considerably higher for aT , ϕ

∗
η

and ϕacop than it is for pT,γγ . This superior resolution
allows to probe this infrared-sensitive region considerably
more accurately than through the pT,γγ spectrum.

Above pT,γγ ≈ 70 GeV, we observe a bump in the
transverse momentum distribution, which is a conse-
quence of the the fiducial cuts that are applied in
the measurement. No explicit cut is imposed on the
diphoton-invariant mass, which is only implicitly re-
stricted from below through the photon angular sepa-
ration ∆Rγγ > 0.4. Low invariant-mass photon pairs
require both photons to be in the same hemisphere, such
that their combined transverse momentum must be bal-
anced by a partonic recoil. Consequently, these low-mass
photon pairs contribute to the transverse momentum dis-
tribution only above pT,γγ ∼ 70 GeV, corresponding to
the sum of the individual pT,γ cuts. Similar features,
though less pronounced, are observed in all event shape
distributions. Also, they are stable under perturbative
corrections, indicating that they do not give rise to large
logarithms.

The NLO, O(α4
s), correction to the process where both

photons couple to a closed quark loop is added to the
NNLO, O(α3

s), predictions to yield the yellow NNLO+

curves in Figure 1. At large values of event shapes and
pT,γγ , the inclusion of this contribution does not reduce
the NNLO scale uncertainty in a visible manner, contrary
to initial expectations [14, 30]. For medium and low val-
ues of event shapes and transverse momentum, the NLO
corrections to this subprocess become large and negative,
leading to a substantial deterioration of the perturbative
convergence of the NNLO+ predictions.

Compared to previous NNLO results for diphoton final
states at finite transverse momentum [14], we now take
into account the complete color information at two-loop
level. The newly included subleading color terms receive
contributions from non-planar two-loop five-point ampli-
tudes, which are also present in the the gluon-induced
quark-loop subprocess at order α4

s. We quantify the nu-
merical impact of these newly included terms in Figure 2,
which displays the pT,γγ , aT , ϕ

∗
η and ϕacop distributions,

comparing the full NNLO with the results obtained by
neglecting or including specific contributions.

The impact of the finite remainder of the two-loop vir-
tual corrections is indicated in the upper frames of Fig-
ure 2. More specifically, we isolate the interference of the
two-loop amplitude with the tree-level one (2Re(A0 ·A∗

2))
and we either remove it completely (label ‘no VV’) or we
include only its leading-color component (label ‘LC VV’).
In terms of two-loop Feynman diagrams, the leading-
color component is defined as in [14]. However, we note
that our definition of finite remainder [24, 27] differs from
the one of [14, 26]. It can be seen that the contribution
of the complete two-loop finite remainder depends non-
trivially on the kinematics. It is quasi negligible for large
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FIG. 1. pT,γγ , aT , ϕacop and ϕ∗
η distributions for diphoton production at the LHC in LO (green), NLO (blue) and NNLO (red)

accuracy, in comparison with the ATLAS diphoton measurement [4]. The NNLO prediction consistently includes the loop-
induced gluon-initiated process at Born level. The NNLO+ curve (yellow) is obtained by including the O(α4

s) NLO correction
to the loop-induced process. The colored bands represent theoretical uncertainties from 7-point scale variation. The error bars
represent Monte-Carlo integration errors. The ratio plots show the prediction normalized to the ATLAS data.

values of the event shapes or pT,γγ , and typically amounts
to less than 5% of the NNLO prediction except at the low
endpoints of the distributions. This is largely dominated
by the leading-color component, with subleading color
terms never exceeding the 0.3% level.

In the lower frame of Figure 2, we study the impact
of the gluon-induced quark-loop subprocess, which is by
default included at order α3

s in the NNLO predictions.
Its numerical relevance can be seen from the ‘no QL’,
where this subprocess is removed entirely. In the NNLO+

curves, the O(α4
s) corrections to this subprocess are in-

cluded. It can be seen that the quark-loop subprocess
contributes in particular in the low and intermediate
range in the distributions. Its inclusion at NNLO is cru-
cial for the perturbative stability of the predictions at

this order, especially towards the lower end of the distri-
butions. This feature is remarkable, since at NNLO this
contribution appears for the first time, being finite and
unrelated to any of the other subprocesses. The O(α4

s)
corrections to the quark-loop subprocesses, included in
NNLO+, are very small in the bulk of the distributions,
and become very sizable and negative only towards their
lower ends. Their smallness in the bulk explains their
negligible impact on the scale uncertainty, where a small
improvement is observed only in the medium range of the
distributions. This effect quickly deteriorates at lower
values.
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FIG. 2. Numerical impact of virtual two-loop corrections (upper frames): comparison of the full calculation at NNLO (red,
‘NNLO’), calculation without the two-loop finite reminder 2Re (A0 ·A∗

2) (blue, ‘no VV’) and calculation obtained including only
the leading-color contribution to the two-loop finite reminder (yellow, ‘LC VV’). Numerical impact of loop-induced processes
(lower frames): comparison of the full calculation at NNLO (red, ‘NNLO’), calculation without the gluon-initiated O(α3

s) quark-
loop contribution (yellow, ‘no QL’) and calculation obtained including it and the O(α4

s) NLO correction (orange, ‘NNLO+’).

CONCLUSIONS

In this letter, we computed the NNLO QCD correc-
tions to the diphoton transverse momentum distribu-
tion and to event shape distributions related to it. The
corrections considerably improve the description of AT-
LAS data [4] for these precision observables. The distri-
butions display several kinematical features, which can
be explained through an intricate interplay between the
diphoton observables definition and the fiducial cuts on
the individual photons. We quantified the numerical im-
pact of previously unaccounted contributions from pro-
cess classes containing two-loop non-planar virtual cor-
rections, supporting the validity of leading-color trunca-
tions for generic two-loop amplitudes. We investigated
the impact of quark-loop induced subprocesses, demon-
strating their relevance at low and intermediate values of
the shape variables at NNLO, and highlighting the need
for their consistent inclusion at order α3

s.
Our results will enable precision phenomenology stud-

ies with event shape distributions in diphoton final states.

By demonstrating the numerical convergence and stabil-
ity of the NNLO predictions at low values of transverse
momentum, they also represent an important step to-
wards the third-order QCD corrections for more inclusive
diphoton observables.
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