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The current projected sensitivity on the electromagnetic coupling αem(m2
Z) represents a bottleneck

for the precision electroweak program at FCC-ee. We propose a novel methodology to extract this

coupling directly from Z-pole data. By comparing the differential distribution of electrons, muons

and positrons in the forward region, the approach achieves a projected statistical sensitivity below

the 10−5 level, representing a significant improvement over other methods. We assess the impact of

leading parametric uncertainties including that of the top quark mass.

INTRODUCTION

The Z-pole run and its potential production of

6 · 1012 Z bosons is emerging as the flagship of the

future FCC-ee program [1]. However, the near per-

million statistical precision on some observables is

useless unless accompanied by a herculean effort to

bring theoretical and experimental uncertainties to a

comparable level, and to design well-motivated ob-

servables. A replica of the LEP program is insuffi-

cient. For instance, the 10−4 relative uncertainty on

the electromagnetic coupling at the Z pole αem(m2
Z)

is a major obstacle for obtaining accurate Standard

Model (SM) predictions.

The current uncertainty on αem(m
2
Z) is dominated

by the hadronic contribution ∆α
(5)
had(m

2
Z) to the run-

ning from its low energy measurement [2], while the

leptonic contribution is known at four loops [3, 4].

Different approaches for the hadronic contribution

lead to ∆α
(5)
had(m

2
Z)×104 = 276.1±1.0 [5], 275.23±1.2

[6, 7], 276.0± 1.0 [8], 276.1± 1.1 [9], the lattice value

277.3 ± 1.5 [10], and the PDG average 278.3 ± 0.6

[11]. The main sources of uncertainty come from the

e+e− → hadrons cross section below
√
s < 2GeV

and un-calculated higher order perturbative and non-

perturbative corrections, see [6, 8]. In the future,

bringing the cross section measurement below the 1%

level and the perturbative calculation below the 0.1%

level translate to 4 · 10−4 uncertainty on ∆α
(5)
had(m

2
Z)

[6]. Since the electroweak precision program at FCC-

ee requires a relative precision on αem of 10−5, equiv-

alent to an absolute precision of 10−4 on ∆α
(5)
had(m

2
Z),

and given potential tensions between data and lattice

results [12, 13], an alternative, complementary, and

direct extraction of α(m2
Z) is highly desirable.

A proposal to extract α(m2
Z) directly at FCC-ee is

found in Ref. [14], based on measuring the forward-

backward asymmetry of muon production, Aµµ
FB , dur-

ing off-peak runs at
√
s− = 87.9GeV and

√
s+ =

94.3GeV and comparing it with the one measured

on-peak. At
√
s±, A

µµ
FB depends on both α(m2

Z) and

the effective mixing angle sin2 θeffW , whereas at the Z-

pole it is sensitive only to sin2 θeffW . The measurement

of α(m2
Z) is statistics limited, with an expected rela-

tive uncertainty of 3·10−5, equivalent to a 4·10−4 ab-

solute uncertainty on ∆α
(5)
had(m

2
Z), comparable to the

10−5 expected relative sensitivity on sin2 θeffW . Addi-

tionally, as we discuss in this work, the quoted pre-

cision leverages the top mass accuracy that will be

obtainable after the tt̄ threshold run at FCC-ee.

In this Letter we present a novel method to extract

α(m2
Z) directly from Z pole measurements, which

presents a significant improvement in statistical sen-

sitivity compared to other methods. The production

rates of electrons as a function of the scattering angle

is compared with those of muons and of positrons. In

the forward region, for angles θ ≲ 30◦ but still well

within the detector acceptance, muon and positron

production are driven by the Z pole exchange, while

electron production receives an equally sizable con-

tribution from the forward photon pole. We demon-

strate that the proposed observables reach a statisti-

cal sensitivity on α(m2
Z) below the 10−5 level.
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Z-POLE SENSITIVITY ON αem AND sin2 θeffW

A dominant process in e+e− colliders is the elec-

troweak Bhabha scattering, e+e− → e+e− + X,

where X represents soft and collinear emissions, and

has been extensively studied at LEP [15–18]. At very

small scattering angles the process is dominated by

QED and can be used to monitor the collider lumi-

nosity [19, 20]. At FCC-ee, the cross section measure-

ment between 62 and 88 mrad is expected to allow

the determination of the absolute luminosity at the

10−4 level [21, 22].

At intermediate scattering angles, above 100 mrad

and well within the detector, the dominant contri-

butions to the forward electroweak Bhabha scatter-

ing arise from the forward t-channel photon pole and

the Z s-channel pole, which are of comparable size

and statistically significant. The former is enhanced

by the forward photon pole, while the latter is en-

hanced by a
m2

Z

Γ2
Z

factor. Since the Z-exchange leads

to an imaginary amplitude, while the photon ex-

change is real, their interference vanishes and the

process is dominated by the individual squared am-

plitudes. At leading order, the contribution from

the photon t-channel pole at
√
s = m2

Z is propor-

tional to α2

4m2
Z

2((1+cθ)
2+4)

(1−cθ)2
, while the Z exchange is

proportional to α2

4m2
Z

m2
Z

Γ2
Z
Z2(1 + c2θ +8cθrV rA), where

cθ is the scattering angle and we have defined Z =√
2GFm2

Z

πα (g2V + g2A), with gV = 1
2T

3
e −Qe sin

2 θeffW and

gA = 1
2T

3
e , and rV,A = g2V,A/(g

2
V + g2A) [23–25]. Im-

portant loop effects affecting the running coupling in

the t-channel will be discussed later in detail. Writing

z ≡ 1−cθ
2 and approximating rV rA ≃ 0, at leading or-

der in z ≪ 1 the ratio between the two contributions

is of order one at 1
2z

2 ≃
(

mZ

ΓZ
Z
)−2

, which corre-

sponds to cθ ≃ 0.8 or 35◦. Consequently this sug-

gests that an accurate measurement of electroweak

Bhabha scattering at the Z pole for angles cθ ≳ 0.8

would be sensitive to the overall parameter Z, which
depends on both the electromagnetic coupling α and

the effective mixing angle sin2 θeffW .

We define two different observables sensitive to

αem and sin2 θeffW , and independent of the absolute

luminosity normalization. First, the ratio between

the number of electrons and the number of muons

produced at a fixed angle θ, Re−/µ−(θ). Second, the

ratio between the number of electrons and the num-

ber of positrons produced at a fixed angle,Re−/e+(θ).

While statistically independent1, these two ratios

probe similar physics. As argued, for scattering an-

gles cθ ≳ 0.8, electron production is sensitive to both

the Z pole and the photon pole, while muon and

positron production occur predominantly through

the Z-boson exchange. At larger angles, the contri-

bution from the photon pole becomes negligible and

Re−/µ−(θ)→ 1. Instead, measurement of Re−/e+(θ)

at larger angles becomes equivalent to the measure-

ment of Aee
FB .

—Statistical power. Assessing the expected sta-

tistical uncertainty on the observables Re−/ℓ± at

Tera-Z and the corresponding constraint on αem and

sin2 θeffW is important as it provides a target for the

rest of the uncertainties and the ultimate reach.

The ratioRe−/ℓ±(θ) is assumed to be measured for

cθ ≥ 0 in bins cθ ∈ [θi, θi+1] of uniform size θi+1 −
θi = 0.05, except the most forward bin which only

includes cθ ∈ [0.95, 0.99]. By cutting at cθ = 0.99

we therefore assume the detector to cover up to θ ≃
140mrad, consistent with the planned coverage up to

120mrad [26]. We comment later the impact of re-

ducing the effective detector coverage. The statistical

uncertainty in each bin, denoted δRi
e−/ℓ± , is given by

δRi
e−/ℓ± = Ri

e−/ℓ±

√
N−1

e− +N−1
ℓ± , where Ne−(Nℓ±)

is the number of electrons (positrons/muons) at each

bin i, with cθ ∈ [θi, θi+1], and we have assumed no

correlation.

Given our focus on the estimate of statistical un-

certainties, the impact of NLO corrections is min-

imal and we use the tree level estimation for the

total rates. The full NLO electroweak corrections

to Bhabha scattering have been known for a long

time [23, 27–31], while at two loops, only the log-

enhanced 2 loop corrections are known [32–35]. The

situation for the pure QED case is more advanced,

as the full two loop contribution is known for mass-

less fermions [36], with the massive case computed

in [37–46] and the two loop hadronic in [47, 48]. We

checked that the full NLO corrections for the SM

e+e− → e+e− differential cross section, as computed

with ReneSANCe [49, 50], give a correction to the

rates, dominated by the large QED logs, with negli-

gible changes in the statistical reach. The study of

1 Note that the ratio Re−/µ+ (θ) is equivalent to measur-

ing Re−/µ− (θ) and the muon forward-backward asymmetry

Aµµ
FB if CP is assumed.
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FIG. 1: One and two sigma expected statistical

uncertainties on α−1
em and sin2 θeffW from the muon

forward-backward asymmetry Aµµ
FB (pink), the

electron to muon ratio Re−/µ− (teal) and the

electron to positron ratio Re−/e+ (gold), from

125/ab at
√
s = mZ .

δRe−/ℓ± at higher orders in perturbation theory, and

the extent of the cancellations in the ratio and the re-

quirements to reduce the theoretical uncertainty be-

low the statistical sensitivity is left for future work.

Due to the similarity of the processes, we expect an

effort comparable to the MUonE initiative, which

targets a precision of 10−5 for the µe → µe process

[51–54]. In the present work, we focus on the loop ef-

fects that bring new parametric uncertainties, which

will be addressed in detail in subsequent discussions.

The target luminosity for the Tera-Z run at
√
s =

mZ is of 140× 1034/cm2s per interaction point [55].

Following the reference, assuming 1.2 · 107 effective

second per year and four interaction points leads to

68/ab per year and around 1011 Z → µµ decays. The

target for the total integrated luminosity at
√
s = mZ

is 125/ab. This leads to a relative statistical uncer-

tainty of 10−5 in the last bin [0.95, 0.99], and rising

almost linearly up to 2 ·10−5 in the central bins. The

ratio in each bin is interpreted as a measurement of

αem and sin2 θeffW . By writing α−1
em = 128.964+δ(α−1

em)

and sin2 θeffW = 0.23148 + δ(sin2 θeffW ), the statistical

reach with 125/ab is shown in Fig. 1. The measure-

ment of δRe−/µ− constrains a specific direction in

the δ(α−1
em)− δ(sin2 θeffW ) plane at a relative precision

of ∼ 10−5, as shown in teal in Fig. 1. This direc-

tion is almost orthogonal to δ(sin2 θeffW ), which is con-

strained through the muon forward-backward asym-

metry Aµµ
FB at a similar relative precision, shown in

pink in Fig. 1. The measurement of δRe−/e+ at small

angles constrains a direction in the plane, but at large

angles it becomes a measurement of Aee
FB and there-

fore sensitive to δ(sin2 θeffW ) directly, resulting in the

ellipse in Fig. 1. This allows for the combination

to have a statistical sensitivity to both δ(α−1
em) and

δ(sin2 θeffW ) at the 10−5 level.

Given that the number of electrons scales as 1/(1−
cθ)

2 in the forward region while the number of muons

and positrons is roughly constant, the statistical sen-

sitivity on the ratios Re−/ℓ± is controlled by the

muon and positron cross section. Therefore, the

reach has small dependence on the complete detec-

tor coverage as long as the region around cθ ≃ 0.8 is

well under control. As mentioned, the projected sen-

sitivity in Fig. 1 assumes to saturate the statistical

precision up to cθ = 0.99, corresponding to angles of

θ ≃ 8◦ or 120mrad, and reaches a combined relative

sensitivity on αem of 0.6 · 10−5. Assuming to cover

instead only up to cθ = 0.98 (θ ≃ 11◦ or 200mrad)

has negligible impact on the reach, and coverage up

to cθ = 0.95 (θ ≃ 18◦ or 320mrad) leads to a mild

effect with a relative statistical precision on αem of

0.7 · 10−5. Coverage up to cθ = 0.85 (θ ≃ 32◦) leads

instead to an order one effect with a relative reach

on αem of 1.5 · 10−5.

— Systematic uncertainties. A first source of sys-

tematic uncertainties is given by the particle miss-

identification rate. Miss-id between electrons and

muons were already below the 10−5 level for the

ALEPH detector at LEP [56]. In order for an event to

contribute, it requires a double miss-id, and therefore

we assume that this effect will be well under control

with FCC-ee detectors.

Charge miss-identification is at the 0.5% level at

LEP [57]. In order for an event to contribute to ei-

ther Re−/e+ or Re−/µ− , it requires a double charge

miss-id. As long as FCC-ee detectors provide charge

id better than ∼ 0.2% in the region θ ≲ 20◦, this

leaves a negligible effect as well. In comparison, the

measurement of Aµµ
FB does require a similar level of

control on charge-id [14], but does not rely as heav-

ily as Re−/ℓ± on the forward region, where this re-

quirement might prove more challenging. Given the

∼ 108 Z → µ±µ± and e±e± at FCC-ee, charge miss-
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id will be measured with precision.

Another source of uncertainty is the possibility

that the identification efficiency has a dependence

on the polar angle θ. In the case of electrons and

positrons, if this efficiency is independent of the lep-

ton charge then the ratio Re−/e+ is insensitive to this

effect as it affects equally electrons and positrons.

The situation is similar to Aµµ
FB [14]. In the case of

the ratio Re−/µ− , it is not realistic to assume the

same angular dependence for the electron and muon

efficiencies, and therefore the measurement of this ra-

tio might potentially receive large systematic uncer-

tainties and make the α(m2
Z) extraction fromRe−/µ−

unfeasible. It should be noticed however that only a

ratio of efficiencies with the same angular dependence

as the one induced by α(m2
Z) on Re−/µ−(θ) is degen-

erate with α(m2
Z). It is to be explored whether an

unbinned analysis with constrained functional forms

for the efficiencies might lead to a competitive mea-

surement of α(m2
Z).

The beam energy spread δ
√
s has a small effect

δ
√
s/m2

Z for the photon exchange diagram, but a

large effect δ
√
s/Γ2

Z for the s-channel Z exchange.

However, as found in [58], by measuring the longitu-

dinal boost in µ+µ− events at the Z pole the energy

spread can be measured at the per-mille level every

four minutes. The impact is the same as in [14] for

Aµµ
FB , concluding that monitoring the energy spread

leads to a negligible uncertainty for Re−/ℓ± .

PARAMETRIC UNCERTAINTIES

We discuss the impact of parametric uncertainties,

defined as those arising from input parameters whose

precise determination is required for accurate pre-

dictions of the ratios Re/ℓ and the asymmetry Aµµ
FB

within the SM. The Fermi constant, known with a

precision better than 10−6 [59], and the Z boson

mass, expected to be measured at a similar level at

FCC-ee [1], have negligible impact. We find however

important sources of parametric uncertainties that

require detailed consideration, namely the running

of αem, the Z width and the top mass.

— The running of αem. A conceptually very im-

portant effect that arises at one-loop level is the cor-

rection to photon’s propagation due to matter, ab-

sorbed in the running coupling. At a given scale

s, the running coupling is given by α(s) = α/(1 −
∆α(s)), with α being the electromagnetic coupling

measured at zero momentum, known at the 10−10

level [2], and ∆α given by the vacuum polariation as

detailed in, e.g., Ref. [60]. In the e+e− → e+e−

process, while the s-channel exchange depends on

αem(m
2
Z), the t-channel exchange, at a given scatter-

ing angle cθ, is sensitive to the running coupling α(t),

evaluated at a momentum transfer t = −m2
Z

2 (1− cθ).

In order to interpret the measurements of Re−/ℓ± in

terms of the Z-pole coupling αem(m
2
Z), it is neces-

sary to run the coupling between the two scales2. At

leading order in αem, this is given by

α(m2
Z) ≃ α(t)− α×

(
∆α(t)−∆α(m2

Z)
)
. (1)

Therefore, the accuracy on the Z-pole electromag-

netic coupling α(m2
Z) is limited solely by the accu-

racy on Re−/ℓ± only when ∆α(t) − ∆α(m2
Z) is of

the same order than the statistical uncertainty on

Re−/ℓ± at a given bin, around 10−5. Since the dom-

inant uncertainty on ∆α(t) − ∆α(m2
Z) comes from

the hadronic contributions to the vacuum polariza-

tion, we will focus our discussion on those. Writing

∆α(t,m2
Z) ≡ ∆αhad(t)−∆αhad(m

2
Z), one has

∆α(t,m2
Z) =

α

3π

∫ ∞

2m2
π

ds

s
R(s)

(
−t
s− t

+
m2

Z

s−m2
Z

)
(2)

where t < 0 and R(s) is the so-called hadronic R-

ratio. In order to evaluate it, we use the results

of [8, 63] for the average of the π+π−, π+π−π0,

2π+2π−, π+π−2π0 and 2K2π channels for
√
s ≤

2GeV and the average for e+e− → hadrons between

3.7GeV and 5GeV. Between 2GeV and 3.7GeV

and for
√
s > 5GeV we use instead the perturba-

tive result, computed with the rhad program [64]

which includes the perturbative calculation up to 4

loops. The uncertainties obtained for each individual

channel coincide with those in [8] when computing

∆α
(5)
had(m

2
Z).

The result for ∆α(t,m2
Z) as a function of the mo-

mentum transfer is shown in the upper plot of Fig. 2.

It is strictly smaller than ∆αhad(m
2
Z) ≃ 275 × 10−4

since the kernel −t
s−t +

m2
Z

s−m2
Z
suppresses contributions

for s≪ |t|,m2
Z . In the lower plot we show the uncer-

tainty on ∆α(t,m2
Z). In dark gray, the uncertainty

2 The running of the electromagnetic coupling between differ-

ent momentum transfers in Bhabha scattering was observed

by the OPAL and L3 collaborations [61, 62].
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FIG. 2: Top: ∆α(t,m2
Z), defined as

∆αhad(t)−∆αhad(m
2
Z), as a function of t.

Bottom: Uncertainty on ∆α(t,m2
Z) coming from

R(s) for
√
s < 5GeV (darker) and from√

s > 5GeV (lighter). See text for details.

coming from the
√
s < 5GeV in R(s), dominated by

the low energy e+e− experiments in [8, 63]. The

uncertainty is below the 10−5 level, since this re-

gion is highly suppressed due to the kernel. This

is in contrast with the vacuum polarization contri-

bution to the muon g − 2 whose uncertainty is in-

stead dominated by the two pion channel. The bulk

of the uncertainty of ∆α(t,m2
Z) comes from pertur-

bative QCD, which dominates the
√
s > 5GeV re-

gion, shown in lighter gray. The upper boundary of

the band corresponds to the uncertainty obtained by

computing R(s) varying mc, mb and αS(mZ) in the

range mc = 1.27 ± 0.02GeV, mb = 4.18 ± 0.03GeV

and αS(mZ) = 0.118 ± 0.0016 [65], as well as eval-

uating the renormalization scale at µ =
√
s × 2±1.

The lower boundary of the band corresponds instead

on varying only the renormalization scale µ, while

keeping fixed the other parameters. Given that the

uncertainty is dominated by αs(m
2
Z), which is ex-

pected to be significantly improved at FCC-ee, this

represents a perfectly feasible scenario. We conclude

therefore that the impact of the running uncertainty

is at the 10−5 level in the most forward bin, while

subdominant in the rest. This implies that there is

no significant obstruction in interpreting the mea-

surement of the ratio Re−/ℓ± in terms of α(m2
Z).

— The top mass and the Z width. A second con-

ceptually important effect that arises at one loop is

the top contribution to the electroweak boson self-

energy, leading to a parametric dependence on the

top mass. Taking as input parameters the Fermi

constant GF , the Z boson mass m2
Z and the elec-

tromagnetic coupling αem, one has that the Z-boson

gauge coupling to matter, given by 4
√
2GFm

2
Z , is

corrected by the T parameter due to the top-bottom

mass splitting, 4
√
2GFm

2
Z → 4

√
2GFm

2
Z

1
1−∆ρ with

∆ρ =
Nc

√
2GFm2

t

16π2 [66–71]. Consequently, the top

mass introduces a shift on the effective overall cou-

pling, which can be written as δZ/Z = 10−5× δmt

90MeV ,

implying that the top mass uncertainty is above the

statistical sensitivity unless it is known at or below

the ∼ 100MeV level. The projected tt̄ threshold run

of FCC-ee provides a constraint on mt at the 17MeV

level, implying that the impact of the top mass on the

αem extraction is negligible once the complete set of

FCC-ee data is considered.

Since the tt̄ run is scheduled after the Tera-Z

run, the initial interpretation of Tera-Z data will

likely rely on the top mass extracted from LHC

data. Accordingly, we consider the scenario where

Tera-Z data is combined with the top mass ob-

tained from HL-LHC measurements. The current

uncertainty is well above the 100MeV level. The

combined top quark mass measurement from AT-

LAS and CMS based on
√
s = 7, 8TeV data yields

mt = 172.52 ± 0.33GeV [72]. However, nonpertur-

bative effects introduce an additional ∼ 500MeV

ambiguity in the interpretation of such measure-

ments [73–76]. Such effects enter as well in the de-

terminations of the top quark from
√
s = 13TeV

data given by 171.17± 0.38GeV from CMS [77] and

174.41 ± 0.8GeV from ATLAS [78], and the Teva-

tron combination of 174.30 ± 0.65GeV [79]. Theo-

retically cleaner measurements tend to be less accu-

rate, e.g. the CMS measurement of 172.94±1.37GeV

[80]. In the following we consider the uncertainty

δmt = 330MeV from the
√
s = 7, 8TeV combination

as the figure of merit. This corresponds to a relative

impact on δZ at the ∼ 4 · 10−5 level, potentially af-

fecting the extraction of αem from the ratio Re−/e+

and the asymmetry Aµµ
FB .

The shift on the Z coupling affects the Z-boson

width in a similar manner, ΓZ → ΓZ
1

1−∆ρ . This im-

plies that if the effect of the top on the electroweak

self-energies is taken into account consistently, the

Z-boson s-channel exchange at the
√
s = mZ , pro-

portional to Z/ΓZ due to the resonant enhancement,
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FIG. 3: One-sigma expected statistical

uncertainty on α−1
em in the Aµµ

FB , Re−/µ− and

Re−/e+ observables as a function of the top mass

uncertainty δmt. See text for discussion on ΓZ .

is independent of ∆ρ and therefore has a reduced im-

pact from the associated parametric uncertainty due

to the top mass. It is important to note that the cur-

rent theoretical uncertainty on the Z-boson width,

of 400 keV [81], is much larger than the expected ex-

perimental accuracy of δΓZ ∼ 11 keV [58]. While

the effect of the width uncertainty on Aµµ
FB is sup-

pressed, the effect on the ratio in the forward region

is not, and one has that
δRe−/ℓ±

Re−/ℓ±
∼ δΓZ

ΓZ
. The current

FCC-ee projection of δΓZ ∼ 11 keV corresponds to

0.5 · 10−5 × ΓZ , and therefore measurements of the

ratio Re−/ℓ± have a sensitivity on the width compa-

rable to the projected sensitivity from the line shape

scan. This implies that the measurement from the

line shape scan could be combined with the one ex-

tracted from Re−/ℓ± .

The impact of incorporating the top mass depen-

dence on the αem extraction is summarized in Fig. 3.

We make use of two different treatments of the width.

First, we assume that the width is an independent

parameter, fixed to some value obtained from the Z

line shape scan. This is indicated in dashed lines in

Fig. 3. Second, we assume that the theoretical calcu-

lation is improved and use this would-be prediction,

with the leading shift proportional to ∆ρ canceling

in the s-channel Z-boson exchange at
√
s = mZ . We

further assume in this plot that sin2 θeffW is fixed to

some value. A finite precision on the mixing angle

has no qualitative effect on this plot since it is in-

dependently measured from Aµµ
FB at the Z pole run,

which has no sensitivity on αem.

We show in Fig. 3 the statistical sensitivity to αem

as a function of the top mass uncertainty δmt. The

FCC-ee projection on the top mass uncertainty of

17MeV leads to a determination of αem equivalent

to the δmt → 0 case for all the observables. Assum-

ing a larger top mass uncertainty leads to a deterio-

ration of the sensitivity in some cases. The off-peak

measurements of Re−/µ− and Re−/e+ , and of Aµµ
FB ,

show a sensitivity to mt. While the off-peak mea-

surements of Re−/ℓ± present a mild dependence on

the two treatments of the width discussed, Aµµ
FB has

no dependence due to the reduced sensitivity on ΓZ .

The on-peak measurement ofRe−/ℓ± shows a large

dependence on the two treatments of the width.

When the width is fixed, the top mass uncertainty

through ∆ρ is correlated with αem and the sensi-

tivity is washed out. Only below δmt = 100MeV

the on-peak measurement competes with the off-

peak ones. However, taking into account the shift

on the width consistently, the on-peak measurement

of Re−/ℓ± leads to an extraction of αem(m
2
Z) robust

against uncertainties associated to mt.

SENSITIVITY TO THE S PARAMETER

The relevance of improving the extraction of αem

is clear once we interpret the measurements in terms

of a specific microscopic description. In the SM and

in the scheme where GF , m
2
Z and αem are used as

input parameters, the effective mixing angle sin2 θeffW
is fixed at tree level as (sin2 θeffW (1 − sin2 θeffW ))−1 =

παem/(
√
2GFm

2
Z). At one loop, it receives correc-

tions proportional to m2
t . Scenarios that generate

electroweak symmetry breaking beyond the SM ex-

planation do leave an imprint on sin2 θeffW as well. A

generic way to describe such effects is through the Ŝ

parameter, generated by new physics effects in the

vacuum polarization of SU(2)L and U(1)Y . This

is also generated via the single dimension six term

L ⊃ Ŝ gg′

4m2
W

H†τa
←→
D µHW a

µνBµν [71, 82]. The param-

eter Ŝ defines a microscopic scale Λ2 ≡ m2
W × Ŝ−1,

with the interpretation of the typical scale at which

the effective interaction is generated. We assume
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FIG. 4: One sigma expected statistical

sensitivity on α−1
em and Ŝ from the muon

forward-backward asymmetry Aµµ
FB (pink),

electron to muon ratio Re−/µ− (teal), and the

electron to positron ratio Re−/e+ (gold), from

125/ab at
√
s = mZ . Different shadings assume

δmt = 380, 100, and 17 MeV. In the inset, only

the FCC-ee projection δmt = 17 MeV is shown.

that this is the most relevant effect of new physics

in order to evaluate the sensitivity. In particular,

we neglect any lepton-flavor dependent effect, four-

fermion interactions or other electroweak parameters.

Therefore, under these assumptions deviations from

the SM prediction of sin2 θeffW are interpreted in solely

terms of Ŝ, with contributions from δαem and δmt as

δ sin2 θeffW
sin2 θeffW

/10−5 ≃ −δ(α−1
em)

10−3
− δmt

65MeV
+

Ŝ

5 · 10−6
.

(3)

The Aµµ
FB observable provides a 10−5 measurement of

the effective mixing angle. Fully using such precision

to constrain Ŝ requires αem and mt to be known at

a level given by the expression. The ratios Re−/ℓ±

provide sufficient sensitivity on αem, ensuring that it

is no longer a bottleneck in interpreting the sin2 θeffW
measurement in terms of Ŝ. This is clear in Fig. 4,

where the measurements ofAµµ
FB andRe−/ℓ± are used

to draw the sensitivity on the electromagnetic cou-

pling and Ŝ. While the measurement of sin2 θeffW from

Aµµ
FB leads to a flat direction in the Ŝ - αem plane,

adding Re−/ℓ± allows to constrain both parameters

independently. Assuming the 17MeV reach on the

top quark mass as obtained from the tt̄ threshold

run, one gets a sensitivity to scales up to Λ ∼ 40TeV

from the combination of Aµµ
FB and Re−/ℓ± . We show

for comparison the constraints using a sensitivity on

mt expected from the HL-LHC. Due to the degener-

acy between mt and Ŝ when considering only Aµµ
FB

and Re−/ℓ± , the new physics reach is notably worse.

The dashed lines correspond to δmt = 380MeV, and

the sensitivity to Ŝ is barely above 10TeV. The scale

reached raises as
√
δmt, and lowering the top mass

uncertainty to the 100MeV level increases the sensi-

tivity up to 20TeV.

CONCLUSIONS

Current measurements and future projections of

an indirect determination of αem(m
2
Z) are insufficient

for the ambitious electroweak program of the Tera-Z

run at FCC-ee. In this work we propose observables

at the Z-pole, Re−/µ− and Re−/e+ , that have a rela-

tive statistical sensitivity to αem(m
2
Z) below the 10−5

level, significantly improving over other methods.

The ratios Re−/ℓ± offer robust sensitivity to

αem(m
2
Z), with the main sources of parametric un-

certainty due to ∆α(t,m2
Z) and mt under control.

If the statistical sensitivity of Re−/ℓ± on-peak is

achieved, the bottleneck for interpreting measure-

ments in terms of beyond SM effects is no longer

αem(m
2
Z). The tt̄ threshold run at FCC-ee is cru-

cial to bring the top mass uncertainty to a level that

does not impact interpretations of Tera-Z data. It

would be interesting to embed the proposed observ-

ables into an electroweak global fit [83, 84], explore

the new physics reach in other input schemes, and

to study the scenario of having Tera-Z data without

the tt̄ run in order to set a goal for the top mass

measurement at the HL-LHC.

We leave for future work the endeavor of study-

ing Re−/ℓ± at higher orders in perturbation theory,

assessing the extent of the cancellation of higher or-

der effects, refining the treatment of hadronic vac-

uum polarization, and identifying the requirements

to reduce theoretical uncertainties below the statis-

tical sensitivity.

The statistical precision of the Tera-Z run is ab-

solutely unprecedented in collider environments and

represents a qualitative and transformative leap for-

ward. The proposed observables are a step towards

unlocking the potential of this precision.
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