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Abstract. With the large dataset expected from 2030 onwards by the HL-LHC
at CERN, the ATLAS experiment is reaching the limits of the current data pro-
cessing model in terms of traditional CPU resources based on x86_64 archi-
tectures and an extensive program for software upgrades towards the HL-LHC
has been set up. The ARM CPU architecture is becoming a competitive and
energy efficient alternative. Accelerators like GPUs are available in any recent
HPC. In the past years ATLAS has successfully ported its full data processing
and simulation software framework Athena to ARM and has invested signifi-
cant effort in porting parts of the reconstruction and simulation algorithms to
GPUs. We report on the successful usage of the ATLAS experiment offline
and online software framework Athena on ARM and GPUs through the PanDA
workflow management system at various WLCG sites. Furthermore we report
on performance optimizations of the builds for ARM CPUs and the GPU in-
tegration efforts. We will discuss performance comparisons of different ARM
and x86_64 architectures on WLCG resources and Cloud compute providers
like GCP and AWS using ATLAS productions workflows as used in the Hep-
Score23 benchmark suite.

1 Introduction

The data processing and simulation software of the ATLAS experiment [1] at the LHC at
CERN currently uses traditional CPU resources based on x86_64 architectures. With an
increased dataset obtained during Run 3 and the even larger expected increase of the dataset
by more than one order of magnitude for the HL-LHC from 2030 onwards, the ATLAS
experiment is reaching the limits of the current data processing and especially simulation
model in terms of these CPU resources [2]. An extensive program for software upgrades
towards the HL-LHC has been set up to close the gap between the extrapolations of flat
computing budgets and the projected resource needs. The CPU resource projections so far
include only the use of classic x86_64 CPUs and no assumptions are made about the usage
of accelerators like GPUs or e.g. ARM CPUs.

These additional compute resources and architectures are briefly discussed in the follow-
ing sections: the ARM CPU architecture [3] is becoming a competitive and energy efficient
alternative. We report on the usage of ARM CPUs in ATLAS production, highlight the soft-
ware development on Apple silicon ARM CPUs and its usage on Cloud computing resources.

∗e-mail: johannes.elmsheuser@cern.ch
© 2025 CERN for the benefit of the ATLAS Collaboration. CC-BY-4.0 license.



Parts of the offline software Athena [4] is currently being ported to compute accelerators like
GPUs. Enabling the first usage of GPUs within the ATLAS offline software on WLCG re-
sources [5] will be described subsequently. A comparison of ARM CPUs with x86_64 CPUs
using the HEPscore benchmark suite [6] will be discussed in the last section.

2 The ATLAS grid setup: PanDA and Rucio

The ATLAS experiment uses the workflow management system PanDA [7] and the data man-
agement system Rucio [8] for world-wide distributed processing on heterogeneous resources.
Figure 1 shows a schematic overview how both systems act on the different Grid, HPC and
Cloud resources [9]. Dedicated ARM and GPU PanDA job queues are configured in the

Figure 1. Simplified, high-level overview of ATLAS Distributed Computing. Rucio and PanDA
serve as the central entry point for ATLAS users and hide the complexity of the underlying distributed
resources.

Computing Resource Information Catalogue (CRIC) [10]. The PanDA jobs are either sub-
mitted to dedicated computing elements that host these extra resources or the PanDA pilot
job configuration uses "WantARM=True" or "+RequireGPUs = True" and "+RequestGPUs
= 1", respectively. ATLAS analysis users can then target their PanDA jobs with the PanDA
job submission tools using the extra command line options ’--architecture "&nvidia-*"’ or
’--architecture "@el9#aarch64"’ or the usage will be automatically detected by these tools if
the user analysis code requires e.g. GPUs or is being developed on ARM CPUs.

3 Usage of ARM CPUs in ATLAS

In 2024 the ATLAS experiment has started to use ARM CPUs in Monte Carlo (MC) simu-
lation and reconstruction production and user analysis jobs. Figure 2 shows the number of



Figure 2. The number of concurrently running PanDA jobs using ARM CPUs on WLCG grid resources
from February, 1st 2024 until September, 15th 2024 with a maximum of up to fifteen thousand concur-
rently running jobs.

concurrently running PanDA jobs using ARM CPUs on WLCG grid resources from Febru-
ary, 1st 2024 until September, 15th 2024 with a maximum of fifteen thousand concurrently
running jobs. ATLAS will be the first WLCG experiment that will accept ARM resources as
pledge in 2025/26. SWT2_GOOGLE_ARM is a special PanDA queue: it is an extension of
the existing WLCG Tier2 site at UT Arlington by using extra CPU resources in the Google
Cloud Platform (GCP) [11]. The ARM CPUs used are either Ampere Altra/Neoverse-N1 or
Google Axion CPUs. The compute nodes had been initially configured as spot instances with
preemption and later as standard resources.

At present there are seven ARM based nightly builds setup for the ATLAS offline software
using the gcc compiler version 13.1 [12] for development and production usage. These are
built on four build machines provided by CERN IT using Ampere Altra/Neoverse-N1 ARM
CPUs and automatically installed on CVMFS [13] for world wide distribution. No specific
settings have been used in the ARM builds, except for a different link flag called “max-page-
size”. In local single tests, speed-ups of Geant4 simulation by 2-3% can be achieved when
using the target architecture setting CXXFLAGS="-march=armv8.3-a -mtune=neoverse-n1"
on Ampere Altra CPUs or CXXFLAGS="-march=armv9.2-a -mtune=neoverse-v2" on Nvidia
Grace CPUs. The ATLAS offline software stack can also be compiled successfully with the
LLVM Clang compiler version 17 [14] in combination with a gcc 13.1 version. Small nu-
merical precision difference for floating point numbers between x86_64 and ARM processors



can be observed at the level of 10−4 − 10−6 when different math function libraries and opti-
mizations are used.

On Apple silicon ARM CPUs the ATLAS offline software nightly and stable releases
can easily be used for development and execution using the Lima container system [15].
Lima launches Linux virtual machines with automatic file sharing and port forwarding. Full
instructions how to setup and use these containers are provided [16] for all ATLAS software
developers.

4 Usage of GPUs on the Grid in ATLAS

During the on-going LHC Run3 ATLAS is not using GPUs in the offline software in produc-
tion. There are major on-going R&D efforts to port parts of the MC simulation, reconstruction
and high level online trigger code to use GPUs for the HL-LHC. Since March 2024 the AT-
LAS offline software supports the usage of GPUs with CUDA 12.4.1 [17]. This version of
CUDA supports gcc version 13.1 which is the current production compiler version in ATLAS.
Parts of the CUDA software development kit are allowed to be freely redistributed and the
ATLAS offline software works fine with these parts of the software distributed via CVMFS
on WLCG sites via PanDA. An important ingredient to the successful PanDA GPU queue
configuration is a matching CUDA Linux kernel driver version at the PanDA site with the
one from CUDA version 12.4.1 or newer. Since there are no automated procedures in place
yet, every PanDA site that offers GPUs has to be individually contacted to keep the CUDA
Linux kernel driver version up to date. In the future when GPUs will be more commonly used
in production an automated WLCG wide procedure for CUDA Linux kernel driver updates
should be put in place.

Table 1 shows the status summary of available PanDA sites with GPU support as of
September 2024. All available GPUs are from Nvidia and therefore the number, type, Linux
kernel and CUDA versions have been determined using the "nvidia-smi" command line tool.
At present ATLAS offline software workflows are foreseen to use one GPU per PanDA job but
potential future usage options could include GPU device sharing or whole node job schedul-
ing.

Table 1. Status of CUDA support with ATLAS offline software Athena at various PanDA sites with
Nvidia GPUs as of September 2024.

PanDA site Nvidia GPU GPUs vCPUs Kernel CUDA Works with
type driver version Athena ?

BNL A100 12.2 no
INFN-T1 Tesla K40m 1 1 460.106.00 11.2 old GPU
Manchester Tesla T4 4 1/8 560.35.03 12.6 yes
OU_OSCER K20 1 1 11.x old GPU
QMUL A100 40GB 1 1/8 550.54.15 12.4 (yes)
SLAC A100 40GB 1 1 535.161.07 12.2 no
FZK-LCG2 V100S 32GB 8 8 555.42.02 12.5 yes
NERSC A100 8 12.2 no

For CPU, GPU and memory resource monitoring of PanDA jobs ATLAS makes extensive
use of the HSF/ATLAS tool prmon [18]. For Nvidia GPU monitoring prmon currently parses
the text output of the nvidia-smi command line tool to collect information about the GPU
resources usage and provides reasonable results for 1 or 4 GPUs but not yet for 8 GPUs in
parallel. In the future a more robust implementation via the C-API is desirable together with



Figure 3. GPU resource monitoring over time of an Athena trigger reconstruction reprocessing PanDA
job at Manchester. The top row shows the number of GPUs (left) and GPU memory usage (right). The
lower row shows the GPU utilization fraction (left) and GPU memory throughput rate (right).

the support for more GPU vendors. Figure 3 shows the GPU resource monitoring over time
of an Athena trigger reconstruction reprocessing PanDA job at Manchester.

5 HepScore23 benchmarks

In 2023 WLCG has replaced the HepSpec06 (HS06) benchmark for Grid CPU resource
pledging with a new benchmark called HepScore23 combining seven WLCG experiment
CPU based workflows. GPU workflows are not yet included in this version of the bench-
mark. Table 2 shows a comparison of the HepScore23 benchmark results on various x86_64
and ARM CPUs. When benchmarking a full CPU node all workflows are scaled to the num-
ber of available CPU cores to fully load the machine. The different ARM CPUs show very
competitive results in comparison to the tested x86_64 CPUs.

Table 2. Comparison of HepScore23 benchmark results on various x86_64 and ARM CPUs.

Name nCPU HepScore23 HepScore23 / nCPU
Intel Gold 6326 64 1018 15.9
(HepScore23 reference)
Nvidia Grace Hopper 72 2319 32.2
Google Axion 72 2373 32.9
Apple M2 Air 8 141.4 17.7
Ampere Altra Neoverse-N1 20 349.4 17.5
Intel Xeon E5-2683 v4 16 258.5 16.2



6 Summary and Conclusions

The access and support of heterogeneous resources will help to address the HL-LHC comput-
ing resource challenge. Since the beginning of 2024 the software stack of the ATLAS experi-
ment at the LHC at CERN is used in production on ARM CPUs on Grid and Cloud resources
through the ATLAS production system based on PanDA and Rucio. Software developers can
use the full software stack through Lima containers on Apple silicon ARM CPUs. The usage
of Nvidia GPUs has been enabled in the ATLAS offline software stack and tested at various
PanDA sites. The prmon resource monitoring tool provides detailed information about CPU,
GPU and memory usage. The HepScore23 benchmark runs seemingly on ARM CPU and
awaits an update to also support GPUs.
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