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dINFN, Laboratori Nazionali di Frascati, 00044 Frascati (RM), Italy
eBethe Center for Theoretical Physics, Universität Bonn, D-53115, Germany

f II. Institut für Theoretische Physik, Universität Hamburg, Luruper Chaussee 149, 22761,
Hamburg, Germany
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Abstract

In order to numerically compute scattering cross sections in QCD, one needs to deal with
various kinematic divergences that appear at intermediate stages of the calculation. One
way of doing this is by setting up an IR subtraction scheme. In this talk we give an update
on the status of extending the CoLoRFul subtraction scheme, which has been successfully
used in the past for processes with only final-state hadrons, to hadron-hadron collisions. In
particular we discuss the analytic computation of the integrated counterterms.

∗Presented at the V4-HEP workshop of Theory and Experiment in High Energy Physics, Prague, Czech
Republic, 1-4 October 2024.
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1 Introduction

Despite the tremendous success of the Standard Model (SM) of particle physics, it is by now
well-known that the appearance of new physics at some energy scale is inevitable. Strong
hints that lead towards this conclusion include the apparent existence of dark matter and
dark energy, the infamous matter-anti-matter asymmetry and the tiny neutrino masses. Un-
fortunately, no convincing evidence of new physics has been found at high-energy colliders
such as the LHC. This, of course, does not necessarily mean it is not there. In particu-
lar, beyond the SM physics signals could come to us indirectly as small deviations between
SM predictions and experimental measurements. This motivates the push towards higher
precision of theoretical predictions. In a perturbative quantum field theory context, this of
course means computing higher order corrections to physical observables. As is well-known,
such higher order computations are complicated due to the appearance of various kinematic
divergences. In particular, problems arise when loop momenta become large (leading to
UV singularities) and when momenta become soft and/or collinear to one another (leading
to IR singularities). The former are treated once and for all by renormalization. The lat-
ter in principle cancel for infrared safe observables when all perturbative contributions are
properly taken into account. This is a direct consequence of the Kinoshita–Lee–Nauenberg
theorem [1–3] and would be the end of the story if one could perform the computation,
in particular the phase space integrations, analytically. In practice this is rarely the case
however, and one needs to turn to numerical methods. As such, the IR divergences need to
be treated explicitly. One way of doing so is by setting up a local subtraction scheme, which
entails the construction of an approximate cross section that matches the point-wise singu-
larity structure of the original one. This boils down to a redistribution of the IR singularities
leading to separately finite blocks, which can then be evaluated numerically. In the context
of strongly interacting particles, the construction of this approximate cross section is guided
by factorization and the universal nature of the singularity structure of QCD matrix ele-
ments [4–6]. Of course, whatever was subtracted from the cross section to make it IR finite
needs to be integrated over the appropriate phase space and added back. These integra-
tions are performed analytically. This way, one can make sure that the subtraction scheme
actually works (i.e., that poles cancel analytically). At NLO accuracy, the cancellation of
IR divergences by way of local subtractions is considered to be solved [7]. The extension to
NNLO however is a field of active research [8–15]. In this proceeding, we give an update on
the status of the CoLoRFul framework [16], which so far has been successfully applied to
processes with only final-state hadrons. In particular, we discuss the analytic integration of
the subtraction terms for hadron-initiated processes.

This proceeding is organized as follows. In Sec. 2 we briefly review the CoLoRFul sub-
traction scheme at NNLO accuracy. The next section then provides an overview of the main
steps in the analytic computation of the integrated counterterms while Sec. 4 introduces the
Fortran implementation of the scheme, dubbed NNLOCAL. A brief summary and outlook are
presented in Sec. 5.
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2 Review of the subtraction scheme

We consider a hadron collision leading to the production of some colour-singlet state X and
m jets. At NNLO, the associated partonic cross section reads

σNNLO =

∫
m+2

dσRR
m+2Jm+2 +

∫
m+1

dσRV
m+1Jm+1 +

∫
m

dσVVJm

+

∫
m+1

dσC1
m+1Jm+1 +

∫
m

dσC2
m Jm (2.1)

in which we explicitly suppress the dependence on partonic momenta and the renormalization
and factorization scales. The top line contains the double real (RR), real-virtual (RV) and
double-virtual (VV) contributions, while the bottom line incorporates the collinear rem-
nants. The latter only appear for hadron-initiated processes and take into account PDF
renormalization. For an infrared safe jet function Jm, the full sum in Eq. (2.1) is finite.
However, separately the integrals diverge and require regularization. For example, in the
CoLoRFul framework the RR cross section is regularized as follows

σNNLO
m+2 =

∫
m+2

{
dσRR

m+2Jm+2 − dσRR,A1

m+2 Jm+1 − dσRR,A2

m+2 Jm + σRR,A12

m+2 Jm+2

}
. (2.2)

Per construction, this expression is finite in four dimensions. Each term on the right-hand
side of Eq. (2.2) is constructed in such a way that it cancels a specific kinematic divergence,

• dσRR,A1

m+2 cancels the singularities coming from a single unresolved emission,

• dσRR,A2

m+2 cancels the singularities coming from a double unresolved emission and

• dσRR,A12

m+2 cancels the singularities coming from single (double) unresolved limits in

dσRR,A2

m+2 (dσRR,A1

m+2 ).

These counterterms now need to be added back, integrated over the appropriate phase space.
In this work we focus on the integral of the A12 approximate cross section, which needs to
be added to Eq. (2.2) as

−
∫
m

[∫
2

dσRR,A12

m+2

]
Jm. (2.3)

In the following, we will concentrate on the production of a colour-singlet final state, i.e.
m = 0.

3 Integrating the A12 subtraction terms

We are interested in the analytic computation of the integral in Eq. (2.3). Following the
explicit construction of the A12 counterterm in the colour-singlet case, which will be discussed
in detail in a future publication, there are 104 master integrals. These need to be calculated
to the appropriate order in the dimensional regulator ε. In this proceeding, we give a generic
overview of the steps needed in the integration procedure, leaving the explicit computation for
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a future publication. In general, the integrated counterterm, which we denote by IC, contains
some complicated multidimensional integrals. For example, we often need to compute four-
fold integrals of the type

IC =

∫ 1

0

dηa

∫ 1

0

dηb

∫ 1

0

dξa

∫ 1

0

dξb f(ξa, ξb, ηa, ηb; ε)︸ ︷︷ ︸
I(ηa,ηb;ε)

|M(ηapa, ηbpb)|2. (3.1)

Here M(pa, pb) is the Born matrix element for the a(pa)b(pb) → X process. The integrand
f(ξa, ξb, ηa, ηb; ε) is typically some complicated function of the integration variables and ε.
For example, without providing any details, one particular form that we encounter is the
following

f(ξa, ξb, ηa, ηb; ε) =
−1

((−1 + ηb)ξb + (−1 + ηa)ξa(1 + (−1 + ηb)ξb))

× 1

(ηb(−1 + ξa)2 + η2aηb(−1 + ξ2a) + ηa(1− ηb(ηb + 2(−1 + ξa)ξa)− 2ξb + 2ηbξb + (−1 + ηb)2ξ2b ))

× (1− ηa)
1−2εη−ε

a (1− ηb)
−1−2εη−ε

b (1− ξa)
−εξ−ε

a (1− ξa + ηaξa)
−ε(2− ξa + ηaξa)

−ε

× (1 + ηa − ξa + ηaξa)
−ε(1− ξb)

−1−εξ−1−ε
b (1− ξb + ηbξb)

2−ε(2− ξb + ηbξb)
−1−ε

× (1 + ηb − ξb + ηbξb)
−1−ε(2− ξa + ηaξa − ξb + ηbξb)

−1+2ε

× (ηa + ηb − ηbξa + ηaηbξa − ηaξb + ηaηbξb)
−1+2ε(2− (1− ηb)ξb − (1− ηa)ξa(1− (1− ηb)ξb))

× ((1− ξa)(1− (1− ηb)ξb) + ηa(ηb + ξa − ξaξb + ηbξaξb))

× (−(1− ξb)(ξa − ξb) + ηbξb(−1− ξa + 2ξb) + ηa(ηb + ξa − ξaξb + ηbξaξb)− η2b (−1 + ξ2b )) .

(3.2)

The final result of the integration procedure is expected to contain multiple polylogarithms
(MPLs) [17]

G(a1, . . . , an; z) =

∫ z

0

dt

t− a1
G(a2, . . . , an; t) , G(z) ≡ G(; z) = 1 . (3.3)

For this reason, we make intensive use of the PolyLogTools package [18]. Assuming we start
with the inner integration over ξb, the main steps to compute the integral in Eq. (3.1) can
now be summarized as follows:

1. Disentangle any overlapping singularities in the integrand using sector decomposi-
tion [19]. This way, one obtains a form of the integrand in which all singularities are
factorized.

2. As we expect the result of the integration to contain MPLs, which have linear inte-
gration kernels, cf. Eq. (3.3), we need to ensure that only (powers of) linear factors
in the integration variable appear in the denominators of the integrand. As such, all
higher-order polynomials should be factorized. As generically we have quadratic and
quartic polynomials, this factorization will lead to polynomials of the remaining vari-
ables with fractional exponents 1/2 and 1/4. These should be rationalized, which can
be achieved automatically using the RationalizeRoots package [20].
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3. Finally, before performing the integration the integrand needs to be partial fractioned
in the integration variable. Due to the complexity of our expressions, this turned out
to be a major bottleneck. This lead us to develop a new routine for the computation
of univariate partial fraction decompositions called LinApart [21]. The latter is based
on a closed-form expression for the decomposition following from the residue theorem
and leads to significant speed-ups with respect to publicly available tools.

After these three steps, one can analytically perform the ξb-integration using the GIntegrate
command provided by PolyLogTools. The same steps should then be repeated for the ξa-
integration, leading to a complicated expression I(ηa, ηb; ε). Finally, we still need to perform
the integration over ηa and ηb,

IC =

∫ 1

0

dηa

∫ 1

0

dηb I(ηa, ηb; ε)|M(ηapa, ηbpb)|2. (3.4)

However, one needs to be careful with the interpretation of this integral, as I(ηa, ηb; ε)
actually diverges when any of the integration variables approaches one

I(1, ηb; ε) → ∞ , I(ηa, 1; ε) → ∞ , I(1, 1; ε) → ∞ . (3.5)

As such, we require an additional regularization, which is accomplished by means of a distri-
butional expansion, i.e. a reinterpretation in terms of delta functions and plus-distributions.
This is done by setting up an appropriate subtraction. In particular, we use the method
of expansion by regions [22] to compute the the asymptotic behaviour of I(ηa, ηb; ε) in all
limits with the help of the asy package [23, 24]. The full integrated counterterm then takes
on the form

IC =

∫ 1

0

dηa dηb

{
[I(ηa, ηb; ε)]|M(ηapa, ηbpb)|2 − [La I(ηa, ηb; ε)]|M(pa, ηbpb)|2

− [Lb I(ηa, ηb; ε)]|M(ηapa, pb)|2 −
(
Lab I(ηa, ηb; ε)]− [LaLab I(ηa, ηb; ε)]

− [LbLab I(ηa, ηb; ε)]
)
|M(pa, pb)|2 + [ILa I(ηb; ε)]|M(pa, ηbpb)|2δ(1− ηa)

+ [ILb I(ηa; ε)]|M(ηapa, pb)|2δ(1− ηb) +
(
[ILab I(ε)]δ(1− ηa)δ(1− ηb)

− [ILaLab I(ηb; ε)]δ(1− ηa)− [ILbLab I(ηa; ε)]δ(1− ηb)
)
|M(pa, pb)|2

}
(3.6)

with

La I(ηa, ηb; ε) ≡ lim
ηa→1

I(ηa, ηb; ε), and [ILa I(ηb; ε)] ≡
∫ 1

0

dηa [La I(ηa, ηb; ε)]

(3.7)
and similarly for Lb, ILb etc. This methodology was used for all integrals in A12.
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Figure 1: Comparison of inclusive gg → H cross section predictions at NNLO accuracy
between n3loxs and NNLOCAL.

4 Putting everything together: NNLOCAL

All analytic formulae have been implemented in a Fortran code called NNLOCAL∗. As an
example of the application of our code, we considered gluon fusion Higgs production in an
effective theory in which the top quark is integrated out. Furthermore, for the moment we
assume there are no light quarks, i.e. nf = 0. After combining the integrals of the A12

counterterms discussed in this proceeding with all the other integrated counterterms and
the known poles of the collinear factorization, we have verified analytically that all poles
cancel the ones of the partonic matrix elements at every order in the dimensional parameter
ε, proving that our subtraction works as expected. Furthermore, at the inclusive level, we
can compare our predictions with those of existing tools, such as n3loxs [25]. As highlighted
in Fig. 1, we find sub-percent agreement for various values of the Higgs mass.

5 Summary and outlook

The application of the CoLoRFul subtraction scheme to colour-singlet production in hadron-
hadron collisions at NNLO accuracy is now within reach. In particular, all integrated coun-
terterms have been computed, and the scheme is implemented in the Fortran code NNLOCAL.
For now the latter was used to compute gluon fusion Higgs production in an effective ap-
proach, and the extension to full QCD is in progress.
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∗More details on the code were provided during a talk at the HP2 conference by F. Tramontano, https:
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