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ABSTRACT

Since 2022, the LHCb detector has been taking both proton-proton and lead-ion
data at the LHC collision rate using a fully software-based trigger. This has been
implemented on GPUs at its first stage and CPUs at its second. The setup allows
for reconstruction, alignment, calibration and selections to be performed online –
known as the real time analysis paradigm. As well as this, physics analyses are
performed using the output of online reconstruction with early results shown

using data taken in 2022.
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1 Introduction

Starting in 2022, the LHCb experiment at the Large Hadron Collider (LHC) has begun its first data taking
periods (Run 3) following its upgrade [1, 2]. A key part of this upgrade is that LHCb will take data from
proton-proton (p-p) collisions with an average pile-up of µ = 5, rather than its pre-upgrade average of µ = 1,
and as such a new trigger system has been developed to process the increased output data rate – 5TB/s –
due to the increase in instantaneous luminosity. The trigger has also been developed to use the upgraded
hardware; almost all subdetectors having been improved from their Run 2 equivalents, most of them being
overhauled entirely. The trigger is a two-stage process, with stages called ‘high-level-trigger 1(2)’ – HLT1
(HLT2). The first of these two stages runs heterogeneously on Nvidia RTX A5000 GPUs, whereas the
second stage runs on CPUs. Notably, the LHCb trigger has no hardware stage whatsoever, mitigating the
inefficiency of the L0 trigger used during Runs 1 and 2. As well as this, the role of alignment and calibration
of the detector has been paramount during the commissioning process at the start of Run 3 as well as in
data taking beyond. The first experiences and results of the new trigger system as well as the alignment and
calibration of the detector are outlined in these proceedings.

2 Detector

LHCb is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5, located at interac-
tion point number 8 on the LHC ring. Figure 1 shows the layout of the upgraded detector. The coordinate
system used throughout this paper has the origin at the nominal p-p interaction point, the z axis along the
beam pointing downstream, the y axis pointing vertically upward and the x axis towards the LHC center.

The particle tracking system comprises an array of pixel silicon detectors surrounding the interaction
region called the VELO, the silicon-strip UT in front of the large-aperture dipole magnet, and three SciFi
stations downstream of the magnet. The UT completely replaces the Tracker Turencis used in Runs 1 and
2 with the SciFi replacing the T-trackers. It should be noted that during 2022, the UT had not completed
its installation and during 2023 it was not used in data taking. Furthermore, during 2023, the VELO
subdetector was operated with a 49mm opening due to a deformation in its RF foil [3]. The RF foil will be
replaced during the 2023 year end technical stop, and the UT is expected to be full operational in 2024.

Particle identification (PID) for charged particles is provided by two ring imaging Cherenkov detectors
(RICH1 and RICH2) using C4F10 and CF4 gases as radiators. Compared to those used in Runs 1 and 2, the
RICH1 subdetector has entirely new optical systems designed to be optimised to the higher occupancies, with
both RICH subdetectors having improved readout infrastructure to account for the higher luminosity. As
well as this, there are two calorimeter systems: the electromagnetic calorimeter (ECAL), providing PID for
electrons and photons; and the hadronic calorimeter (HCAL), providing PID for all hadrons, especially K0

L

and neutrons. These have largely remained unchanged in the upgrade except for their front-end and readout
electronics. Finally, there are four muon stations (M2-M5), interleaved with iron shielding, to identify muons
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Figure 1: A schematic diagram of the upgraded LHCb detector.
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which can penetrate beyond the calorimeters, again with redesigned monitoring and control electronics.
Between the UT and SciFi trackers is a large dipole magnet providing a magnetic field with a bending

power of 4Tm for charged particles passing through it. The polarity of this magnet is reversed (MagUp and
MagDown) every few weeks.

The data acquisition (DAQ) system from the front end and back end electronics feeds to an event filter
farm through radiation-resistant long-distance optical links. It is in this farm that the trigger is run.

3 Data flow overview

The development of the trigger system as well as the alignment and calibration are the main goals of the
Real Time Analysis project at LHCb, who manage the processing of LHCb data in Run 3 and beyond.

The flow of data taking in LHCb begins in the HLT1 trigger. Here, data is reconstructed at 30MHz and
filtered using the selection criteria of O(10) inclusive trigger lines into general categories reducing the data
rate by a factor of 30 and is outputted to a ∼ 30PB buffer. At this stage, the full detector output (the
‘raw banks’) is persisted along with information about which lines passed by each persisted event, and which
reconstructed candidates were responsible for each passing line.

The contents of this buffer is then used in two different ways. Firstly, the buffer is used for performing the
detector alignment. This refers to corrections in the true size, shape, position and rotation of each piece of
each subdetector compared to the values provided by the technical drawings. Accurately finding these values
allows for improvements in all aspects of the detector, notably tracking and PID. Alignment is performed in
real time, feeding back to HLT1 so that as data is taken, the alignment improves which then improves the
quality of future data, upon which the alignment may be further improved. Once alignment and calibration
is of sufficient quality, it is then also used in the running of HLT2.

The second way in which the output of the buffer is used is as the input for HLT2. This trigger, in contrast
to HLT1, processes the data into O(1000) exclusive lines, each of which is typically specific to a single (or
few) decay channels to be used by analysists. These selections use the full offline-quality reconstruction as
well as all available PID information so that as much selection as possible may be performed at this stage
(and not offline), reducing bandwidth. At this stage, the raw banks typically are not persisted (though they
can be upon request), rather only ‘physics objects’ are persisted – the reconstructed tracks considered by the
trigger to be the ‘signal’. In contrast to HLT2 in Run 1 and Run 2 at LHCb, it is expected that analysists
perform as much of their selection as possible directly in their line, doing only minimal selection offline,
minimising the amount of storage space to be used unnecessarily. The final output of HLT2 to storage, due
to these efforts, is reduced to only 10GB/s. A flowchart summarising the data flow is given in Fig. 2.

4 Alignment and calibration performance

Over the first year of LHCb data taking since its upgrade, vast gains have been made in track reconstruction
efficiency and PID response due to the improvement of alignment as well as to the subdetectors directly.

The improvement in quality is given quantitatively by investigating the distribution of χ2 per degree of
freedom for fits made by the Kalman filter in HLT2 to long tracks – that is tracks which span the full length
of LHCb. For tracking, this has been done in two steps during the commissioning of process, firstly aligning
the VELO and SciFi detector elements, shown in Fig. 3. Each SciFi module then contains four detection
planes (mats); aligning the mats within each SciFi element after aligning the elements as a whole produces
greater tracking quality still, shown in Fig. 4.

Improvements to the PID response for hadrons with respect to Run 2 come from the excellent performance
of the upgraded RICH detectors, such as better single-photon resolution and yield. These are tested using
dedicated calibration data samples. For pions and kaons, D∗+ → (D0 → K+π−)π+ decays are used, whereas
for protons Λ→ pπ− are used: isolated from background by use of sWeights [7]. The separation of kaons and
protons with respect to pions may be seen in Fig. 5 where the log likelihoods of each candidate compared to
a pion is given. The separation between particle flavours is better than in Run 2 for comparable occupancies.
Further improvement is required for the higher occupancies of nominal Run 3 data taking conditions.
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Figure 2: The data flow of LHCb from raw detector output through the trigger [4].
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Figure 3: The quality of fitted long tracks before
and after the alignment of both the VELO and SciFi
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Figure 4: The further improvement in fitted track
quality after the alignment of mats within the
SciFi [6].
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Figure 5: The difference between the log likelihood distributions for kaons and pions (left) as well as for
protons and pions (right) [8].
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5 HLT1 details and results

The first level trigger being able to reconstruct events at the full detector output rate is an achievement
which should not be understated, however to do this it must make some concessions. The main limiting
factor of the first trigger is maintaining a high throughput, since it must process the data in real time. For
this reason, the level of reconstruction it can perform is quite simplified compared to that of HLT2. The
first example of this is in the simplified track fitting compared to HLT2. To maintain high-throughput, the
Kalman filtering process on track uses a parameterised approach compared to the more robust approach of
HLT2. Furthermore, only the segment of a track inside the VELO is considered for the filtering process. As
well as this a more simplifed pattern recognition algorithm is used.

To find long tracks two algorithms are used called ‘forward tracking’ and ‘seeding-matching’. Forward
tracking refers to taking VELO tracks and then tracing them forwards to the next tracker. This is done
linearly between the VELO and the magnet, we then approximate the magnetic field as a single shift in
angle, in the middle of the magnet region to extrapolate to the SciFi.∗ This shift in the angle is calculated
from the position of the tracks, their kinematic properties and the parameterisation of the magnetic field.
During each of these extrapolations, hits are found in the corresponding tracker and if enough hits are found
for a track with a sufficiently low χ2 then it is kept [10]. On the other hand the seeding-matching algorithm
instead creates ‘seed’ tracks using hits only in the SciFi tracker. VELO segment tracks are then extrapolated
forwards towards the magnet region. The SciFi seeds are then extrapolated back to the center of the magnet
region and if they match the VELO segments, they are considered to form a single long track [11]. The
current approach of HLT1 is first find tracks using the forward algorithm, and then use a second pass to
find the remaining tracks with the seeding-matching algorithm only using the remaining hits in each tracker
after those used for forward tracking have been removed.

The second example in which the reconstruction is simplified is in its PID. The main PID inputs for
hadrons in LHCb come from the RICH subdetectors; these are ignored entirely at this stage. Rather, the
only PID information comes from the muon stations (to identify muons) and the ECAL (to identify electrons
and photons), with all other particles assumed to be pions.

Despite these simplifications required to maintain high throughput, the resulting data taken by HLT1 is
already good enough to find clear mass peaks which may be used for physics. The first example of this is taken
from the inclusive line TwoTrackKs, which isolates events which are believed to contain two K0

S → π+π−

decays – intended to be used e.g. for analyses of D0 → K0
SK

0
S decays. The resulting mass peaks which can

be found using only information from HLT1 for both a single K0
S candidate as well as the pair may be seen

in Fig. 6, with a resolution approaching that of Run 2 in the analysis of D0 → K0
SK

0
S [12].

Figure 6: Mass plots of K0
S candidates identified by HLT1’s TwoTrackKs line for all candidates concatenated

(left) and both candidates for each event separately (right) [9].

∗We neglect the UT from this description as its commissioning is still ongoing.
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Figure 7: The resulting mass peaks for D0 (left) and D0 (right) candidates found in HLT1 [13].

As well as reconstructing pions into heavier parent particles, it is also possible to use other hadrons

despite the lack of PID. An example of this is in the decay
( )

D 0 → K∓π±. Here one of the pions (selected
arbitrarily) may be assigned the mass of a kaon to find the D0 peak. The resulting mass peaks may be seen
for both D0 and D0 decays in Fig. 7 where importantly, similar numbers of each particle flavour may be
found in the same dataset; implying a lack of bias in the trigger selection.

A key part of the trigger software, Allen [14], as well as performing the filtering of input events, is in
monitoring the data being taken. Monitoring allows for data quality to be ensured in real time and at the
full 30MHz decay rate, flagging up issues immediately to experts on-call 24-7 if deviations in the monitored

variables start to appear. Since both K0
S → π+π− and

( )

D 0 → K∓π± mass peaks are visible directly to
HLT1, these mass peaks are included as monitoring variables as well as their rates (the frequency with which
their respective lines trigger), available to data managers at LHCb.

6 HLT2 details and results

The second level trigger at LHCb has far lower throughput constraints compared to HLT1 and as such may
use all the information from the detector to come to its decisions. This includes using a more accurate
tracking algorithm as well as using full PID information from the RICH subdetectors, including further
improvements to muon identification. Each of these processes take 10 times longer than the full HLT1
reconstruction (which is also re-run at this stage, using a build transpiled to run on CPUs as a part of
HLT2). A pie chart showing how much time is dedicated to each process in HLT2 is given in Fig. 8. The
approach to tracking taken in HLT2 may be specified by the line author to best suit their needs however
it defaults to using both forward and seeding-matching methods in full, though this may change in the
future. This differs to the HLT1 implementation by using the true magnetic field description rather than
the simplified parametric approach. This is one of the reasons for the track fit being much slower than the
one in HLT1 instead giving a more-realistic description of the track trajectories.

The result of using full PID information as well as better tracking is that far more background may be
eliminated from data samples. This may be seen for D0 → K−π+ decays where the PID allows backgrounds
to be reduced to very low levels. These decays, as well as the excited D∗+ → (D0 → K−π+)π+ decays may
be seen in Fig. 9. Comparing these fits to those from HLT1 in Fig. 7 show that dramatic improvements to
signal purity may be found.

It is also possible with HLT2 to find excited charmonium modes with dimuon decays. Both J/ψ and
ψ(2S) decaying to µ+µ− pairs have been found using the dedicated HLT2 lines.The results of these studies
may be seen in Fig. 10 In this case the background is slightly higher than the hadronic cases shown before,
this is due to the muon detector commissioning still being improved at that time.

Finally, it has been possible to reconstruct b-hadron decays using HLT2, including in electronic modes
accounting for effects such as bremsstrahlung. Decays of B+ → (J/ψ → e+e−)K+ have been studied and
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identified with good purity, shown in Fig. 11. The reconstructed J/ψ candidates may further be categorised
based on if their bremsstrahlung emissions can be recovered. Bremsstrahlung is an effect where charged
particles travelling through either the magnet region or through material of LHCb will emit soft photons
affecting their kinematics, having particularly significant effects on light particles such as electrons. The
categories used are for if zero, one, or more than one photon may be recovered by matching clusters made
in the ECAL to parent electron tracks. The resulting J/ψ masses in these categories are given in Fig. 12.
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Figure 8: The proportion of time spent by HLT2 to perform each part of its processes [15].
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Figure 9: The mass spectra for D0 → K−π+ (left) and D∗+ → (D0 → K−π+)π+ (right) decays using PID
information from the RICH subdetectors [16].

Figure 10: The mass distributions for J/ψ → µ+µ− (left) [17] and ψ(2S) → µ+µ− decays [18].
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Figure 11: The mass distributions for B+ → (J/ψ → e+e−)K+, showing both the J/ψ candidate mass (left)
as well as the B+ candidate mass (right) [19].

Figure 12: Reconstructed J/ψ masses in categories of bremsstrahlung. Shown here are the distributions for
if zero (left), one (center) or more than one (right) photon may be recovered. As more photons can be
recovered, the reconstructed energy of the photon better matches the true value and thus the distributions
become more symetrical [19].

7 Summary & conclusions

Overall LHCb’s Real Time Analysis project has, over the course of its commissioning process, provided very
good early results though its three-stages. This is facilitated by firstly the high-throughput heterogeneous
HLT1 trigger, capable of providing accurate physics results directly from the detector output in real time.
Secondly, these results are then refined by the more-precise HLT2 trigger, using PID information and better
tracking to identify events with higher purity, allowing analysists to perform a majority of their selection
within the definitions of their lines, rather than offline. Finally, the alignment and calibration being provided
in real time, improving physics results as data is taken have allowed for optimisation of the detector response.

Using the triggering system it has been possible to reconstruct hadronic signals; leptonic signals; signals
with multiple decays; and signals which suffer the effects of bremsstrahlung. This covers the use cases of
almost the entire physics program at LHCb proving not only that the trigger commissioning is progressing
well, but also that it will provide high-quality data to analysists during Run 3.
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