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Abstract: A monolithic silicon pixel ASIC prototype, produced in 2024 as part of the Horizon
2020 MONOLITH ERC Advanced project, was tested with a 120 GeV/c pion beam. The ASIC
features a matrix of hexagonal pixels with a 100 𝜇m pitch, read by low-noise, high-speed front-end
electronics built using 130 nm SiGe BiCMOS technology. It includes the PicoAD sensor, which
employs a continuous, deep PN junction to generate avalanche gain. Data were taken across power
densities from 0.05 to 2.6 W/cm2 and sensor bias voltages from 90 to 180 V. At the highest bias
voltage, corresponding to an electron gain of 50, and maximum power density, an efficiency of
(99.99 ± 0.01)% was achieved. The time resolution at this working point was (24.3 ± 0.2) ps before
time-walk correction, improving to (12.1 ± 0.3) ps after correction.

1Corresponding author.

ar
X

iv
:2

41
2.

07
60

6v
1 

 [
ph

ys
ic

s.
in

s-
de

t]
  1

0 
D

ec
 2

02
4

mailto:lorenzo.paolozzi@unige.ch


Contents

1 Introduction 1

2 Description of the ASIC 2

3 PicoAD Production 2

4 Testbeam Measurements 4
4.1 Experimental Setup 4
4.2 Data Samples 5
4.3 Detection Efficiency 7
4.4 Time Resolution 10

5 Conclusions 14

1 Introduction

Monolithic Active Pixel Sensors (MAPS [1]), which integrate the sensor and electronics within
the same CMOS substrate, are becoming more and more common in particle physics. Despite
their relatively complex design phase, MAPS provide all the benefits of standard CMOS processing
while avoiding the production challenges and high costs associated with bump-bonded hybrid pixel
sensors. A large surface of MAPS was recently installed in the ALICE experiment at the LHC [2]
and is operated successfully.

In the framework of the MONOLITH H2020 ERC Advanced project [3], this group is de-
veloping very fast MAPS. Prototypes were produced using the commercial SG13G2 130 nm
silicon-germanium (SiGe) BiCMOS process [4] by IHP Microelectronics, which includes a very
fast and low-noise SiGe Heterojunction Bipolar Transistor (HBT) with a peak transition frequency
𝑓𝑡 = 350 GHz. In a testbeam experiment with minimum-ionizing particles (MIPs), a prototype
with a standard PN junction sensor without an internal gain layer produced with this technology
provided full efficiency and time resolution of 20 ps [5]. Several of these prototypes were irradiated
with 70 MeV protons up to a fluence 1 × 1016 neq/cm2 and tested with radioactive sources [6] and
in a testbeam experiment with MIPs [7]. The SiGe HBT front-end electronics not only survived
such large proton fluence but was still able to recover full efficiency and provide a time resolution
of 45 ps with only a modest increase in sensor bias voltage. This performance underscores SiGe
HBT radiation tolerance, meeting the stringent requirements of the challenging High-Luminosity
LHC environment.

In parallel to the development of front-end electronics, the MONOLITH ERC project is also
exploiting the picosecond avalanche detector (PicoAD) [8], a novel detector that implements a
continuous deep gain layer to boost the timing performance. A proof-of-concept monolithic PicoAD
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was produced in 2022 using the photolithography masks of a prototype able to provide 36 ps [9]
with a sensor without internal gain layer. The proof-of-concept PicoAD was operated at a gain of
approximately 20 [10], obtaining full efficiency and an average time resolution of 17 ps [11]. The
time resolution was found to depend strongly on the hit position on the pixel area, which varied
between 13 ps at the center of the pixel and 25 ps in the inter-pixel region [11].

Recently, new PicoAD prototypes were produced using the photolithography masks of the ASIC
that was characterized intensively in [5, 6, 12]. This paper presents the results of an experiment at
the CERN SPS testbeam facility with the latest PicoAD prototype, in which both the time resolution
and the efficiency were measured with 120 GeV/c pions.

2 Description of the ASIC

The ASIC studied in this paper contains a matrix of 12×12 hexagonal pixels of 65 𝜇m side,
corresponding to a pitch of approximately 100 𝜇m, produced by IHP in the SG132G2 130 nm SiGe
BiCMOS technology. It is an evolution of the previous prototype [9], with improved front-end
electronics. The ASIC contains four analog pixels (highlighted in red in Figure 1) in which the
amplifier is connected to an analog driver to be read by an oscilloscope. The right panel of Figure
1 shows a schematic view of the front-end electronics and analog driver.

Figure 1. (Left) Layout view of the 2022 prototype ASIC. The four pixels in red are the analog pixels whose
amplifier’s output is connected directly to an analog driver with differential output. (Right) Schematic view
of the front-end electronics and driver configuration of the analog pixels.

3 PicoAD Production

The PicoAD sensor has a multi-junction structure to engineer the electric field inside the silicon
active area. The aim is to provide an electric field large enough to generate impact ionization
and produce avalanche gain multiplication only of the electrons generated in a very thin zone
("absorption layer" in Figure 2), thus minimising the charge-collection (Landau) noise.

The monolithic ASIC prototypes were manufactured by the Leibniz Institute for High Perfor-
mance Microelectronics (IHP). Prior to CMOS processing, the PicoAD wafers were manufactured
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following the procedure explained in detail in [10], that requires the following steps (from bottom
to top in Figure 2):

• first, an epitaxial layer of 3 or 5 𝜇m was grown on a low resistivity silicon wafer; the primary
electrons produced in this thin absorption layer will cross the gain layer and be multiplied,
producing the fast component of the signal with minimal Landau noise;

• then a gain layer was implanted, with several ion doses determined with a TCAD study;

• finally, a second epitaxial layer of 15 or 25 𝜇m (called "drift layer") was grown , which allows
drifting of the primary electrons produced in the drift layer and the secondary electrons
produced in the absorption layer toward the collection electrode (on the top of Figure 2).

The wafers were then CMOS processed to produce the ultra-fast and low-noise electronics of [5].

Figure 2. Layout view of the PicoAD prototype with hexagonal pixels with 65 𝜇m side. Prototypes were
produced in several flavours: four different gain-layer implant doses, thickness of the absorption layer of 3
and 5 𝜇m, and thickness of the drift layer of 15 and 25 𝜇m. All the results presented in this paper were
obtained with the prototype with the largest implant dose, 5 𝜇m absorption layer and 15 𝜇m drift layer.

A total of 15 different PicoAD flavors were produced with the two absorption and the two
drift layer thicknesses and with different boron and arsenic implant doses of the gain layer. The
testbeam data presented in this paper were taken with ASICs that have a PicoAD sensor with 5
𝜇m-thick absorption layer, 15 𝜇m-thick drift layer, and the highest dose implanted. It was found
that, at temperature T = −5◦C, a bias voltage of 70 V was sufficient to fully deplete the sensors,
while silicon breakdown occurred at 200 V.

Prior to the testbeam, data were collected at the same temperature using 55Fe and 90Sr radioac-
tive sources. These data were used to calculate the electron gain at various bias voltages and to
convert the threshold values from mV to electrons. The results are summarized in Table 1.
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4 Testbeam Measurements

4.1 Experimental Setup

Data were taken at the CERN SPS testbeam facility using pions with a momentum of 120 GeV/c.
Figure 3 shows a schematic view of the experimental setup. It comprised:

• the monolithic silicon ASIC device under test (DUT);

• the UNIGE FE-I4 testbeam telescope [13] to reconstruct the tracks of the pions and give the
trigger to the two oscilloscopes;

• two Photonis PP2365AC micro-channel plate photomultiplier tubes (called MCP0 and MCP1)
to provide a precise reference time, which were mounted outside the FE-I4 telescope down-
stream of the pion beam;

• an oscilloscope Lecroy WaveMaster 820 Zi-A (40 GS/s and set to 4 GHz analog bandwidth);
its four channels were used to read the two polarities of the signal from one of the analog
channels of the DUT as well as the two MCPs;

• an oscilloscope Lecroy WaveRunner 9404 (20 GS/s and set to 4 GHz analog bandwidth); its
four channels were used to read the positive polarities of the remaining three analog pixels of
the DUT and to check the shape of the trigger given by the telescope.

The DUT was placed in the middle of the six planes of the telescope in a cooling box and was
operated through all the data acquisition at a temperature of -5 ◦C. A region of interest of 250 ×
250 𝜇𝑚2 centered around the four analog pixels of the DUT was imposed on the first telescope
plane: the coincidence between this region and the last plane of the telescope gave the trigger to
the system.

For each triggered event, the waveforms of the DUT and the two MCPs were acquired by the
oscilloscope in a time window of 500 ns, with the DUT and MPCs signals arriving at the center of
the window. The first 200 ns, which did not contain the signals, were used to measure the baseline
of the voltage noise and its standard deviation 𝜎𝑉 .

Figure 3. Schematic view of the experimental setup, showing the six planes of the UNIGE FE-I4 telescope,
the DUT, and the two MCPs. The red arrow shows the direction of the pion beam.
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4.2 Data Samples

During the testbeam experiment, data were acquired at different working conditions of the ASIC,
varying the sensor bias voltage and the power density of the preamplifier. The minimum value of
the sensor bias voltage was HV = 90 V, corresponding to an electron gain of 4. The maximum
value was 180 V, which is about 20 V before the sensor breakdown, corresponding to an electron
gain of 50. The front-end electronics was operated with absorbed currents between 3 and 160 𝜇𝐴,
corresponding to power densities between 0.05 and 2.6 W/cm2.

Table 1 lists the data samples collected. For each operating point, a few million tracks were
triggered in the region of interest defined by the testbeam telescope and recorded. The offline
selection criteria to single out an unbiased sample of events included:

• only one reconstructed telescope track per event, which was required to have:

– a recorded hit in all the six planes of the telescope

– a reconstructed 𝜒2/𝑁𝐷𝐹 < 1.6

• one and only one hit in both the MCP0 and the MCP1; only events with signals in both MCP0
and MCP1 with amplitudes not saturated by the oscilloscope readout scale were retained, so
to allow for accurate time-walk correction and timing reference.

These criteria reduced the data samples to the number of selected events reported in Table 1.
Figure 4 shows an example of waveforms of the DUT and the MCP0.
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Figure 4. Example of waveforms acquired by the oscilloscope in a 10 ns time interval around the DUT
signal (dots interpolated with red segments) and the MCP0 signal (dots interpolated with blue segments).
The dots represent the amplitude values acquired with 25 ps time binning, while the segments connecting
the dots show the linear interpolation that was used during the data analysis.
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HV Electron 𝑃density Threshold Selected Efficiency
[V] Gain [W/cm2] [electrons] ([mV]) Events [%]

90 4

0.05 895 (3) 8’499 43.7 +1.5
−2.8

0.1 950 (4) 4’191 70.3 +1.0
−2.0

0.3 790 (5) 12’666 95.5 +0.3
−0.5

1.0 725 (7) 11’022 96.8 +0.3
−0.6

2.6 840 (9) 12’339 98.4 +0.2
−0.4

120 10

0.05 895 (3) 11’406 69.9 +0.4
−0.7

0.1 950 (4) 8’199 90.5 +0.4
−0.8

0.3 790 (5) 10’425 99.1 +0.1
−0.3

1.0 725 (7) 4’542 99.3 +0.2
−0.4

2.6 840 (9) 31’524 99.73 +0.04
−0.09

150 18

0.05 895 (3) 14’505 93.7 +0.2
−0.4

0.1 950 (4) 9’558 99.1 +0.1
−0.3

0.3 790 (5) 34’416 99.65 +0.03
−0.07

1.0 725 (7) 9’567 99.77 +0.04
−0.12

2.6 840 (9) 44’430 99.98 +0.01
−0.03

160 21
0.3 790 (5) 16’290 99.84 +0.02

−0.05

1.0 725 (7) 9’009 99.83 +0.03
−0.07

2.6 840 (9) 7’704 99.97 +0.02
−0.06

170 33

0.05 895 (3) 17’364 99.27 +0.07
−0.15

0.1 950 (4) 9’612 99.73 +0.07
−0.18

0.3 790 (5) 4’161 99.8 +0.1
−0.3

1.0 725 (7) 9’798 99.85 +0.07
−0.17

2.6 840 (9) 11’487 99.96 +0.04
−0.12

180 50

0.05 895 (3) 13’083 99.76 +0.04
−0.09

0.1 950 (4) 10’167 99.88 +0.04
−0.12

0.3 790 (5) 9’807 99.92 +0.03
−0.10

1.0 725 (7) 9’069 99.84 +0.05
−0.13

2.6 840 (9) 53’973 99.99 +0.01
−0.02

Table 1. List of the 28 datasets acquired during the testbeam experiment. The table reports the sensor
bias voltage and the corresponding PicoAD electron gain, the 𝑃density at which the front-end electronics was
operated, the threshold (in electrons and corresponding voltage) applied to the signal amplitude, the number
of selected events according to the criteria of section 4.2, and the detection efficiency. The gain and the
threshold value in electrons were obtained with data taken with 55Fe and 90Sr radioactive sources. The
datasets with efficiency smaller than 99%, which will not be considered for the time resolution studies, are
highlighted in grey.
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For each dataset, the DUT signal amplitudes were distributed in bins of distance of the hit
position from the pixel center and fitted with a Landau function, extracting the most probable
value (MPV) of the Landau. Figure 5 illustrates a comparison of the Landau MPV for the current
prototype and the proof-of-concept version [11]. In the current design, a 20% decrease in MPV is
observed from the pixel center to the interpixel region, compared to a nearly eightfold reduction
in the earlier version. This improvement results from two key sensor modifications: increasing the
drift layer thickness from 10 to 15 𝜇m and raising the active layer resistivity from 50 to 350 Ωcm
in the current prototype.
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Figure 5. Comparison of the MPV of the signal amplitude as a function of the distance from the pixel
center for the current prototype (red dots) and the proof-of-concept prototype (black squares).

4.3 Detection Efficiency

The detection efficiency was measured using the sample of all events that had the telescope track
crossing the DUT plane within the area of the four analog pixels. The tracks extrapolated within
15 𝜇m from the external edge of the surface of the four pixels were kept in the sample to account
for the telescope’s spatial resolution [13]. An event was defined as efficient if it had a signal in
the DUT with an amplitude larger than 7 times the voltage noise 𝜎𝑉 . The left panel of Figure 6
shows the efficiency map for the four analog pixels. While the efficiency around the five internal
inter-pixel regions remains constant and larger than 95%, the efficiency is found to degrade in the
15 𝜇m around the 14 external edges, confirming the influence of the telescope spatial resolution.

To obtain an unbiased measurement of the efficiency, the sample of telescope tracks was
restricted to those that crossed the DUT inside the two triangles obtained connecting the centers
of the four analog pixels (shown by dashed red segments in Figure 6). The right panel of Figure 6
shows the efficiency map of this unbiased sample with a colour scale palette starting at 96%. The
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dataset shown in Figure 6, acquired with the DUT operated at HV = 180 V and 𝑃density = 2.6
W/cm2, gives an efficiency of (99.99 ± 0.01)%. The Clopper-Pearson frequentist approach [14]
with a confidence level of 95% was used to estimate the uncertainties.
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Figure 6. (Left) Map of the detection efficiency of the four analog pixels. The effect of the finite pointing
resolution of the testbeam telescope is visible at the external edges of the pixels. (Right) Map of the efficiency
restricted to the region of the two triangles obtained connecting the centers of the pixels, which is not biased
by the telescope resolution. The results refer to the sample taken with HV = 180 V and 𝑃density = 2.6 W/cm2.
Only the bottom-right pixel (highlighted by thicker lines) was connected to the 25 ps sampling oscilloscope
and thus used to compute the time resolution.

Figure 7 shows the detection efficiency as a function of the threshold for the same dataset.
Remarkably, even for a threshold 20 times the voltage noise 𝜎𝑉 , the efficiency remains larger than
99.6%. Figure 7 also reports the noise hit rate. The threshold of 7𝜎𝑉 utilized throughout this paper
is well within the efficiency plateau and corresponds to a noise hit rate per pixel of 2 × 10−2 Hz.
Variation of the threshold by one unit of 𝜎𝑉 produces a change in noise hit rate of approximately
two orders of magnitude.

The detection efficiency for all the datasets is reported in Table 1 and in Figure 8. As expected,
efficiency increases with the preamplifier’s power density and with the sensor bias voltage. The
former is due to an increase in the front-end gain, and the latter is due to a larger charge multiplication
in the gain layer. The measurements show that for 𝑃density ≥ 0.1 W/cm2 the detector reaches the
plateau of efficiency at HV = 150 V. At 𝑃density = 0.05 W/cm2 a sensor bias voltage of 170 V is
needed to obtain a detection efficiency larger than 99%.

Figure 9 shows the detection efficiency in bins of the distance from the pixel center for the
dataset taken with the highest 𝑃density = 2.6 W/cm2. The efficiency is well above 99.9% and does
not depend on the hit position for HV = 150 V and HV = 180 V. At HV = 120 V, the detection
efficiency decreases to 99.5% near the pixel edge, likely due to charge sharing between adjacent
pixels.

– 8 –



6 8 10 12 14 16 18 20
]VσThreshold [

99

99.2

99.4

99.6

99.8

100

E
ffi

ci
en

cy
 [%

]

 prototype2 (2024) with gain layerMONOLITH

C°, HV = 180 V, T = -52 = 2.6 W/cmdensityP

5−10

4−10

3−10

2−10

1−10

1

10

210

N
oi

se
 H

it 
R

at
e 

[H
z/

pi
xe

l]

CERN SPS Testbeam: 120 GeV/c pions
Efficiency

Laboratory Measurements
Noise Hit Rate

Noise Hit Rate Sensitivity Limit

Figure 7. Detection efficiency (red squares) and noise hit rate (blue dots) as a function of the threshold for
the dataset taken with HV = 180 V and 𝑃density = 2.6 W/cm2. The threshold is given in units of the voltage
noise 𝜎𝑉 .

90 100 110 120 130 140 150 160 170 180

High Voltage [V]

40

50

60

70

80

90

100

E
ffi

ci
en

cy
 [%

]

CERN SPS Testbeam 120 GeV/c pions

C°T = -5 

 prototype2 (2024) with gain layerMONOLITH

2 = 2.6 W/cmdensityP

2 = 1.0 W/cmdensityP

2 = 0.3 W/cmdensityP
2 = 0.1 W/cmdensityP

2 = 0.05 W/cmdensityP

Figure 8. Detection efficiency as a function of the bias voltage of the sensor for five values of the power
density of the preamplifier.

– 9 –



0 10 20 30 40 50 60

m]µDistance from Pixel Center [

99

99.2

99.4

99.6

99.8

100

E
ffi

ci
en

cy
 [%

]

CERN SPS Testbeam 120 GeV/c pions

C°, T = -5 2 = 2.6 W/cmdensityP

 prototype2 (2024) with gain layerMONOLITH

HV = 180 V

HV = 150 V

HV = 120 V

Figure 9. Detection efficiency in bins of the distance of the hit position from the pixel center. The data
show the results obtained with 𝑃density = 2.6 W/cm2 for three values of the sensor bias voltage. In each bin,
the data points are plotted at the mean value of the track distance from the pixel center.

4.4 Time Resolution

The time resolution was measured starting from the same sample of events used for the measurement
of the detection efficiency of Figure 6. Since only the bottom-right analog pixel of the DUT in
Figure 6 was connected to the oscilloscope sampling at 25 ps, only the subsample of hits in this
analog pixel was considered for further analysis, which corresponds to approximately one-third
of the events used for the measurement of the efficiency. The time-resolution measurement was
restricted to the datasets in Table 1 with detection efficiency larger than 99%.

The oscilloscope samplings were interpolated linearly to measure the time of arrival (ToA) of
the signals. In the case of the two MCPs, the ToA was taken as the time at which the interpolated
signal crossed 50% of the maximum value of the amplitude, thus correcting most of the time walk.
In the case of the DUT, the ToA was taken as the time at which the interpolated signal crossed a
fixed voltage threshold. The threshold value VToA was set at the integer value in mV closest to
seven times the voltage noise 𝜎𝑉 measured in that dataset. As reported in Table 1, the threshold
ranged from 3 to 9 mV, depending on the front-end electronics working point. Finally, for each
DUT signal, the ToA value was determined by linearly interpolating between the two oscilloscope
samplings with amplitudes just below and above the threshold.

The dataset with the largest statistics was used to compute the time resolution of the MCP0 using
the method adopted in [5]: the time resolution for each of the three ToA differences, constructed
from pairs among DUT, MCP0, and MCP1, was measured by fitting the distribution with a Gaussian
functional form, and the resulting system of three equations with three unknowns was solved. This
method yielded a time resolution for MCP0 of 𝜎𝑡 ,MCP0 = (5.4 ± 0.4) ps.
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Once this value was established, the time resolution of the DUT at each operating point was
determined by performing a Gaussian fit on the ToADUT - ToAMCP0 distribution and then subtracting
the measured 𝜎𝑡 ,MCP0 in quadrature.

The two panels on the left of Figure 10 show the ToADUT - ToAMCP0 distributions before the
time-walk correction of the DUT signals for the datasets acquired at HV = 180 V with 𝑃density = 0.3
W/cm2 (top) and 2.6 W/cm2 (bottom). After subtraction of 𝜎𝑡 ,MCP0, the time resolution results to
be (33.2 ± 0.7) ps and (24.3 ± 0.2) ps, respectively. Table 2 reports the time resolution before time-
walk correction for all datasets with efficiency larger than 99%. As expected, the time resolution is
measured to improve with increasing preamplifier power density and increasing sensor bias voltage.
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Figure 10. ToA difference between the DUT and the MCP0 before (left panel) and after (center panel)
time-walk correction when the DUT signal time is taken at a threshold VToA = 7 𝜎𝑉 . The right panels show
the ToA difference obtained when the DUT signal time is taken at a threshold VToA = 10% of the signal
height. The two working points shown were taken at HV = 180 V and front-end power density of 0.3 (top)
and 2.6 W/cm2 (bottom). The distributions were fitted with a Gaussian function up to 20% of the maximum.

The signals from the DUT were corrected for time walk by fitting the difference ToADUT -
ToAMCP0 within bins of the DUT signal amplitude using Gaussian functional forms. The mean
values obtained from these fits were subsequently linearly interpolated to derive the time-walk
correction. The red line in the panel at the left of Figure 11 shows the time-walk correction function
that was applied to the DUT in the case of the dataset taken with HV = 180 V and 𝑃density = 2.6
W/cm2. The panel on the right of Figure 11 shows the ToA difference as a function of the amplitude
of the MCP0 and confirms that the MCP0 did not need further time-walk correction. The two
panels at the center of Figure 10 show the time-walk corrected ToADUT - ToAMCP0 distributions for
the datasets acquired with HV = 180 V and 𝑃density = 0.3 and 2.6 W/cm2.
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Figure 11. Difference between the times of arrival of the DUT and the MCP0 as a function of the amplitude
of the DUT (left) or the MCP0 (right). The red crosses show the mean values of the difference of ToA,
as obtained by a Gaussian fit in each vertical slice of the distributions. The red segments are the linear
interpolations between the mean values.

The time-walk corrected time resolutions measured for all the acquired datasets with detection
efficiency larger than 99% are reported in Figure 12 and in Table 2. In all cases, a time resolution
better than 50 ps was measured. At sensor bias voltage HV = 180 V (red dots in Figure 12), the
monolithic ASIC prototype with PicoAD sensor provides outstanding time resolution at low and
high power density, namely 𝜎𝑡 ,DUT = (41.6 ± 1.0) ps at 𝑃density = 0.05 W/cm2, (18.8 ± 0.4) ps at 0.3
W/cm2, to reach (12.1 ± 0.3) ps at 2.6 W/cm2. Comparison of the time resolution measurements in
Table 2, obtained before and after time-walk correction, indicates that the correction significantly
enhances the time resolution in all cases by approximately a factor of two.

Alternatively, the time resolution was also computed taking the time at 10% of the maximum of
the signal amplitude. The two right-side panels of Figure 10 and the last column in Table 2 present
the results obtained with this method. This alternative method, which avoids the need for explicit
time-walk correction, yields time resolutions nearly equivalent to those obtained after time-walk
correction when using a fixed signal-voltage threshold.

It should be noted that the ToADUT - ToAMCP0 distribution presents non-Gaussian tails at large
positive values. Through simulations, we verified that these delayed DUT signal times are caused
by fluctuations in primary charge, which produce large clusters in the lower region of the absorption
layer, positioned far from the collection electrode. To account for the presence of these tails and
evaluate their percentage, the Gaussian fits were performed up to 20% of the maximum height of
the distribution. The fraction of non-Gaussian tails was then computed from the ratio between the
total number of entries of the histogram and the integral of the Gaussian function resulting from
the fit. In all datasets analysed, the tails were found to vary between 2% and 10%. Therefore, the
time resolutions quoted here refer to 90% or more of the recorded signals.

The time resolution was analyzed in bins of the distance of the hit position from the pixel
center. The left panel in Figure 13 shows the results obtained using five distance bins, defined to
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Figure 12. Time resolution as a function of the power density supplied to the preamplifier for five sensor
bias voltages. Only the datasets in Table 1 with operating conditions that provided detection efficiency larger
than 99% were considered for the measurement of the time resolution.

contain similar statistics, for the three acquired sensor bias voltage values at the highest 𝑃density =
2.6 W/cm2. The time resolution shows a worsening from the center to the edge of the pixel of
approximately 3 ps for HV = 180 V and 5 ps for HV = 120 V, corresponding to approximately 30%.

The right panel of Figure 13 presents a comparison between the results of the current prototype
and those of the PicoAD proof-of-concept prototype [11]. In the proof-of-concept version, the
average time resolution was 17 ps, with values ranging from 13 ps at the pixel center to 25 ps at
the interpixel region, indicating a twofold worsening from center to edge. The reduced variation in
time resolution with respect to the hit position in the current prototype is attributed to the decreased
dependence of amplitude on the hit position, as shown in Figure 5.

The proof-of-concept prototype achieved a time resolution of (17.3 ± 0.4) ps using a signal-
processing technique referred to as "CFD-like" in [11]. This method involved shifting the signal by
200 ps (half of its rise time), subtracting the shifted signal from the original, and determining the
ToA at 25% of the resulting signal amplitude. This signal-processing approach was implemented
to mitigate low-frequency noise components in that prototype, which originated from feedback
injection through the power supply lines. Its adoption led to a significant improvement in time
resolution compared to the (24.1± 0.4) ps [11] achieved using an amplitude-based analysis similar
to the method employed in this paper. In this updated prototype, where a redesigned front-end
electronics system effectively resolved the feedback injection issue responsible for the low-frequency
noise, the same method yields only a marginal improvement in time resolution of approximately
10% and was consequently discontinued.
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HV Electron 𝑃density 𝜎𝑇 (no TWC) 𝜎𝑇 (TWC) 𝜎𝑇 (10%)
[V] Gain [W/cm2] [ps] [ps] [ps]

120 10
0.3 78.8 ± 1.7 32.5 ± 0.7 34.3 ± 0.7
1.0 50.9 ± 0.5 24.8 ± 0.8 26.8 ± 0.9
2.6 42.0 ± 0.5 17.8 ± 0.3 19.4 ± 0.2

150 18

0.1 98.1 ± 2.1 44.3 ± 0.9 45.9 ± 0.8
0.3 55.9 ± 0.7 22.3 ± 0.3 23.4 ± 0.3
1.0 36.9 ± 0.8 18.8 ± 0.5 20.0 ± 0.4
2.6 32.5 ± 0.3 14.1 ± 0.2 14.8 ± 0.3

160 21
0.3 46.8 ± 1.0 21.3 ± 1.0 22.6 ± 0.4
1.0 35.1 ± 0.8 18.1 ± 0.5 18.4 ± 0.4
2.6 29.5 ± 0.7 13.7 ± 0.6 14.8 ± 0.6

170 33

0.05 88.6 ± 1.6 48.2 ± 1.1 47.1 ± 0.7
0.1 65.2 ± 1.3 34.4 ± 1.0 33.7 ± 0.6
0.3 38.1 ± 1.2 20.4 ± 0.7 20.4 ± 0.7
1.0 29.9 ± 0.5 17.0 ± 0.6 17.4 ± 0.5
2.6 24.9 ± 0.6 13.2 ± 0.4 13.4 ± 0.4

180 50

0.05 73.8 ± 1.4 41.6 ± 1.0 40.9 ± 0.7
0.1 52.4 ± 1.2 28.4 ± 0.8 28.2 ± 0.6
0.3 33.2 ± 0.7 18.8 ± 0.4 18.6 ± 0.4
1.0 26.9 ± 0.6 15.3 ± 0.4 15.8 ± 0.4
2.6 24.3 ± 0.2 12.1 ± 0.2 12.5 ± 0.2

Table 2. Electron gain and time resolution for the acquired datasets with a detection efficiency above 99%.
The time resolution was measured using several methods: fixed threshold without time-walk correction,
fixed threshold with time-walk correction (used as the reference for the summary plots), and threshold at a
constant fraction of the amplitude at 10%.

5 Conclusions

The detection efficiency and time resolution of a monolithic silicon detector produced in 2024 for
the Horizon 2020 MONOLITH ERC Advanced project were measured using a 120 GeV/c pion
beam. The prototype features a matrix of hexagonal pixels with a 100 𝜇m pitch and front-end
electronics that leverage the low noise and high-speed response of SiGe HBT technology. The
ASIC incorporates the PicoAD sensor, which includes a continuous deep gain layer positioned
between two thin epitaxial layers with 350 Ωcm resistivity, resulting in a total sensor thickness of
20 𝜇m.

Data were taken at sensor bias voltage between 90 and 180 V and front-end power densities
between 0.05 and 2.6 W/cm2. A fast oscilloscope was used to read the analog channels present in
the pixel matrix and record the data.

At HV = 180 V, which is 20 V below the breakdown, and 𝑃density = 0.3 W/cm2, the measured
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Figure 13. Time resolution as a function of the distance from the pixel center. On the left is the scan for
the three different sensor bias voltages. On the right is the comparison of the prototype studied in this paper
and the proof-of-concept prototype. In each bin, the data points are plotted at the mean value of the track
distance from the pixel center. The values from the proof-of-concept prototype are taken from [11].

detection efficiency was (99.92 +0.03
−0.10)%. When measuring the signal time at a fixed threshold of

seven times the voltage noise, the time resolution was (33.2 ± 0.7) ps before time-walk correction
and improved to (18.8 ± 0.4) ps after correction. Using the signal time at 10% of the maximum
amplitude, the time resolution remained at (18.6 ± 0.4) ps without the need for further time-walk
correction.

At the same sensor bias voltage and at the highest front-end power used, 𝑃density = 2.6 W/cm2, the
detection efficiency achieved was (99.99 +0.01

−0.02) % and the time resolution after time-walk correction
was (12.1 ± 0.3) ps.

All detection efficiency and time resolution values include the inter-pixel region.
These results demonstrate that monolithic ASICs with PicoAD sensor and SiGe HBT front-end

electronics are outstanding candidates for a broad range of applications with power requirements
spanning two orders of magnitude. They are well-suited for large-area applications, such as particle
physics 4D trackers, where 𝑃density must stay well below 1 W/cm2. The PicoAD’s full fill factor and
ultra-thin design make it particularly suitable for applications requiring a fully active, low-material-
budget timing detector. It is also ideal for timing applications with fewer pixels, like direct-TOF
LiDAR systems, where a power density of a few W/cm2 is feasible.
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