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Abstract
The vertical plane transverse emittance of accelerated electron bunches at the AWAKE experiment

at CERN has been determined, using three different methods of data analysis. This is a proof-of-

principle measurement using the existing AWAKE electron spectrometer to validate the measurement

technique. Large values of the geometric emittance, compared to that of the injection beam, are observed

(∼ 0.5mmmrad compared with ∼ 0.08mmmrad), which is in line with expectations of emittance growth

arising from plasma density ramps and large injection beam bunch size. Future iterations of AWAKE

are anticipated to operate in conditions where emittance growth is better controlled, and the effects of

the imaging systems of the existing and future spectrometer designs on the ability to measure the emit-

tance are discussed. Good performance of the instrument down to geometric emittances of approximately

1 × 10−4mmmrad is required, which may be possible with improved electron optics and imaging.

∗ Contact author: david.cooke@ucl.ac.uk
† Present Address: INFN Laboratori Nazionali di Frascati, 00044 Frascati, Italy
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I. INTRODUCTION

The Advanced WAKEfield (AWAKE) experiment at CERN is a proof-of-concept, particle-

driven plasma wakefield accelerator [1]. It uses long (∼6 cm) proton bunches delivered by the

Super Proton Synchrotron at CERN at 400GeV to drive wakefields in a 10m Rb plasma column.

The plasma is created using a 120 fs laser pulse passing through Rb vapour in a temperature-

controlled chamber with Rb vapour sources at either end [2]. The laser and proton bunches prop-

agate coaxially and cotemporally; the use of a long proton bunch relies on the self-modulation

instability [3] to effectively drive large wakefields, and the plasma density step created by the

laser ionization front provides the seed for this instability, ensuring phase repeatability [4]. This

instability leads to periodic focussing and defocussing of the proton bunch, eventually resulting

in a train of microbunches separated by one plasma wavelength (that is, 2𝜋𝑐

𝜔𝑝
, where 𝑐

𝜔𝑝
is the

plasma skin depth, 𝜔𝑝 being the electron plasma frequency). Electrons are injected into the

wakefield from a 18MeV combined photoinjector and S-band booster [5, 6], the laser incident on

the photocathode being derived from the main ionizing laser, which ensures phase stability with

the seeded self-modulation instability. This in turn ensures that the electrons are, in principle,

injected into the same phase of the wakefield each time. In practice, the electron bunch length

is larger than the microbunch separation, has a transverse size on the scale of the plasma skin

depth, and is subject to jitters in e.g. pointing, so different parts of the bunch (and successive

shots) experience different parts of the wakefield. Using this injection scheme, acceleration up

to 2GeV of part of the injected bunch has been observed [7] for a plasma density of 7×1014 cm−3.

Normalized emittance is an invariant quantity under acceleration of a particle bunch, given

in a single plane by:

𝜖𝑛 = 𝛾𝛽𝜖 (1)

𝜖𝑛 = 𝛾𝛽
√
det Σ (2)

where 𝜖 is the geometric emittance (phase space projection area), 𝛾 and 𝛽 the usual Lorentz

factors, and Σ, the beam matrix, is

Σ =

⎡
⎢
⎢
⎣

𝜎2
𝑥 𝜎𝑥𝑥′

𝜎𝑥𝑥′ 𝜎2
𝑦′

⎤
⎥
⎥
⎦

. (3)

Single-shot measurement of the emittance at AWAKE is desirable, as the variation in the injection

process could lead to variation in the shot-to-shot accelerated beam parameters. Measurement
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FIG. 1. Diagram of the AWAKE electron spectrometer (not to scale).

techniques which rely on aggregated data from multiple shots will therefore not necessarily pro-

duce the correct result. As the proton drive beam and accelerated witness electrons propagate

coaxially on exit from the plasma cell, measurements such as pepperpot emittance meters or

analysis of optical transition radiation are impossible because the signal from the proton beam

will vastly dominate. This leaves beam image analysis in a spectrometer as the only currently

viable technique for determining the beam parameters of a single accelerated bunch. Although

emittance is not expected to be preserved or well controlled with the present experimental geom-

etry, measuring it is both interesting to test whether changes in the acceleration conditions can

be detected through changes in the beam parameters, and a way to develop the instrumentation

required for later AWAKE runs (e.g. run 2c).

II. EXPERIMENTAL SETUP

Accelerated electron bunches are detected and characterized using a wide-energy-acceptance

spectrometer, comprising a quadrupole doublet followed by a single dipole bend. On exit from

the dipole, the beam passes through a thin aluminium vacuum window, and a 1m wide Gadox

scintillating screen, which is viewed by an array of cameras positioned at a distance of 1.25m

and out of the dipole bending plane at an angle of 30°. It is also viewed by a single, intensified

camera, at a distance of 17m which, in this instance, is used to provide calibrated energy and
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charge measurements. Further details of this spectrometer can be found in [8, 9], a diagram

showing the layout is shown in Figure 1.

A doublet configuration with identical strength quadrupoles cannot focus or image in both

planes at the same distance. The spectrometer is intended to operate as an imaging device, re-

producing the object plane of the exit iris of the plasma cell at the image plane of the scintillating

screen. The doublet therefore has a resistive shunt across one magnet, which enables vertical

and horizontal imaging at a fixed distance. The distance between the final quadrupole and the

detection plane varies by approximately 30 cm (the path length difference between the high-

energy and low-energy trajectories indicated in Figure 1) however, which means this imaging

condition is only met at a single point on the scintillating screen. This means that vertical beam

size measurement methods for determining emittance in the vertical plane should account for

defocussing in the horizontal plane. In practice, this effect can be ignored at the measurement

precision acheived in this work.

The magnification of the system is approximately 1, so features in the vertical direction at

the imaging plane are the same size as at the object plane. The smallest resolvable feature size is

determined by a number of factors: electron optics, electron scattering in the aluminium vacuum

window, optical scattering of scintillation light in the screen, and the point spread function (PSF)

of the camera and lens combination used to image the screen. These factors have been studied,

providing an estimate of the overall PSF of the spectrometer.

III. EXTRACTION OF EMITTANCE

The data for this emittance studywere acquired during a single day of operation of theAWAKE

experiment. The working point is summarized in Table I; two slightly different trajectory sets are

used, differing by injection angle only, with one set being injected approximately coaxially with

the laser and proton beams, and the other injected at approximately 1mrad (and so correspond-

ingly offset from the other beams), aimed to cross the axis at 1m into the plasma. These sets

are hereafter referred to as on-axis and off-axis respectively. These datasets were acquired as two

multi-shot emittance measurements using the standard quadrupole scan technique [e.g. 10]. This

technique, where an upstream quadrupole magnet is varied in strength, and the downstream size

is measured, assumes there is no shot-to-shot variation of the beam parameters—not necessarily

a safe assumption given possible variations in the injection position on the scale of the plasma
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TABLE I. Parameter values describing the working point of the experiment.

Parameter Value

Proton bunch population 1 × 1011

Plasma density 1 × 1014 cm−3

Laser–proton delay −30 ps (on-axis)

+20 ps (off-axis)

Injection–laser delay −360 ps

Injection angle 0 mrad (on-axis)

1 mrad (off-axis)

Injection focus 0 m (on-axis)

+1 m (off-axis)

Injection bunch charge 600 pC

Injection emittance 0.08 mm mrad

skin depth. Under such circumstances, a single-shot method for determining the emittance is

preferable, and fortunately the spectrometer allows such a measurement to be made, in the non-

dispersing plane. This method [11, 12] exploits the dispersion by energy in the horizontal plane

resulting in each vertical slice having experienced a different quadrupole strength, meaning a sin-

gle spectrometer image is, in effect, an image of a quadrupole scan. This is slightly complicated

by the emittance in the dispersive plane, and the fact that the imaging condition is not neces-

sarily met in this plane, even when it is in the vertical plane. These two effects lead to blurring

of the vertical profile. The effects of emittance in the horizontal plane have been studied using

simulation, however, and is largely insignificant at the beam parameter scale observed here—

assuming that the beam parameters are similar in both horizontal and vertical planes (𝑥 and 𝑦,

respectively). This allows the beam size to be written in terms of the vertical plane transport and

beam matrices, and the beam matrix elements to be extracted by least-squares fitting this curve

to multiple observations of the beam size. Note the single-shot method has different caveats to

the multishot quadrupole scan—each energy slice is taken as representative of the whole bunch,

that is, the beam parameters do not vary with energy.

Both multishot and single shot quadrupole scans can be analysed by fitting upstream beam

parameters (𝜎2
𝑦0
, 𝜎𝑦0𝑦

′
0
, and 𝜎2

𝑦′0
) to the measured vertical size squared (𝜎2

𝑦) with a function of the
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vertical plane transport matrix elements 𝑅11 and 𝑅12 (where 𝑅11 is the coupling between 𝑦0 and

𝑦, and 𝑅12 the coupling between 𝑦′
0 and 𝑦):

𝜎
2
𝑦 = 𝜎

2
𝑦0
𝑅
2
11 + 𝜎𝑦0𝑦

′
0
𝑅11𝑅12 + 𝜎

2
𝑦′0
𝑅
2
12 (4)

The difference between the two methods arising from 𝑅 being a function of 𝑘 in the multishot

case (𝑘 being the normalized quadrupole strength), and the energy 𝐸 being a free choice (the size

should be measured at the same position on the screen for each shot); and 𝑅 being a function of

𝐸 in the single shot case, since the quadrupole strength is not varied explicitly, and the measure-

ment positions are dictated by the available range produced by the energy spread of the bunch.

Fitting with equation 4 requires that the resolution be included explicitly, either by adjusting the

measured size by subtracting in quadrature a PSFwidth, which assumes the PSF itself is Gaussian,

or more generally by performing a deconvolution directly on the beam images, which allows for

arbitrary forms of the PSF [13]. An example of a fit to vertical beam size using this method is

shown in Figure 2.

Emittance reconstructed by either of these methods assumes the bunch is Gaussian, as we

reconstruct a beam matrix and use the standard result that the geometric emittance is the square

root of the determinant of this matrix. Under certain assumptions, these datasets can also be

used to reconstruct the (𝑦, 𝑦′) phase space tomographically using an inverse Radon transform

[14], meaning that a more general measurement of the phase space area can be made (emittance

in this case the area of the top 39% divided by 𝜋, which, for Gaussian beams, is identical to the

previous definition). Phase space tomography uses the transport matrix from a point before the

quadrupoles to the screen to calculate an effective rotation 𝜃 of the phase space, and a scaling

factor 𝑠 (required in order to map it to a regular Radon transform), defined as follows:

𝜃 =
𝑅12

𝑅11

(5)

𝑠 =
√
𝑅2
11 + 𝑅2

12 (6)

Typically, (𝑥, 𝑦) beamspot images taken with different quadrupole strengths are then summed

along an axis to produce profiles, which are then scaled and stacked into a sinogram, upon which

standard tomographic reconstruction algorithms (e.g filtered back-projection [e.g. 15], simulta-

neous algebraic reconstruction [16]) may be run to produce an image of the phase space in a

particular plane (e.g. (𝑦, 𝑦′) if the original summing was along 𝑥). In this particular case, each

vertical slice of a spectrometer image is again assumed to represent the whole bunch, and taken
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FIG. 2. Example event for single-shot emittance determination. Clockwise from top-left: input spectrom-

eter image; fit to vertical beam size; tomographically reconstructed phase space. Note: 39% of the volume

of a two dimensional Gaussian is enclosed inside a one sigma contour. The 39% volume-enclosing contour

is shown as a dotted black line.

as a 𝑦 profile by itself. Thus, the spectrometer images require only scaling and columnwise nor-

malization to be considered sinograms. As the images are taken with digital cameras, it is natural

to use the pixel columns as the energy slices (even if the resolution of the spectrometer imag-

ing system is larger than one pixel), and so no further processing of the images is required. An

example of a reconstructed phase space is shown in Figure 2.
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FIG. 3. Distribution of peak energy of capture bunches (left) and of captured charge, showing wide vari-

ation (right). The background charge cut below which events are rejected is shown as a vertical dashed

line.

IV. RESULTS

Figures 3 shows the energy and charge capture distributions for the events in the dataset.

Energy gain is around 200 MeV, but charge capture varies considerably. Event selection is lim-

ited to removing those events below a fixed charge threshold of 0.5 pC. Further event selection

using classification by energy distribution profile using a clustering algorithm to group similar

events together could strengthen the assumption that, for a multishot quadrupole scan, the beam

parameters are not varying from shot-to-shot, and for single shot measurements, allow a more

like-for-like comparison. However, the small dataset sizes used here resulted in clusters with

populations too low for analysis. Note that the working point is very far from the AWAKE base-

line of plasma density of 7×1014 cm−3 and proton bunch population of 3×1011, as data acquisition

was optimized for charge capture reliability and energy gain stability, owing to the short data

acquisition period available for the measurement. Energy gain is therefore not expected to be

near the 2GeV previous reported in [7].

Figure 4 shows a waterfall plot of charge-normalized, quadrupole-strength-sorted spectrom-

eter image slices. This serves as a visual check that the beam parameters are not changing so

extremely from shot to shot as to distort the expected behaviour in a quadrupole scan. It also

illustrates a particular energy slice from which the emittance can be determined using the mul-

tishot technique.
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FIG. 4. Waterfall plot of one vertical energy slice, sorted by quadrupole strength. Each slice is normalized

by the area to aid visibility; as a result of energy variation between shots, some events have no intensity

in this slice. Plotted relative to the vertical centre of the screen.

Figure 5 shows geometric emittance, waist size, and waist position distributions for the single

shot beam size measurement method. The on- and off-axis dataset size in each case is 130 and 400

events, respectively. To include the calculated uncertainties on the fitted parameters, raw data

histograms are transformed into kernel density estimates, using a Gaussian kernel for each point,

with width given by the uncertainty. The systematic uncertainties are dominated by the dipole

current ripple, which has a particularly pronounced effect on the determination of the beam

waist location. Two-𝜎 uncertainty bands around the distribution are generated from bootstrap

samplingwith replacement to produce an empirical cumulative distribution function for each bin,

with±2𝜎 approximated from the bin count range between the 2.5% and 97.5% distribution points.

The accumulation in the histograms at preferred values appears to support the assumption that

the beam parameters do not vary greatly from shot-to-shot, which is important for validation of

the multishot technique.

Also derived from single-shot measurements are the phase space tomography results shown

in Figure 6. In this case, the emittance is defined as the area occupied (see Figure 2) by the top

39% of pixels by intensity, divided by 𝜋. This measure gives the area inside a one 𝜎 contour for a

10



0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
emittance [mm.mrad]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5
de

ns
it
y 

[m
m

1 m
ra

d
1 ]

on-axis
off-axis

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
waist size [mm]

0

1

2

3

4

5

de
ns

it
y 

[m
m

1 ]

on-axis
off-axis

6 5 4 3 2 1
waist position [m]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

de
ns

it
y 

[m
1 ]

on-axis
off-axis

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
divergence [mrad]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

de
ns

it
y 

[m
ra

d
1 ]

on-axis
off-axis

FIG. 5. Clockwise from top left, emittance, beam size at waist, divergence, and waist position (relative to

quadrupole position) for on- and off-axis datasets, as determined by single-shot beam size measurements.

Gaussian phase space (division by 𝜋 is so the result then matches that given by the square root

of the determinant of a Gaussian beam matrix). Peak values for the beam parameters appear

commensurate with those determined by beam size measurements, if the data are drawn from a

single population so that the histogram width can be interpreted as an uncertainty on the central

value (see Tables II and III).

Figure 7 shows the same results, acquired using the traditional quadrupole scan technique.

As the spectrometer disperses horizontally by energy, these quadrupole scans can be performed

at many energies simultaneously, and so the results are presented as a function of energy. Im-

mediately it can be seen that for a range of energies (0.18GeV–0.21GeV for on-axis; 0.17GeV–

0.19GeV for off-axis) the assumption that the beam parameters do not vary with energy is valid

too. In this region, the beam parameter values agree well with the results acquired by single-shot

beam size measurements.
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FIG. 6. Clockwise from top left, emittance, beam size at waist, divergence, and waist position (relative to

quadrupole position) for on- and off-axis datasets, as determined by single-shot phase-space tomography

measurements.

TABLE II. Summary of beam parameters extracted by the three methods, for the on-axis dataset. Values

in parentheses are 1.48 times the median absolute deviation, used as a robust estimate of the standard

deviation.

Quantity↓/Method→ Beam size Tomography Quadrupole scan

Waist size (mm) 0.38(7) 0.26(2) 0.41(12)

Waist position (m) −4.25(14) −3.21(13) −3.12(9)

Divergence (mrad) 1.00(15) 0.94(30) 1.07(10)

Emittance (mm mrad) 0.37(10) 0.66(28) 0.42(10)
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FIG. 7. Clockwise from top left, emittance, beam size at waist, divergence, and waist position (relative to

plasma exit iris), as determined by multishot quadrupole scan measurements.

TABLE III. As Table II, but for the off-axis dataset.

Quantity↓/Method→ Beam size Tomography Quadrupole scan

Waist size (mm) 0.60(21) 0.33(9) 0.47(10)

Waist position (m) −3.92(32) −2.97(28) −3.18(7)

Divergence (mrad) 0.89(24) 0.74(20) 1.10(1)

Emittance (mm mrad) 0.49(15) 0.50(21) 0.52(10)

A. Resolution and validity

The fitted beam parameters depend, to a certain degree, on the estimate of the optical reso-

lution of the spectrometer. This has been studied, and because the dominant contribution from

resolution comes from the imaged waist where the beam is smallest, and assuming Gaussian
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beams and PSFs, the effect is to limit the minimum measurable beam size and divergence, and

that these quantities are generally linear in resolution. The first of these observations leads natu-

rally to the question of whether the measured emittance in the above figures is correct, or limited

by the resolution—that is, how valid the measurement really is. This was studied in simulation;

the top-left pane of Figure 8 shows the relative difference 𝑧 between reconstructed emittance

(using the beam size method) and the simulation input emittance, as a function of beam waist

size and divergence, that is:

𝑧(𝜎
𝑖𝑛
𝑦 , 𝜎

𝑖𝑛
𝑦′) =

𝜖𝑖𝑛𝑦 − 𝜖𝑓 𝑖𝑡𝑦

𝜖𝑖𝑛𝑦
(7)

where 𝑖𝑛 and 𝑓 𝑖𝑡 refer to the model input and fit result respectively (and e.g. 𝜎𝑓 𝑖𝑡
𝑦 is therefore

a function of 𝜎𝑖𝑛
𝑦 ). For simplicity, the input beam is symmetric in 𝑥 and 𝑦 (both in terms of

beam parameters and PSF), and both beams and PSFs are Gaussian. As the beam size method

only considers the 𝑦 plane, it might therefore be expected that the reconstruction would fail at

large emittances. This assertion has also been examined in simulation using a beam with fixed,

small 𝑥 waist size and divergence. Also shown in Figure 8 are similar maps for different optical

and experimental conditions. This shows that even dramatically reducing the resolution width

has minimal impact if the camera pixel size (in the object plane) remains as large as it is. This

might inform future AWAKE spectrometer optical design, where very small geometric emittances

(∼ 100 pm rad), resulting from large energy gain and normalized emittance preservation under

this acceleration, might be expected. These results depend on deconvolution of the spectrometer

images from the point spread function, which requires good knowledge of the PSF.

Although we have shown that the experimentally determined beam parameters lie in a region

of the instrument acceptance phase space where they might be expected to be well reproduced,

it could be argued that the observed values simply arise from very badly reproduced input pa-

rameters that lie far outside the valid region. By using the simulation results to calculate the

difference between the predicted and measured beam parameters 𝑧 (as in Figure 9) as:

𝑧(𝜎
𝑖𝑛
𝑦 , 𝜎

𝑖𝑛
𝑦′) =

1

𝑛

𝑛

∑

𝑘=0

¬
(

|
|
|
|
|

𝜎𝑓 𝑖𝑡
𝑦 − 𝜎𝑦

𝜎𝑦

|
|
|
|
|

<
𝑘

𝑛)
∨ ¬

(

|
|
|
|
|

𝜎
𝑓 𝑖𝑡

𝑦′
− 𝜎𝑦′

𝜎𝑦′

|
|
|
|
|

<
𝑘

𝑛)
(8)

(where convergence is achieved for 𝑛 > 500, and logical true and false are treated as one and

zero, respectively) it can be demonstrated that the location in phase space which produces the

observed results is very close to the observed results. This is just a restatement of the result
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FIG. 8. Emittance validity maps for different simulated parameters, showing the relative difference be-

tween input emittance and that reconstructed by fitting. Clockwise from top left: optical resolution of

200 µmwith 80 µm pixels; improved optical resolution (10 µm) with 80 µm pixels; optical resolution (10 µm)

with 40 µm pixels; and optical resolution (10 µm) with 80 µm pixels, but without the effects of emittance

in the dispersed plane. The top left map represents the experimental conditions, and so has ellipses rep-

resenting the location and scale of the on- and off-axis results (in blue and orange, respectively).

shown in the top-left graph of Figure 8, but centred on the measured values. Since the maps

derived from simulation are not of uncertainties, but fixed differences, this could be used to

provide a correction to observed beam parameter to improve the results.

These results require good knowledge of the PSF of the system, and assume it to be spatially

invariant. In-situ measurements of the line-spread function were made using images of a USAF

1951 resolution test chart attached to the front of the scintillator screen. This was found to be well

approximated by a Gaussian with a width of nearly 100 µm. The remaining contribution to the
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FIG. 9. On- (left) and off-axis (right) maps showing the relative difference between the predicted and

measured waist size and divergence, as a function of simulation input waist size and divergence. Ellipses

representing the measured distributions are also shown.

TABLE IV. Estimate of the effect of changing the PSF width.

𝛿𝜎𝑥 2.4 × 10−3mm µm−1

𝛿𝜎𝑦′ 1.9 × 10
−3mrad µm−1

𝛿𝑦𝑤 3.5mm µm−1

𝛿𝜖𝑦 2.9 × 10−3mmmrad µm−1

resolution, arising from the electron bunches passing through the aluminium vacuum window

and scintillating screen, and from photon scattering in the screen, has been estimated from a

GEANT4 [17–19] simulation, and bring the width of the PSF up to approximately 200 µm. In this

study, this value is assumed, and a symmetric Gaussian form of the PSF is used. The scale of the

uncertainty introduced into the values for waist size, divergence, waist position, and emittance,

respectively, from systematic uncertainty in the PSF width is shown in Table IV.

V. DISCUSSION AND SUMMARY

The emittance and beam parameters of the accelerated electron beam at AWAKE have been

determined for the first time using a variety of methods. Generally speaking, good agreement is

found between the various methods, although there are notable exceptions. The beam parame-

ters, and basic properties of the bunches (captured charge and energy gain) form distinct pop-
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ulations separated by injection angle, indicating that a difference between injection conditions

remains detectable after the acceleration process. Differences observed between the analysis

methods may be attributed to the different assumptions each of the methods contains. In order

for all the three methods to produce identical results, beam parameters must be the same at all

energies in a bunch, be the same across many event, be well described by gaussian distributions,

and bunches must have wide enough energy spreads for good reconstruction. If these conditions

are slightly violated, we might expect to see slight disagreement between parameter values de-

termined by these different methods. This occurs for some parameter values, for example, the

off-axis quadrupole scan divergence, or the waist location determined by single-shot beam size

measurements. The variations between methods are, for the most part, small, and the methods

are taken as producing results in agreement, but with complementary information.

The beam size, divergence, and waist positions are all reasonable, in the sense that they are on

the correct scale, but the phase space area occupied by the accelerated beam is much larger than

that of the injection beam. The injection scheme used presently leads to complex beam dynamics

with a number of different processes that can affect the phase space occurring at different stages.

The witness bunch will drive its own wakefield when it enters the plasma, causing the bunch to

pinch [20]. The focussing field is nonlinear on the scale of the witness bunch, and the resulting

phase mixing leads to an increase in the bunch emittance until a quasi-equilibrium is reached

[21]. Only a fraction of the initial charge is captured, so further emittance increases may occur

as charge is shed and a new equilibrium must be found. In the case of off-axis injection, the

bulk transverse momentum of the bunch will also be converted to an increase in the emittance.

In addition, the bunch has to enter the plasma via a ramp region of lower density [2] where

wakefields driven by the proton beam are defocussing [22]. These factors combinedmean that the

phase space area is not even preserved on injection. A similar low density exit ramp introduces

a non-linear defocussing effect on the accelerated beam, forces which are not accounted for in

the spectrometer optics model (and which will have an effect on the reconstructed phase space).

The sources of emittance growth during injection and acceleration will be avoided in AWAKE

Run 2c [23] by using a witness bunch injected on-axis with a radius and emittance matched to

the focussing wakefields it will generate. Injecting after the development of the self-modulation

of the proton driver should allow for essentially 100% charge capture.

The present measurements serve as a proof-of-principle for accelerated beam emittance mea-

surements using the AWAKE electron spectrometer. Single-shot emittance measurement is an
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important capability for the AWAKE experiment going into later running stages, where emittance

preservation is one of the goals. The primary challenge to translating this method to AWAKE

run 2c geometry and beam parameters will come from the resolution of the optical system of

the spectrometer. Currently the limit to resolution arises from the use of relatively thick scin-

tillating screens, mounted on an aluminium vacuum window. Considerably smaller accelerated

beam sizes are anticipated in future AWAKE runs [23], and although some magnification can

be achieved with electron optics, subject to space and cost–complexity constraints, the switch

to self-supporting thin in-vacuum scintillating screens, or indeed, optical transition radiation

screens, may still be necessary. Although the validity results shown here demonstrate that the

ultimate lower limit on the measurable size and divergence arises from the pixel size in the object

plane, resolution should be improved wherever possible to avoid overreliance on deconvolution

algorithms, which may introduce artifacts [e.g. 24], and additionally to reduce the effects of the

relative uncertainty of the PSF width.
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