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We present a search for long-lived particles (LLPs) produced from kaon decay that decay to
two muons inside the ICARUS neutrino detector. This channel would be a signal of hidden sector
models that can address outstanding issues in particle physics such as the strong CP problem and the
microphysical origin of dark matter. The search is performed with data collected in the Neutrinos
at the Main Injector (NuMI) beam at Fermilab corresponding to 2.41× 1020 protons-on-target. No
new physics signal is observed, and we set world-leading limits on heavy QCD axions, as well as for
the Higgs portal scalar among dedicated searches. Limits are also presented in a model-independent
way applicable to any new physics model predicting the process K → π+S(→ µµ), for a long-lived
particle S. This result is the first search for new physics performed with the ICARUS detector at
Fermilab. It paves the way for the future program of long-lived particle searches at ICARUS.

I. INTRODUCTION

Several beyond standard model (BSM) physics models
predict processes by which a kaon (K± orK0

L) decays to a
long-lived particle (LLP), which in turn decays to a µ+µ−

pair. Two such processes are the Higgs portal scalar
(HPS) [1], a dark sector model for dark matter [2], and
a heavy QCD axion, or axion-like particle (ALP) [3, 4],
an O(GeV) resolution to the strong-CP problem [5]. Un-
der these scenarios kaons created in the Neutrinos at the
Main Injector (NuMI) beam at Fermilab would produce
scalars that could then decay into di-muon pairs within
the ICARUS detector, which sits 800m downstream of
the NuMI target at a 5.75◦ far-off-axis position.
The ICARUS liquid argon time projection chamber

(LArTPC) neutrino detector has been operational at Fer-
milab since 2022 [6], taking data as part of the Short-
Baseline Neutrino (SBN) Program [7, 8]. The detec-
tor was moved to Fermilab after a previous run at
Gran Sasso [9], and subsequent refurbishment [10, 11].
ICARUS consists of two cryostat modules both contain-
ing two TPCs with a common cathode. Each constituent
TPC identifies neutrino interactions through the detec-
tion of ionization charge deposited in tracks and elec-
tromagnetic showers by charged particles produced in
neutrino-argon interactions. The ionization charge is
used to reconstruct charged particle trajectories with
good calorimetry and precise (∼mm) spatial resolution.

Calorimetric, topological, and kinematic features dis-
tinguish di-muon decays in ICARUS from neutrino back-
grounds. The primary residual neutrino background,
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§ On leave of absence from INFN Padova
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from muon neutrino charged current coherent pion pro-
duction (νµCC-Cohπ) [12, 13], is tuned from external
data and further fit to a sideband in the analysis. The
analysis searches for di-muon decays in a fiducial volume
where both muons are contained in the detector. An
excess above the expected neutrino background in a nar-
row region of invariant mass (as reconstructed from the
observed muon pair) consistent with a resonance peak
would be a signature of new physics. The results are
interpreted through the Higgs portal scalar and heavy
axion benchmark models. A model independent inter-
pretation applicable to any model predicting the process
K → π + S(→ µµ) is also included.

II. LLP MODELS

Higgs Portal Scalar: The Higgs portal scalar extends
the standard model (SM) with a real, neutral scalar S
with mass mS that mixes with the SM Higgs boson with
a mixing angle θS . Such a scalar is a candidate portal
between the standard model and a dark matter particle
that would enable dark matter to be thermally produced
in the early universe [2], while preventing the overabun-
dance that would result if the dark matter particle were
light (its mass less than a few GeV) and coupled to the
electroweak bosons [14]. In the mass region of interest
(2mµ < mS < mK − mπ), the scalar is produced in
decays of charged (K±) and neutral (K0

L) kaons and pre-
dominantly decays to pairs of muons and pions [1].

Heavy QCD Axion: The axion is a solution to the
strong-CP problem, the experimental observation that
the CP-violating QCD coupling is very small (≲ 10−10)
despite no symmetry in the standard model requiring it
to be at that scale [5]. The traditional QCD axion model
implies the existence of a light axion particle with a very
large decay constant [15, 16], and suffers from the qual-
ity problem [17, 18]. Extended axion models, such as

mailto:gputnam@fnal.gov
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those incorporating a larger gauge group [19–30], or a
mirror symmetry [31–34], avoid the quality problem by
engineering a heavier axion particle with a smaller decay
constant.

Such an axion-like particle (ALP) can be introduced
through a low-energy effective Lagrangian independent
of the UV physics

L ⊃ c3αsa

8πfa
GG̃+

c2α2a

8πfa
WW̃+

c1α1a

8πfa
BB̃+

cµ∂νa

2fa
µ̄γνγ5µ ,

where fa is the axion decay constant and αs, α2, α1 are
given by the Standard Model gauge couplings (αi =
g2i /4π) to the gluons (G), SU(2) gauge field (W ), and
U(1) gauge field (B), respectively [3, 4]. The axion cou-
ples to each gauge field through the coupling ci, as well
as to the muon by a coupling cµ. The muon coupling
can be included at tree level [3], or induced indirectly
from the renormalization group flow from the axion de-
cay constant scale (fa) to the mass scale (ma) [4, 35, 36].
For this result, we consider the popular “co-dominance”
model where there is no tree-level muon coupling and the
gauge boson couplings are equal: c1 = c2 = c3 = 1.

In this case, axions are produced in kaon decay (K±

and K0
L) [37–39]. They decay predominantly to γγ and

µµ final states. The ee decay is suppressed by the small
mass of the electron, while (semi-)hadronic axion decays
are not significant for ma ≲ 0.4GeV [40], in the mass
region of interest. The di-gamma decay depends on the
effective axion-photon coupling (cγ), for which we apply
a computation based on vector meson dominance [4, 40].
Other approaches find different results for cγ [41–44].
However, since this result leverages the µµ decay it is
not strongly dependent on the value of cγ .

III. SIMULATION AND EVENT SELECTION

A Monte Carlo simulation developed for ICARUS in-
cludes models of the NuMI neutrino and cosmic back-
grounds, as well as the scalar signal. The cosmic ray
flux is simulated with the CORSIKA generator [45]. The
neutrino flux is simulated with g4numi, corrected by
the Package to Predict the Flux (PPFX) [46] at the
ICARUS 5.75◦ far-off-axis position. Neutrino interac-
tions are simulated by the GENIE framework (v3.0.6
Ar23.20i) [47, 48]. The dominant background com-
ponent in the signal region consists of muon neutrino
charged current coherent pion production. We have
tuned the GENIE implementation of the Berger-Sehgal
νµCC-Cohπ model [13] to a measurement of the process
performed by MINERvA [49] (see appendix). Energy de-
positions from particles traversing the detector are simu-
lated using GEANT4 [50]. The response of the ICARUS
TPC is simulated by the Wire-Cell framework [51], with
the ionization signal shapes tuned to ICARUS data [52].
The HPS [1] and ALP [4] signal models are simulated
based on the kaon flux predicted by PPFX.

Ionization depositions in the detector recorded by the
TPC are reconstructed into “events”. The reconstruction
is performed by the Pandora framework [53, 54], which
groups ionization hits into events consisting of track-like
and shower-like objects and an interaction vertex. This
analysis identifies candidate di-muon decays as Pandora
events with two tracks, where the track start point is
inside the fiducial volume and both tracks stop inside a
containment volume inside the detector. The fiducial vol-
ume is defined with an inset of 10 cm from the active vol-
ume in the vertical and drift (x̂ and ŷ) directions, 15 cm
at the front in the beamline (ẑ) direction, and 1m at the
back. In addition, further restrictions are made in two
TPCs to exclude problematic regions from the analysis.
The top 65 cm of the down-beam half of the West-West
(WW) TPC is excluded to remove a dangling cable in-
side the liquid argon, and the top and bottom 20 cm of
the East-East (EE) TPC is excluded to remove problem-
atic drift field regions from the failure of the field cage
(see Ref. [52] for definition of TPC enumeration). The
containment volume is the same except it is at an inset
of 15 cm at the back of ẑ.

Candidate track pairs are subjected to topological and
calorimetric cuts which require consistency with muon-
like energy deposition patterns. First, the muon momen-
tum reconstructed by the stochastic multiple-Coulomb-
scattering (MCS) along the track [55] is compared to the
muon momentum reconstructed by the track range [56].
The resolution on this comparison is dominated by MCS,
which in ICARUS has a resolution of 8-20% depending
on the track length, consistent with measurements from
other LArTPC detectors [55, 57]. A cut is made such that
the momentum determined my MCS is not greater than
50% above the range-based momentum. This cut rejects
proton tracks, which are typically straighter than muons
and are reconstructed with a much larger MCS momen-
tum than their track range would indicate. Second, the
ionization energy depositions reconstructed along the last
25 cm of the track are compared to the muon and proton
expectation to build µ-like and p-like particle identifica-
tion (PID) scores [58]. Muon energy loss in this track
range forms a Bragg peak, which distinguishes stopping
muons from protons and interacting pions. The PID cuts
accept 76% of scalar-induced muons while rejecting 55%
of neutrino-induced pions and protons. The calorimetric
energy reconstruction is performed with the charge signal
equalized across the detector and applies a measurement
of electron-ion recombination performed specifically for
ICARUS [52, 59].

A signature of di-muon decays is that, unlike neutri-
nos, there is no nuclear target, and thus no source for
hadronic (highly-ionizing) energy depositions below the
tracking threshold or additional charge deposits around
the vertex. To leverage this, cuts are applied on large
charge depositions close to the candidate decay ver-
tex. These cuts reject protons in an energy range 15 ≲
proton K.E. ≲ 50MeV, below the current Pandora track-
ing threshold in ICARUS.
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Kinematic cuts further distinguish di-muon decay
events. The momenta of the predicted scalars is such
that the di-muon products have a small opening angle.
A cut is made at 70◦ on the reconstructed di-muon open-
ing angle. Kaons generally decay near the NuMI target,
thus the momentum vector for most scalars points along
the direction from the NuMI target to the ICARUS de-
tector. The angle between these two vectors (θNuMI) is
reconstructed as the angle between the summed di-muon
momentum vector (obtained from the track direction and
range) and the known direction from the NuMI target to
the ICARUS detector. The pointing resolution on this
angle for scalar decays is ∼ 2◦, while the distribution for
neutrino interactions is much more broad and peaks at
about 20◦. The full θNuMI range is used in the analy-
sis. Events where θNuMI > 5◦ are used to characterize
the background, while the θNuMI < 5◦ region defines the
final signal selection.

The signal selection identifies signal scalar events with
an efficiency of 9-18% (depending on the scalar mass).
All cosmic activity and 99.96% of beam induced neu-
trino interactions within the fiducial volume are rejected
in a simulated sample equivalent to roughly 100× data
POT. The di-muon invariant mass is reconstructed with
a resolution of 2-5%, depending on the scalar mass. The
binning of the di-muon mass spectrum is optimized to
match this resolution.

IV. SYSTEMATIC UNCERTAINTIES AND
STATISTICAL PROCEDURE

Systematic uncertainties from the models used in the
Monte Carlo simulation (flux, interaction cross sections,
particle propagation, and detector response) influence
the predicted event rates for signal and background chan-
nels. The size of their impact is summarized in Table I.
The neutrino flux uncertainty is computed by PPFX [46],
with an additional flat normalization uncertainty of 8.6%
added in quadrature to account for uncertainties in the
extended NuMI target hall geometry that are particularly
relevant for the ICARUS far-off-axis location. The flux
uncertainty is treated as correlated between the neutrino
background and scalar signal. The neutrino interaction
uncertainty on all other neutrino interactions is taken
from GENIE [47]. The uncertainty on the νµCC-Cohπ
rate, which is the dominant background uncertainty, is
derived from a tuning procedure detailed in the appendix.
Uncertainties on particle propagation account for uncer-
tainties in π-Ar and p-Ar interaction cross sections and
are computed by the GEANT4-Reweight package [60].
They are relevant only for the neutrino background.

Uncertainties on the detector response arise from three
sources: detector model variations, reconstructed energy
scales, and cathode aplanarity. Aspects of the detector
model such as the effective channel gain, noise level, and
ionization signal shape are varied by the size of the vari-
ation of each quantity across the runtime of the ICARUS

Systematic Scalar Sig.
[%]

Neutrino
Bkg. [%]

Total Detector Uncertainty 11.0 20.2
Detector Model Variations 9.9 17.6
Cathode Aplanarity 5.5 5.6
Energy Scale 1.8 8.2

Flux 12.3 12.0
νµCC-Cohπ x-sec – 62.9
Other ν Interactions x-sec – 4.1
Particle Propagation – 5.6
MC. Stat – 4.6
Total 16.5 67.7

TABLE I. Uncertainty on the total event rate in the signal
region for scalar signals and neutrino backgrounds. The scalar
signal uncertainty is taken as the mean across the sampled
mass points. It is nearly independent of the mass.

experiment. Separate simulations with each of the de-
tector model variations are performed, and the change in
the number of events entering the signal region is prop-
agated as a normalization uncertainty on the rate. (We
verified that the impact of the detector model variations
on the mass peak resolution is minimal.) Limitations on
the Monte Carlo simulation statistics prevent a more de-
tailed computation of the uncertainty. The energy scale
uncertainties are relevant for the two reconstructed en-
ergy scales used in the event selection: the MCS mo-
mentum and the calorimetric ionization energy. The un-
certainty is implemented by varying the cut variables in
Monte Carlo simulation by an amount prescribed by the
calibration procedures for the two energy scales. Finally,
there is an uncertainty to address the aplanarity of the
cathode plane in both ICARUS cryostats. This effect is
not included in the simulation, and degrades the perfor-
mance of the reconstruction of tracks that cross TPCs.
The uncertainty on this effect covers the difference be-
tween data and simulation in the number of tracks split
at the cathode boundary.
The analysis of di-muon-like events is performed as a

search for an excess above background or “bump hunt”
within the reconstructed di-muon invariant mass spec-
trum. This procedure iteratively searches for any reso-
nance and fits a scale factor to the dominant νµCC-Cohπ
background component. It makes use of the BumpHunter
test statistic [61, 62], which is defined as− log pmin, where
pmin is the minimum local p-value among a set of win-
dows over the binned di-muon invariant mass spectrum.
The signal region search is performed in three steps.

First, the di-muon mass window with the greatest ex-
cess above the nominal background in the signal region
(θNuMI < 5◦) is identified by the BumpHunter algo-
rithm. Second, a scale factor on the νµCC-Cohπ back-
ground template is fit to data in a larger θNuMI region
(θNuMI < 10◦), excluding the invariant mass range iden-
tified in the first step. Third, the BumpHunter algorithm
is rerun to identify the largest excess in the signal region
above the scaled background. The global significance of
the BumpHunter test statistic output from the final step
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FIG. 1. Signal box result of the search. A scale factor
on the νµCC-Cohπ background is obtained from a fit re-
gion shown in the inset. A bump hunt search in the data
against the scaled background prediction obtains an insignif-
icant excess with a global significance of 0.19σ, in the range
0.24 < Mµµ < 0.31GeV. The reconstructed mass of each se-
lected data event is shown with a caret on the bottom of the
figure. Spectra of two example model points excluded at the
90% CL (see Fig. 2) are shown.

is obtained using the null hypothesis BumpHunter test
statistic distribution as computed with 10,000 toy exper-
iments. In each toy experiment, systematic and statis-
tical uncertainties on the neutrino rate are thrown and
the full three-step procedure is run to obtain the sampled
test statistic value. The use of toy experiments accounts
for the fact that the scale factor fit is biased downward
by the tendency of BumpHunter to identify the largest
upward statistical fluctuation as an excess [63].

V. RESULTS

The search is performed with data corresponding to
2.41 × 1020 POT with the NuMI beam in the Forward
Horn Current (FHC) configuration, taken between June
2022 and July 2023. Beam quality cuts, based on those
developed by NOνA [64], are applied to the data. The
result of the search is shown in Fig. 1. A scale factor of
0.78 on the νµCC-Cohπ component of the background is
obtained from the template fit. The initial background
expectation in the signal box region is 7.8± 5.0 (syst.)±
2.8 (stat.), fit to 6.4 events by the scale factor. Eight
data events are observed. The largest excess is found in
the mass window 0.24 < Mµµ < 0.31GeV, with a global
significance of 0.19σ when compared to the null hypoth-
esis. The excess is not statistically significant, and limits
are set with the CLs method at the 90% confidence level
(CL) [65]. The obtained scale factor is consistent within
the prior uncertainty on the νµCC-Cohπ rate (62.9%),

especially noting that it is subject to a significant statis-
tical uncertainty, and also biased downward by the bump
estimate procedure.
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FIG. 2. Limits on the Higgs Portal scalar (top) and heavy ax-
ion (bottom) models. Exclusions are computed with the CLs

method at the 90% CL. The HPS limit is compared to direct
searches [66–70] and reinterpreted limits on the model [71–
76]. The ALP limit is compared to other limits on the parti-
cle [4, 66, 67, 72, 77].

Limits on the Higgs portal scalar and heavy QCD ax-
ion models are shown in Fig. 2. This work expands
the limits on the heavy axion decay constants, covering
lower values of 1/fa in the axion mass range 260MeV ≲
Ma < mK − mπ. The limits from this search also ex-
tend to larger (tree-level) axion-muon couplings up to
cµ ≈ 10−4–10−1 and are complementary to prior searches
for muon-coupled axions [3, 68, 72, 78, 79]. This mea-
surement also extends the limits on the Higgs portal
scalar mixing angle amongst dedicated searches in the
mass range 2mµ < mS ≲ 270MeV. Reinterpretations
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process and the particle mass, for a few example values of the
particle lifetime. Limits in the full three-dimensional space
are available in the supplimentary material.

of measurements from LSND [75, 76] and PS191 [73, 74]
extend further, but are based on re-analyses of other mea-
surements performed outside of both experiments. The
observed exclusions for both models are consistent with
the range of expected sensitivity.

Model independent limits are shown in Fig. 3. The
model independent scenario interprets the reach of the
search for a general branching ratio of the process, scalar
lifetime τS , and scalar mass MS . Both charged K±

and K0
L contribute to scalar production. They produce

scalars with essentially the same energy spectrum, and
do so at a relative rate, 1K± : 0.13K0

L, independent over
the sampled scalar mass points. Thus, the combined
branching ratio (BR(K± → π±S) + 0.13 · BR(K0

L →
π0S))× BR(S → µµ) is a model independent parameter
that defines the reach of the search. In Fig. 3, the com-
bined branching ratio is plotted for a few choices of the
scalar lifetime. The limits in the full three dimensional
model independent space are available as supplementary
data.

VI. CONCLUSION

We have presented a search for a di-muon resonance
produced in kaon decay performed with the ICARUS
neutrino detector with 2.41 × 1020 POT in the NuMI
beam in its FHC configuration. The search finds no sig-
nificant excess above the expected neutrino background.
World leading limits are set on heavy QCD axions for
various choices of the muon and gauge boson couplings
including the co-dominance scenario, and leading limits

among dedicated searches are set for the Higgs Portal
scalar in the mass range 2mµ < mS ≲ 270MeV. The
search is also interpreted in a model independent frame-
work applicable to any new physics model predicting the
process K → π + S(→ µµ), for a long-lived scalar S.
This search is the first result with the ICARUS neu-

trino detector at Fermilab. It paves the way to a future
program of hidden sector searches at ICARUS, as well as
the broader set of measurements planned as part of the
Short-Baseline Neutrino program.
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Appendix A: νµCC-Cohπ Modeling

The Rein-Sehgal model [12] and the Berger-Sehgal
model [13] are based on Adler’s PCAC relation, which
predicts the νµCC-Cohπ cross section to be proportional
to the pion-nucleus (π−N) elastic scattering cross section
as

dσCC

dQ2dydt
=

G2
F cos

2θCf
2
π

2π2

E

|q|2
uv

×

[(
GA − 1

2

Q2
min

Q2 +m2
π

)2

+
y

4
(Q2 −Q2

min)
Q2

min

(Q2 +m2
π)

2

]
× dσ(π+N → π+N)

dt
,

(A1)

where t is the momentum transfer to the nucleus, Q2 is
the 4-momentum transfer squared, Q2

min = m2
l y/(1− y)

is the high energy approximation to the true minimal
Q2, y is the Bjorken inelasticity, and GA is the axial
vector form factor. The kinematic factors u and v are
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u, v = (E +E′ ± |q|)/2E. Constants GF , θC and fπ are
the Fermi coupling constant, Cabibbo angle, and the pion
decay constant, respectively. The two models differ in the
way they calculate the π − N differential cross section.
The Rein-Sehgal model derives it from the pion-nucleon
(π − n) cross section using the ansatz

dσ(πN → πN)

dt
= A2 dσel

dt

∣∣∣
t=0

e−btFabs, (A2)

where b = 1
3R

2
0A

2/3, Fabs = exp
(
− 9A1/3

16πR2
0
σinel

)
, and the

forward elastic π−n differential cross section is given by
the optical theorem as

dσel

dt

∣∣∣
t=0

=
1

16π

(
σπ+p
tot + σπ−p

tot

2

)2

, (A3)

with σπ±p

tot calculated from pion-deuterium scattering
data. The Berger-Sehgal model uses a different ansatz
for Tπ < 1GeV

dσ(πN → πN)

dt
= A1

(
A

12

)4/3

e−b1( A
12 )

2/3
t, (A4)

where A1 and b1 are pion energy dependent constants
obtained by fitting to pion-carbon scattering data [80].
Terms containing the nucleus mass number A models the
A-dependence behavior.

We tune the GENIE v3.0.6 νµCC-Cohπ model event
generator to MINERvA cross section measurements on
the hydrocarbon (CH) and iron (56Fe) target. This fit
uses the Berger-Seghal framework for the νµCC-Cohπ
process, but infers the π-Ar cross section from the MIN-
ERvA measurement. The tune was performed using
the NUISANCE package [81] with the GENIE Reweight
package, which together provides the infrastructure to
fit MC simulation to data by varying model parameters
in GENIE and extract fit uncertainties from systematic
throws. The fit was performed in two steps: the A-
dependence fit and the cross section scaling fit. First,
the exponent of the first A-dependence term from equa-
tion A4 was varied to fit the measurement of the CH/Fe
total cross section ratio as a function of neutrino energy.
This A-dependence tune enables realistic extension of the
model to the argon nucleus to within the fit uncertainty
(∼60%). Second, eight scaling factors that scale the π−N
cross section for the eight pion energy bins in Fig. 4 were
varied for a joint fit to the differential cross section with
respect to pion energy for the CH and 56Fe targets. The
fit tunes the Berger-Sehgal model to be based on the
MINERvA data in place of the original pion-carbon scat-
tering data, for which the information on measurement
uncertainty or the covariance matrix is unavailable.

Fitted parameter values are summarized in Table II. A
comparison of the tune result with the MINERvA data
and GENIE v3.0.6 for the differential cross section with
respect to the pion energy is shown in Fig. 4. χ2/ndof
for dσ/dEπ is 3.61/8 for the CH target and 25.08/8 for

0 1 2 3 4 5 6
E  [GeV/c]
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2

3

4

d
/E

 [c
m

2 /G
eV

/n
uc

le
us

]

×10 39 CH Target
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GENIE v3.0.6 Berger-Sehgal
This Tune

2/dof = 3.61/8 (2.07/8)
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8
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FIG. 4. νµCC-Cohπ differential cross section as a function
of pion energy predicted by GENIE v3.00.06 and this tune,
compared to the MINERvA measurement.

Model Parameter Nominal
Value

Fit Value

A-dependence factor 4/3 0.91± 0.46
σ(πN) scales

0 < Eπ [GeV] < 0.25 1 2.9 ± 1.1
0.25 < Eπ [GeV] < 0.5 1 1.1± 0.2
0.5 < Eπ [GeV] < 0.75 1 0.7± 0.1
0.75 < Eπ [GeV] < 1.0 1 1.3± 0.1
1.0 < Eπ [GeV] < 1.5 1 1.1± 0.1
1.5 < Eπ [GeV] < 2.0 1 1.2± 0.1
2.0 < Eπ [GeV] < 3.0 1 1.5± 0.1
3.0 < Eπ [GeV] < 6.0 1 2.2± 0.3

TABLE II. Model parameters values and uncertainties from
GENIE v3.00.06 and this tune.

the 56Fe target. With the fit uncertainty taken into ac-
count, the χ2/ndof becomes 2.07/8 for the CH target and
4.83/8 for the 56Fe target, which shows that the tuned
result agrees well with the MINERvA data within the fit
uncertainty.

The result of the fit and its uncertainty is taken as the
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central value and uncertainty of the νµCC-Cohπ cross
section for the search. An additional uncertainty on the
axial mass of the form factor of ±0.3GeV is also added
in quadrature. This uncertainty is added to cover the
range of predictions for the phenomenological form fac-
tor GA (see, e.g., Ref. [13, 82, 83]). Its impact is sub-
leading to the uncertainties on the pion-argon cross sec-
tion. The large uncertainty on the A-dependence param-

eter results in large uncertainties for targets other than
carbon. In addition, large measurement uncertainties on
low pion energy bins results in large fit uncertainties on
corresponding cross section scaling factors. Nonetheless,
this tune provides a more reliable uncertainty than the
flat 100% assigned by GENIE, and also includes realistic
shape uncertainties on the kinematic variables relevant
for νµCC-Cohπ cross section modeling.
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