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A search for Dark Sectors is performed using the unique M2 beam line at the CERN Super
Proton Synchrotron. New particles (X) could be produced in the bremsstrahlung-like reaction of
high energy 160 GeV muons impinging on an active target, uN — uN X, followed by their decays,
X — invisible. The experimental signature would be a scattered single muon from the target, with
about less than half of its initial energy and no activity in the sub-detectors located downstream the
interaction point. The full sample of the 2022 run is analyzed through the missing energy /momentum
channel, with a total statistics of (1.9840.02) x 10*® muons on target. We demonstrate that various
muon-philic scenarios involving different types of mediators, such as scalar or vector particles, can be
probed simultaneously with such a technique. For the vector-case, besides a L,,— L, Z’ vector boson,
we also consider an invisibly decaying dark photon (A" — invisible). This search is complementary to
NAG64 running with electrons and positrons, thus, opening the possibility to expand the exploration
of the thermal light dark matter parameter space by combining the results obtained with the three
beams.

I. INTRODUCTION baryonic matter by a factor of approximately six.
However, fundamental aspects concerning the intrinsic

The observational pieces of evidence for the existence nature of DM and the origin of its relic abundance persist
of Dark Matter (DM) are derived from its gravitational ~ @s open questions. The apparent dearth of significant
nature, including galaxy rotational curves [1-4], gray-  interactions with Standard Model (SM) particles could
itational lensing [5-7], Cosmic Microwave Background ~ be explained in the framework of Dark Sectors (DS),
(CMB) anisotropies [8, 9], or large-scale structure (LSS) ~ With a particle and field content, which is singlet under
formation [10-12]. Together, they suggest that the relic ~ the SM gauge group. In this scenario, DM is a part of the

density of DM, denoted Qpy ~ 0.27, surpasses that of DS and is charged under a new force responsible for the
interaction with SM particles through a corresponding

mediator [13-17].  While the canonical DS model is

associated with a new light gauge vector boson from
* Corresponding author:henri.hugo.sieber@cern.ch
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a broken U(1)p symmetry [18], the dark photon A’
new portal scenarios with gauged SM symmetries have
gained popular interest. Those postulate in particular
new forces mediated by gauge bosons, Z’, associated
with gauged symmetries such as U(1)g_r, U(1)p_3sL,
U)r,,—r, or U(1)p [19-23] with respectively B the
baryon number and L,,, m = e, u, T, the lepton number
for the different generations. Within those models, the
mediator Z’ is assumed to couple to DM with coupling
gy ~ O(1), and to SM particles through g = ee, with e
the electric charge and € the coupling strength, ¢ < 1.
Other well-motivated scenarios involve in particular the
exchange between DM and SM particles of lepto-philic
spin-0 mediators with either scalar or pseudo-scalar
interactions, or the existence of millicharged particles
(see e.g. [24] for a complete review of New Physics (NP)
scenarios associated with DM).

An attractive framework belongs to the class
of models with anomaly-free lepton numbers used
in gauge symmetries, such as L, — L, cor-
responding to the SM gauge group extension
SUB).QSUQ2)LQU()y @U(1)L,—r,.  As such,
the Z’ vector boson from the broken U(1)r, r, sym-
metry couples directly to the second and third lepton
generations, and their corresponding left-handed neu-
trinos [21-23, 25-27]. Our framework is based on the
following Lagrangian,

mzz/

2 A2 g 2T ()

1
LD fZF(’wFQB’ +
where Jj7__ is the U(1), -1, leptonic current,
J:LX—T = (fwalﬁ - 77_'70(7— + DM’VOLPLVM - DT’YQPLVT)7 (2)

and [}z the field strength tensor associated with the
massive vector field Z!, gz = ez e the coupling of Z’
to SM particles, and Pr, the left-handed chiral projection
operator. Within this vanilla model, the gauge boson Z’
decays invisibly to SM neutrinos, such that

Qg My

Nz —wvv)= 5

3)

with az = g%, /(47). At mz > 2m,, the visible decays
to SM leptons, Z’ — jiu, open.

The extension of Eq. (1) to interactions with DM can-
didates, being consistent in predicting their thermal his-
tory [28, 29] through (ov) ~ 1 pb x ¢ ~ (1 — 3) x 10726
em3s~1 [9, 30], is achieved by adding a term of the type
LD —g,Z,J¢ with J2 a DS current reading

ix*0%y + h.c., complex scalar
JY—g 1/2xv*°x, Majorana )
T i Y X, pseudo-Dirac
XY*X; Dirac

and the coupling g, to the DM candidates. In the
case where myz > m, (away from the near on-shell

resonant enhancement myz =~ 2m,), the relic density
is set by xx(— Z% =)ff, f = p,7,v, with the
relevant s—channel annihilation cross-section scaling as
25, 30, 31] (ov)  (gygz')*m2/m7y, = ymy? for Dirac
DM. This defines the dimensionless y parameter for prob-
ing the DM relic abundance such that

y= gz (22 ) (5)

my:

In particular, in the case where mz > 2m,, the light
vector boson predominantly decays into DM candidates,
provided that the coupling g, > gz+, and the correspond-
ing decay width is equal to

2 2
_ apmyzg: 2m 4dm

N(Z' =30 = —3 <1+ 2X) 1= (6)
ZI

m,
with ap = ¢2/(47). In the mass hierarchy below the
resonance, mz < 2m,, the t—channel annihilation is
XX — Z'Z', with (ov) o gy /m?.

Besides probing the particle nature of DM, this model
could be relevant to the muon anomalous magnetic mo-
ment (g — 2),. Within this framework, the discrepancy
between the experimental [32] and SM predicted [33]
(g — 2), values is explained through the loop correction
Z[))?;ﬁ, 35] Aafl = a,(Exp) — a,(SM) given by [31, 34, 36—

2 1 2
, ) 1—1x)
AaZ 9z / d = ( ) 7

G = g 0 Ty (1 —z)m%, /m? @

The current observables constraining the corresponding
viable mz; upper mass bound arise from direct searches,
sensitive to the kinematically allowed visible decay chan-
nel Z' — ptp~ [40-45], restricting mz < 2m,,. Con-
straints from invisible search, Z’ — yx can be found in,
e.g., [46]. The lower bound is set through the Z’ contri-
bution to the radiation density of the Universe through
ANeg, with its value being defined from both the CMB
spectrum [9] and the Big Bang nucleosynthesis (BBN)
[43, 47, 48] to mz > 3 — 10 MeV depending on the com-
bination of the data [49]. Within this range, it is found
that gz ~ 1074 — 1073,

In this work, an approach to search for such a vec-
tor boson is presented, relying on the missing en-
ergy /momentum technique with the NA64 [50] beam
dump experiment at the CERN Super Proton Syn-
chrotron (SPS). In particular, this paper relates in detail
the methodology and findings of Ref. [51]. Besides, new
results from both the search for a light spin—0 mediator
and A’ — invisible are discussed, together with expected
projections for the forthcoming years. The paper is orga-
nized as follows. In Sec. II, the method of search is pre-
sented as well as its experimental signature. In addition,
as a benchmark scenario, an overview of the underly-
ing Z' phenomenology is given, with particular emphasis
on the differential and total production cross-sections,



following the works of [52, 53]. In this framework, the
Weiszécker-Williams phase-space approximation is used
to simplify the computations. A detailed overview of the
M2 beam line and the experimental set-up detectors is
given in Sec. III. Sec. IV outlines the Monte Carlo (MC)
framework for both signal event and beam optics simula-
tions. The event reconstruction and detailed data analy-
sis are presented in Sec. V, together with the validation
of the aforementioned MC framework. Those are followed
by a detailed discussion of the background sources in Sec.
VII. The estimate of the signal yield, as well as its corre-
sponding systematics, are discussed in respectively Secs.
VIII and IX. The final results of the search for invisi-
bly decaying Z’ are presented in Sec. X, and new limits
on both a muon-philic scalar particle and the invisibly
decaying dark photon are shown. For all scenarios, the
projected sensitivity to the expected statistics accumu-
lated before and after the CERN LS3 is given. Finally, in
Sec. XI, the main outcomes of this work are summarised.

II. METHOD OF SEARCH AND MODEL
PHENOMENOLOGY

The Z' vector boson could be produced in the
bremsstrahlung-like reaction of a muon interacting with a
target’s nucleus, N. In particular, as discussed in the pre-
vious section, for sufficiently small coupling values of gz,
or within the kinematic limit set by mz: < 2m,,, the light
mediator predominantly decays invisibly, Z’ — invisible.

The method of search is described in details in [36, 54,
55]. Should a light Z’ vector boson exists, it could be
produced in the bremsstrahlung process of highly ener-
getic muons, with incoming energy FEjy, impinging on an
active target

uN — uNZ'; Z' — invisible. (8)

The Z' then carries away a fraction x of the muon beam
energy, xFy, and either promptly decays invisibly or
propagates downstream of the target without interaction
in the sub-detectors, where the outgoing scattered muon
is detected with remaining energy (1 — z)Ey = yFEy.

The occurence of a Z’ signal event produced through
the reaction of Eq. (8) would appear as a single scat-
tered muon with momentum about less than half that
of its initial one, no activity in the VETO detectors
downstream of the target, an energy deposition in the
calorimeters compatible with that of a minimum ionising
particle (MIP) and a single reconstructed particle track
past the interaction point.

The production cross-section associated with the pro-
cess of Eq. (8) is computed in detail in previous works
[52, 53], following the kinematics u(p) + N(P;) — p(p') +
N(Py) + Z'(k). Both the exact tree-level (ETL) and the
Weiszicker-Williams (WW) phase space approximation
are covered. The computations are carried out under the
assumptions that the nucleus has zero spin and that the
contribution to the nucleus-photon vertex factor is purely

elastic. This implies neglecting the inelastic effects due
to the high atomic number Z of the lead (Pb) target ma-
terial, with Z = 82 and atomic weight A = 207. As such,
it takes the form [52]

ieF(t)P,, F2(t) = Gal(t) = 22 a®t \*( 1
wr YT \Utaet) \1+t/d)
(9)
with P, = (P; — Py), the four-momentum transfer as-
sociated with the nucleus, a = 111273 /m, and d =
0.164A-2/3GeV? screening effect factors related to re-
spectively the Coulomb field from atomic electrons and
the nucleus size. In the WW approach, the 2 — 3 produc-
tion process depicted in Eq. (8) and given by the ETL
is factorised through the equivalent photon flux (WW)
approximation [56, 57] into a 2 — 2 process given the
virtual photon flux

ten:
max t—
WW
O [ e, o)
with tpin and tnax the minimum and maximum momen-
tum transfer to the nucleus given in, e.g. [52]. This leads
to the following simplification of the double-differential
cross-section

d202Z;,3 N axyWW E2ufy doZ ., (11)
drdcosfy lww ~— w(1—x) ° d(pk) lt=tmn’

with 6z, the emission angle of Z’, a the fine structure
constant, 87 = k/my the S-factor associated with the
Z'. Tt is worth noting that in the case where tmax/min dO
not depend on (z, 0z/), Eq. (10) further simplifies and
Eq. (11) is computed through the so-called improved
WW (IWW) approximation at the cost of loosing accu-
racy. Because the method of search relies on the final-
state muon kinematics, Eq. (11) is also computed for the
(y, ¥,) tuple of variables, with 1/, being defined as the
scattered muon emission angle.
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Figure 1. Ratio of the cross-sections computed in the WW
approximation and at ETL, 02Z;3|WW /UQZ;3|ETL7 as a func-
tion of the muon beam energy, Ey, for different Z' masses,
mz. More details can be found in [52].



Within the kinematic regime of interest for the NA64u
experiment, given Ey > m,, mz , the WW approxima-
tion reproduces accurately the ETL, with relative error
defined as (Ogrr, — Oww)/OgrtL of the order of < 5%
over the mass range myz € [10 MeV, 1GeV], for O being
the observables associated with the single-differential and
total cross-sections [52, 53]. For illustrative purposes, the
ratio of the total production cross-sections O'QZ;:S evalu-
ated within the WW approximation and at ETL, as a
function of the beam energy, Ey, is shown in Fig. 1. In
the lower energy regime, Fy < 10 GeV, the error is the
largest, especially for mz = 1 GeV, due to the assump-
tion Ey > my,, mz:.

The computational framework is further validated in
the zero mass limit, mz — 0, against SM muon
bremsstrahlung, uN — pNv, as expressed in [58-60].
The dependence of the single-differential cross-section
on the fractional energy is shown in Fig. 2. The dark
bremsstrahlung cross-section reproduces SM events with
photon emission with a relative error < 2% in both the
ETL and WW frameworks, but exceed 50% for x — 1 in
the IWW approach, due to the simplification of the flux
term’s boundaries of Eq. (10) [52].
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Figure 2. Comparison of the single-differential cross-section
as a function of the fractional energy of the emitted ~ and
Z' through respectively SM muon-bremsstrahlung and dark
bremsstrahlung, uN — puNZ', in the mass limit mz — 0.
These results are obtained both at ETL and in the WW and
IWW approaches, with mixing strength €z = gz//e = 1.
More details can be found in Ref. [52].

These computations lay the basis for implementing the
model within a computer-based program to perform a
realistic MC simulation and signal propagation study as
discussed in Sec. TV A.

III. THE M2 BEAM LINE AND NA64u
DETECTORS

The experiment employs the unique M2 beam line [61]
at the CERN North Area (NA), delivering to the exper-

imental hall north 2 (EHN2) high-intensity muons up to
2x10% p/spill, mostly in the energy range 100—225 GeV.
Those are produced by highly energetic ~ 450 GeV/c
protons extracted from the CERN SPS with a maximum
flux of 1.5 x 103 protons per SPS cycle [62], and im-
pinging on a thick Beryllium (Be) target, mostly pro-
ducing pions and kaons, p + Be — 7, K + X. These
secondary hadrons predominantly decay to muons along
a 600-meter-long decay section, while those surviving are
suppressed by a series of 2.7 interaction length (Aint)
Be absorbers yielding a level of hadron admixture 7/
of 107¢ — 107° with K/m ~ 0.3 [61]. The final muon
beam optics for NA64y are defined through a series of
quadrupoles in a focussing-defocussing (FODO) scheme,
as well as magnetic collimators, defining the muon sec-
tion, and resulting in muons mostly within the momen-
tum band ~ 160 + 3 GeV/c, with beam spot divergency
oy ~ 0.9 cm and o, ~ 1.9 cm  [55] at the entrance of
the experimental set-up shown in Fig. 3. This choice
of energy range results from detailed MC simulation to
optimize the hermeticity of the set-up given an optimal
beam intensity.

As highlighted in Sec. II, the method of search for a
signal event at NA64u must rely on a precise knowledge
of both the incoming, pi,, and outgoing, poyt, muon mo-
menta given the signature Z’ — invisible. The different
parameters of the detectors used for the 2022 muon run
are summarized in Table 1.

The initial momentum is measured along part of the
muon section utilizing the existing MBN-type dipole ver-
tical bending magnets (BENDG6), each with length ~ 5
meters and B-L =5 T-m, and a set of six scintillator ho-
doscopes, the beam momentum stations (BMS;_g), with
a spatial and time resolution of respectively o5 ~ 0.4—2.5
mm and o; ~ 0.3 — 0.5 ns [63, 64]. This first mag-
net spectrometer, MS1, is completed by a series of four
Micro-Mesh Gaseous (Micromegas) detectors (MM;_y4)
and two straw-tube chambers (ST54), which form the
upstream part of the experimental set-up (see Fig. 3).
Those tracking detectors have respectively a spatial and
time resolution of o4 ~ 100 pm, oy ~ 15 ns [65] and
s ~ 1 mm, oy ~ 5 ns [66]. The resulting achieved reso-
lution on the momentum is oy, /pin =~ 3.8%.

Given a well-defined incoming muon, the signal event
is expected to be produced within an active Shashlik-
like electromagnetic calorimeter (ECAL). The detector
has a 150-layer longitudinal segmentation, with respec-
tively 1.5 mm thick lead (Pb) and 1.5 mm plastic scin-
tillator (Sc) plates for a total radiation length of 40X
(Xo(Pb) = 0.56 cm), among which 4X, are used as pre-
shower detector. The lateral granularity of the ECAL
module is given by a 5 x 6 matrix of cells, each with
a width and height of ~ 3.83 cm. The light from the
scintillator plates is collected through 1 mm wavelength
shifter (WLS) fibers, achieving an energy resolution of
o5/E = 8%/VE@1%. Following the ECAL, a large
55 x 55 cm? veto counter (VETO) made of three 5 cm
thick scintillators stacked together is used to reject up-



stream interactions from the target, with a minimum ion-
izing particle (MIP) inefficiency estimated from muon
data to be < 1073. To enforce the rejection of non
MIP-compatible events, the veto system is completed by
a 100-cm-long prototype sampling hadronic calorimeter
(VHCAL), with a 30-layer segmentation, each layer being
made of 25 mm thick copper (Cu) and 2 mm thick plastic
scintillator plates. The VHCAL cross-section is defined
by a 4 x 4 matrix of cells, each with a 12 x 12 cm? area,
with the peculiarity of having a 12 x 6 cm? hole in its
middle to reject events with large angle charged secon-
daries and identify single final-state muon events passing
through the detector without activity. The total stop-
ping power of the module is 5\;t. The optimization of
the VHCAL is an ongoing activity to provide a full-scale
detector aiming at improving the hermeticity of the set-
up required after the CERN Long Shutdown3 (L.S3) (see
Sec. X).

The outgoing muon momentum is reconstructed
through a second magnet spectrometer, MS2, utilizing
an MBP-type horizontal dipole magnet, with maximum
bending power B - L = 3.8 T-m and with a length of
~ 2 meters. Three Micromegas (MM;5_7), two straw
chambers (ST3_1) and four Gaseous Electron Multiplier
(GEM;_4) trackers [67] sandwich the bending magnet to
achieve a momentum resolution of o, /Pout =~ 4.4%.
Similarly to the MM detectors, the GEMs achieve a
spatial and time resolution of s ~ 115 pum and oy ~
O(10 ns).

The final-state muons are identified by two large
hadronic calorimeter (HCAL; 2) modules. Each of them
is a ~ 154-cm-long sampling module, longitudinally seg-
mented with 48 layers of 25 mm thick steel (Fe) and 4
mm plastic scintillator plates, separated by a 9-mm-air
gap for a total interaction length of 7.5\;,;. To ensure
maximal hermeticity along the deflection direction, a sin-
gle module has a lateral segmentation given by 6 x 3 ma-
trix with cell dimensions 194 x 192 cm?. Similarly, as
for the ECAL module, the readout is performed through
WLS fibers connected to the Sc plates toward the photo-
multipliers (PMTs), thus achieving an energy resolution
of op/E = 65%/VE + 6%. In addition to particle iden-
tification (PID) through energy deposit in the HCAL,
a large 120 x 60 cm? UV straw chamber (STi;) is lo-
cated at the end of the second HCAL module, HCAL,.
The aforementioned spectrometer and detectors build the
downstream part of the experiment (see Fig. 4).

The trigger system is defined by a set of two 42-mm-
diameter, ~ 8 x 1073X| thick, scintillator counters (Sg
and S;) together with a 10 x 10 cm?, ~ 5 x 104X, thick,
veto counter (Vo) with a 45-mm-diameter hole in its mid-
dle. This allows for a clean selection of muons from the
core of the beam [36, 55] and defines the calibration trig-

ger configuration (S x S; x Vg) coping with an intensity
as high as 2.8 x 105 p/spill. The system is completed by
two large rectangular 20 x 20 cm? scintillator counters
(S4 and S,,) to trigger on the deflected muons after MS2,
with a relative measured trigger rate of O(10~%) that of
the calibration trigger coincidence. As such, this defines
the physical trigger configuration with

Trig. = So X S1 X Vo x Sgq x S, (12)

designed to accept events that hit in-time the scintillator
counters, such that é; < 3 ns for the coincidence gate
So X S1 x Vg and &; < 20 ns for the full configuration of
Eq. (12).

Element N Active area (cm?®) Resolution
BMS1-4 4 (6—12) x (9—23) 0o = 1.3 — 2.5 mm

ot = 0.3 ns
BMS5 1 12x 16 os = 0.7 mm
o = 0.5 ns
BMS6 1 12x16 os = 0.4 mm
ot = 0.5 ns
MM1-4 4 8x8 s >~ 100 pm
ot >~ 15 ns
ST4-5 2 20x20 os ~ 1 mm
ot >~ 5 ns
ECAL 1 19x23 o5/E =8%/VE®1%
VETO 1 55 %55 op/E =3% at 1 MeV
ot ~ 2 ns
VHCAL 1 50 x 50 or/E = 45%/VE + 5%
GEMI1-4 4 10 x 10 os >~ 115 pym
o¢ ~ 10 ns
ST1-2 2 20x 20 s ~ 1 mm
o >~ 5 ns
MM5-7 3 25 x 80 os >~ 100 pm
o >~ 15 ns
HCAL 2 120 x 60 or/E = 65%/VE + 6%
S0, 51 2 42 mm ot~ 1ns
Si, S, 2 20x20 ot~ 1ns
Vo 1 10 x 10 o:r ~ 1 ns

Table I. Summary of the detector elements for the 2022 muon
run NA64 experimental set-up. The first column refers to the
name of the detector, the second to the number of elements
within the set-up. The third columns gives the active area of
such a detector in cm?. In the fourth column, o, oy and oe/E
denote respectively the spatial, time and energy resolution of
the element.
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Figure 3. Experimental set-up schematic overview of the search for Z' — invisible [51]. Top: The upstream experimental
region for the reconstruction of the incoming muon momentum through the MS1 (BENDG) magnet spectrometer using MM _4,
STs.4 and BMS;_s. The beam-defining optics quadrupoles, QPLag_32 and QPLs3, part of the FODO scheme, are shown. For
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Figure 4. The downstream region of the experiment for final-state muon identification through detector response and momentum
reconstruction in MS2. The distances between the detector elements are given in cm. See text for more details.

IV. MONTE CARLO APPROACH
A. Signal event production

The signal is simulated within the GEANT4-based [68,
69] application programming interface (API) DMG4 toolkit
[70-72]. The number of Z’ produced at each step k within
the target is given through

N 2\

A 02,3 (Ek)Alka (13)

‘WW

with p and A respectively the density and atomic weight
of the lead ECAL target, N4 ~ 6.022 x 10723 mol~! the

Avogadro’s number, 0543’ W(Ek) the total production

cross-section for the Z’ boson discussed in Sec. II for a
muon with energy Fj and Aly the corresponding step
length.

During this phase, a signal event is simulated as fol-
lows: (i) The interaction probability is inferred from run-
time tabulated cross-sections values through the mean
free path associated with the production process. (ii)
Shall a Z’ vector boson be produced, its phase-space is

(

sampled from the single- and double-differential cross-
sections d20Z.,/dzdfy and doZ . ,/dxz through a di-
rect Von Neumann accept/reject scheme [73]. The final
state’s muon kinematics are similarly treated for the vari-
ables y and ;. (iii) Finally, depending on the selected
decay channels and values of (mz/, gz/), the newly pro-
duced particle can decay within the set-up.

The computer-based program implementation of the
production cross-sections discussed in Sec. II are done
within the WW approach. For a decrease of the comput-
ing time, and thus an improved run-time performance,
the analytical expressions of Ref. [53] are adopted by
integrating out the emission angle 0z of Eq. (11) to
obtain an exact form for doZ ,,/dx, such that the total
production cross-section reads

’

0' =
2—3 ’WW

Tmax 2, 1— 6 ,
/ dx (eQZ,a3 1- TZ?ZQ ma:ZIlZ (x,a) ]

min




where the six special functions IiZ/, 1=1,2,...6 and the
definition of the variable y;, and Umax can be found in
[53]. As discussed in Sec. II, the accuracy of the method
is inferred by comparing the absolute yield of the photon
and massless Z’ bremsstrahlung productions. In this op-
tic, events are extracted from a GEANT4 simulation of the
NA64p ECAL target. For an appreciable comparison,
an adequate choice of production cut (threshold), set to
1 GeV, similar values of tin and tyax within the two
processes, and equal parameters Xy, and Tpyax (respec-
tively veut and vmax within GEANT4, see [74]) are chosen.
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The resulting single-differential distributions are shown
in Fig. 5, left, for the events’ sampled fractional en-
ergies, x, assuming a muon beam with mono-energetic
energy Eg = 160 GeV.

This procedure is repeated for several values of Ey, and
the resulting distributions dNy_,3/dx integrated to com-
pute the absolute v and Z’ yields. Over the full beam
energy range, it is found that the ratio of the yields,
Nz /N, is on average ~ 0.98 & 0.01. The correspond-
ing extracted values of the production cross-sections are
shown in Fig. 5, right.
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Figure 5. Left: Distributions of the fractional energy, x, for repsectively SM muon bremsstrahlung, uN — pN~ and dark
bremsstrahlung in the limit mz, — 0. The events are obtained from a minimal GEANT4 simulation of the NA64y target, assuming
a fixed muon beam energy Ey = 160 GeV. Right: Production cross-sections o2_,3 as a function of the muon beam energy, Ey,
extracted from a realistic GEANT4 simulation of both SM muon bremsstrahlung, /N — puN+, and dark bremsstrahlung in the

limit myz, — 0, within the NA64y ECAL.

Because the experimental signature strongly relies on the
scattered muon kinematics, the sampling of the final state
emission angle is implemented based on the WW approx-
imation of d20%,5/dydy),, which reads [52]

dQUQZAB ~ aXWW ZyB’ do’;—)Q (15)
dydcosy;, lww (1 —y) 0751 d(pp’) li=tmin

with y the final-state muon fractional energy, z/)L its
emission angle, 3, its Lorentz f—factor and p’ its four-
momenta. The accuracy in reproducing the underly-
ing probability distribution function (PDF) is inferred
through a Kolmogorov-Smirnov (KS) statistical test for
goodness of the fit [75, 76]. In Fig. 6 is shown the sam-
pled values of the muon scattered angles 1/);L for a mass
myg = 10 MeV.
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Figure 6. The muon emission angles ¢, for kinematical

regimes with mz = 10,500 MeV. The normalized sampled
angle (crosses) and the normalized target partial distribution
function (PDF, lines) are shown for comparison. Small de-
viations from the target PDF at larger v, are due to fewer
statistics in the binned sample distribution.



B. Beam optics simulations and trigger
configuration optimisation

The full NA64p beam optics are simulated through the
TURTLE [77], TRANSPORT [78] and HALO [79] programs as
to transport the muon particles up to the first BMS de-
tector (BMS; ), reproducing accurately the momenta and
spatial distributions of both the core of the beam and its
halo that constitutes about 20% of the full beam inten-
sity [55]. Additionally, the beam particle composition is
included based on the beam delivery simulation (BDSIM)
GEANT4 API [80-83], allowing secondaries produced in
interactions with the upstream beam line material to be
propagated towards the set-up. The above lays the basis
for precisely propagating muons within the set-up and
building the trigger system.

To efficiently remove the halo component of the beam
being associated with low-momenta scattered muons be-
ing transported in the return fields of the upstream mag-
net yokes, the geometry of Sy, S; and V is optimized to
maximize the number of triggers on the core of the beam
[65] using the calibration trigger configuration (beam
scintilaltor counters coincidences)). For 42-mm-diameter
counters, (57 & 3)% of the MOT pass the trigger condi-
tion, while most of the lower-energetic component of the
beam is rejected (see Fig. 7).
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Figure 7. Calibration trigger acceptance effects (blue solid
line) on the initial-state beam muons before the ECAL target.

The second part of the trigger system introduced in
Sec. III is optimized under several constraints, namely
(i) an appreciable DAQ performance (limited to 10 kHz),
maximizing (ii) the beam intensity (u/spill) and (iii) the
number of triggers on produced signal events, scaling as
0, ~ 9%.0*Z%/m%,. To maximize the rejection of
non-signal events, referred to as beam muons, the typ-
ical trajectory of 160 GeV/c muons compatible with a
MIP in the ECAL is studied within the set-up using a
GenFit-based [84] Runge-Kutta track extrapolator, ac-
counting for the proper initial muon momentum and an-
gular distributions. At the position of S; along the beam

line, it is found that the average deflection past MS2 is
(6x) ~ —12 mm. Based on this result, the trigger coun-
ters’ positions and dimensions are optimized considering
also the typical final-state signal muon emission angle
scaling as ¢}, ~ mz /Eq [52], thus compensating the low
production yield at high masses. In particular, for an
appreciable comparison with the available data (see Sec.
V), the MIP-compatible muons in the ECAL are com-
pared against single hard-bremsstrahlung muon events in
this detector, given by the reaction ulN — N+, as this
mimics the final-state kinematics of signal muons (see
Secs. II and IV A). A sample of muons from this reac-
tion is simulated with GEANT4 in the downstream part of
the experimental set-up described in Sec. III, requiring
a single-photon emission in the ECAL from impinging
muons. Fig. 8 shows the energy distributions of final-
state muons from both reactions (8) and puN — uN-~
under different physical trigger configurations, with for
the later case also the distribution under the trigger con-
dition Sg x S x V. For a value of S, shifted 65 mm and
S, shifted 152 mm along the deflection axis past MS2,
it is found that the acceptance of signal candidates is
optimized for the mass range 10 MeV to 1 GeV, with
a scattered muon angle peaking around z/Jl’J ~ 1072 rad.
The effect on beam muon rejection is inferred by sim-
ulating, in addition to muon bremsstrahlung, the whole
class of muon-induced electromagnetic and hadronic pro-
cesses within the target with a single muon among the
final states. From simulation, the corresponding physical
trigger rate is found to be (0.026 &+ 0.004)% that of the
calibration trigger, in good agreement with the results of
Sec. V, and satisfying the constraints (i-ii).
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Figure 8. Final-state muons energy distribution from the SM
process uN — N~y using the calibration trigger configuration
(green line) and different physical trigger configurations with
the S4 counter shifted respectively -40 mm (black line) and
-65 mm (blue line) along the deflection axis past MS2. For
completeness, bremsstrahlung-like events uN — N Z’ in the
mz = 1 MeV scenario (solid red dots) are shown for Ss at
-65 mm.



C. Detector hermeticity and optimization

As mentioned in Sec. II, the method of search relies on
a well-defined final-state muon with about less than half
of its initial energy, and energy compatible with that of
a MIP in the sub-detectors. To maximize the hermetic-
ity of the set-up, and avoid background due to energy
leakage (see discussion of Sec. VII), the detector ge-
ometry has been optimized through MC simulation. In
particular, the HCAL acceptance has been maximized
to suppress non-hermeticity from events with hard muon
bremsstrahlung or nuclear interactions in the target, with
a low energetic final-state muon accompanied by large-
angle emitted secondaries. This is achieved by isolating
from simulation both charged and neutral secondaries
produced in the target and respectively deflected through
MS2 outside of the HCAL acceptance or emitted at large
angles for different HCAL transverse sizes. In Fig. 9, the
energy distributions of the sum of ECAL+HCAL from
interactions in the target are shown for both the NA64e
HCAL modules [85] with longitudinal depth 7.5\, and
lateral size 60 x 60 cm? and the newly-designed 120 x 60
cm? modules. The spectra assume a single scattered
muon with energy E;/L < 100 GeV, and no energy deposit
on the VHCAL. The reduction in non-hermeticity due to
lateral energy leakage is estimated through a power law
fit of the exponential tail of the distributions, showing
a gain of ~ O(10%) in hermeticity with respect to the
NAG64e geometry.
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Figure 9. Energy distributions for both HCAL and ECAL
from secondary products from hard muon bremsstrahlung and
nuclear interactions in the target. A final-state muon with
energy less than F; < 100 GeV is required. Both HCAL
transverse sizes with 60x60 cm? (blue) and 120 x 60 cm?
(red) are shown. The upper bound of the signal box (black
dashed line) is shown (see Sec. V).

To further improve the set-up hermeticity, the VHCAL
prototype was optimized through simulation to maximize
the acceptance for the passage of non-interacting beam
muons in the target and minimize events from upstream
interactions. The 120 x 60 mm? central hole size, lateral

50 % 50 cm? dimension, and 5\ were extracted from MC
simulation based on the ratio of beam muons to scattered
secondaries. Its placements within the set-up was defined
from simulations to provide nearly full hermetic coverage
for secondary particles produced in the ECAL.

V. DATA ANALYSIS

In this work, the analysis of the search for an invisi-
ble decaying Z’ boson from the reaction uN — uNZ' is
performed on the full data sample collected during the
NA64 May 2022 run. This corresponds to a total statis-
tics of Nyjor = (1.98 4+ 0.02) x 100 gathered at a mod-
erate beam intensity of 2.8 x 10 y/spill. In particular,
the presented results are obtained by the combination
of two sets of data, with different trigger configurations
(hereafter called trigger 1 and 2 configurations) given
the S,, counter shifted respectively 152 mm and 117 mm
along the deflection axis. This corresponds to le,[l())T =
(1.17 +0.01) x 10* and N\ = (0.81 4 0.01) x 10°,
with a relative trigger efficiency of 0.04% and 0.07% that
of the calibration trigger coincidence. More details on
the analysis can be found in [86].

The analysis aims at identifying single final-state
muons from the reaction (8), with an activity in the sub-
detectors comparable with that of a MIP. This is achieved
by precisely reconstructing both the incoming and out-
going momenta of such events while rejecting multi-track
events, and appropriately defining MIP-compatible selec-
tion cuts to veto possible hard muon breamsstrahlung or
nuclear upstream interactions. The approach is thus cho-
sen to be that of a cut-flow-based analysis, with a blinded
signal region in the kinematic variable space associated
with (pous, Fcar), with Ecar = Fecan + Evacar +
FErcar the total energy deposited on the calorimeters.

Kz (%) for mz in MeV
Pout (GeV) 1 10 10% 5x10* 10*° B
60 44 94 411 70.0 75.15-107°
70 5.7 12.4 50.1 772 81.9 0.001
80 7.6 159 586 822 86.0 0.05
90 9.7 19.5 67.1 86.3 90.1 1.6
100 12.1 24.8 749 89.7 93.2 53.0

Table II. Signal efficiency xz for different Z’ masses, and
background level B as a function of the choice of bound
on pout- The background is extracted from data (see Sec.
VII) and the signal efficiencies from MC. The events are ex-
tracted assuming calibration trigger configuration and MIP-
compatible behaviour.

The signal region is defined by minimizing the num-
ber of background event B < 1, while maximizing the
signal efficiency kz/. The optimal bound value on pous
is found to be < 80 GeV/c, and obtained by studying



the Z’ differential energy spectrum given through Eq.
(14), and simulating the trigger acceptance as shown in
Sec. IV B. The background yield is studied through ex-
trapolation from calibration trigger muon data (see Sec.
VII). Results for different choices of poys are shown in Ta-
ble II.The bound on Fcay, is obtained by isolating and
summing the muon MIP contributions in each of the sub-
detectors contributing to the total energy deposit in the
calorimeters and found to be Ecar, box < 12 GeV.
Appropriate selection criteria are imposed on the
data sample, to both minimize the expected background
sources and maximize the likelihood of observing the ex-
pected signal signature defined in Sec. II. Having blinded
the signal region, no bias is introduced towards the search
of Z' — invisible. The main cuts are defined as follows,

(i) There must be one and only one incoming muon
track, with momentum falling within the window
pin € [140, 180] GeV/c. Additionally, appropri-
ate quality cuts are applied on the reconstructed
tracks’ underlying p—value distribution. This cut
forces the selection before the interaction point of
well-defined primary muons from the core of the
beam (see Sec. IV B).

(ii) One and only one scattered muon track should be
reconstructed in the second magnet spectrometer

J

200

Eca GEV

50

TR0 1 . -
50 100 150 200

OO

10

(Pout in MS2), with at most a single hit in the track-
ing detectors MM5_, and ST; (multiplicity<1).
Additionally, the tracklet associated with those
trackers is extrapolated to the HCAL’s face and it
is verified that the energy deposit in the cell is com-
patible with that of a MIP. This criterion enforces
the selection of a single outgoing muon with no en-
ergetic enough secondaries from upstream ECAL
interactions.

(iii) The energy deposit in both the electromagnetic and
hadronic calorimeters should be compatible with
that of a MIP. In addition, there should be no activ-
ity in the VHCAL, and no energy deposit in VETO
different than that of a MIP.

For proper identification of incoming and outgoing
tracks, it is further required that all hits are in-time,
falling within the individual tracker time resolutions de-
fined in Table I, with an in-time requirement of a §; ~ 25
ns time window. The distribution of events from uN —
i + anything is shown in Fig. 10 [51] for both physical
trigger configurations 1 and 2, for one and only one muon
traversing the whole set-up (selection criteria (i-+ii)) and
for the whole set of cuts (i-iii). Four distinct regions are
highlighted in the hermeticity plane (pout, FcaL)-
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Figure 10. Event distribution in the hermeticity plane defined by the reconstructed momentum after the ECAL target, pout,
and the sum of energy deposit in the calorimeters, Ecar, = Frcar + Fvucar + Eucar [51]. The sample of events corresponds
to the sum of both physical trigger configurations 142, with Nyor = (1.98 £ 0.02) X 10'°. The signal region is blinded (green
right-hashed box). Left: Events distribution after applying selection criteria (i-ii) to select a single-track-compatible event with
a muon traversing the whole set-up. For completeness, different regions of the phase space are highlighted, with regions A and
B used as control regions for background extrapolation (see text). Right: Event distribution after additionally requiring a MIP
in the calorimeters and no activity in the VHCAL and VETO (criteria (i-iii)).

Region A is inherent to MIP-compatible events traversing
the whole set-up while being nearly undeflected within
MS2. This relates to the condition piy, =~ pout =~ 160
GeV/c, with interactions in the ECAL and the detec-
tors downstream of the target compatible with that of a
MIP. While by design, most of those events do not pass

(

the physical trigger condition defined by (12), sufficiently
energetic residual electrons, uN — uN + de, from inter-
actions in MMz, the ST; planes, or the last HCAL layer,
do clinch a trigger coincidence with S4 and S,. Region
B corresponds to hard scattering/bremsstrahlung events,
uN — uN + X, with a soft muon in the final state,



and a large energy deposit either in the ECAL target of
the HCAL modules. Because of the shift of the trigger
counters along the deflection axis past MS2, events with
hard bremsstrahlung, uN — pN + v, and small final-
state muon scattering angle, z/Jl’J < 1072 rad, do not pass
the physical trigger, thus resulting in a small number of
events populating the momentum range pou € [50, 100]
GeV/c. In the event of a quasi-full energy deposit of the
final-state muon solely in the HCAL modules through
muon nuclear interactions, events accumulate along the
horizontal axis from region A to C. Finally, because
of the limited detector acceptance of the HCAL mod-
ules, events with muon nuclear interactions in the ECAL,
uN — uN+ X, populate region D. For such events, X is
typically any combination of mesons or baryons such as 7
and K, or protons and neutrons (p and n), accompanied
by a low-momentum final-state muon and low-energetic
charged hadrons being deflected away in MS2, thus miss-
ing the HCAL modules.

VI. MONTE CARLO VALIDATION

The data analysis strongly relies on the accuracy of the
MC simulation, in particular in the estimate of the signal
yield and efficiency (see Secs. IV A and VIII). To assert
the reliability of the simulation framework presented in
Sec. IV, and evaluate the systematics associated with the
signal, the MC is benchmarked against data. As the re-
action Eq. (8) is associated with a single deflected muon
in the final-state, both the track propagation through the
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magnetic fields and the MIP signatures in the calorime-
ters are compared.

A. Track deflection

The reconstruction of the muon initial- and final-state
momenta is performed within the following constraints:
(i) an 80-meter-long magnet spectrometer (MS1) with
(ii) complex non-uniform magnetic fields due to the mul-
tiple quadrupoles, (iii) a large beam spread in space due
to the FODO configuration of the upstream part of the
experiment and (iv) a non-trivial hit multiplicity due to
upstream interactions with the beam material and halo
muons. The event reconstruction pipeline consists of ded-
icated digitization of each of the tracking detectors’ hits,
followed by a cellular-automaton-based track finding al-
gorithm (CAT) implemented following the work of [87]
to cope with constraints (iii-iv). The resulting track
candidates are weighted (pre-fitted) based on a singu-
lar value decomposition (SVD) scheme and fitted using a
deterministic annealing filter (DAF) implemented within
the GenFit package [84]. The OPERA [88] output of the
individual magnetic field maps (ii) is embedded within
the track reconstruction sequence through a fourth-order
finite difference method for field value interpolation in
space. A complete overview of the track reconstruction
scheme can be found in [86] and a snapshot of such events
shown in Fig. 11.

Figure 11. GenFit-based [84] track reconstruction through the whole experimental set-up.
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Figure 12. Distribution of single-track muon events deflection
past MS2, defined as dz = (MM7), — (GEM,)., for both data
(blue triangle) and MC (solid magenta line) in the calibration
trigger configuration.
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Using the aforementioned pipeline, the reconstructed
trajectories of both MC and data events are compared in
Fig. 12 to assess the effect of the fields to deflect muons,
of particular importance for the estimate of the signal
yield efficiency (see Sec. IX). Samples of well-defined
incoming muons satisfying selection criterion (i), with a
MIP in the ECAL, are selected both from MC and data,
and the typical deflection in MS2 is inferred. It is found
that both spectra agree well, with a relative error < 2%
on the mean deflected position (dz) ~ —12 mm, between
MM and GEM;.



B. The ECAL and HCAL energy spectra

The agreement between MC and data is also inferred
in the detector in terms of energy deposit around the
muon MIP peak. This value is found to be Efq,; =~
0.8 GeV and Efjq,; =~ 2.5 GeV respectively for a single
electromagnetic and hadronic calorimeter module. As
shown in Fig. 13, those are well reproduced by the MC
with a relative error < 1%. Additionally, both MC and
data distributions are integrated around the MIP peak,
resulting in a ratio of integrated events ~ 1.03.
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Figure 13. Distributions of energy deposited around the MIP
peak compatible with a muon for both data (blue triangle)
and MC (solid magenta line) in the calibration trigger config-
uration. Left: The ECAL module. Right: The whole HCAL
module (first and second HCAL modules). The spectra are
normalized to a similar number of events.

While the behavior of single muons energy loss through
ionization is well reproduced within the detector, the
simulation is further validated using as a benchmark
process hard muon nuclear interaction in the ECAL,
uN — p+ X, where X escape the target and propa-
gate downstream of the target (see Secs. V and VII).
X is associated with either secondary hadrons, with a
leading high-energetic hadron in the final state (Ej, > 80
GeV, see Sec. VII), or a highly energetic photon pro-
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duced through muon-bremsstrahlung in the last layer of
the ECAL (see Sec. IV B). In both scenarios, the final-
state muon has low momentum. A sample from both
data and MC in physics trigger configuration 1 is se-
lected, requiring (i) a muon having a momentum past
ECAL pout < 80 GeV/e, (i) no activity in the VHCAL,
(iii) an energy deposit in the HCAL Eycar, > 50 GeV,
and (iv) most of the energy being absorbed in the first
HCAL module (HCALy). The resulting HCAL( distribu-
tions are shown in Fig. 14. While the bulk of the spectra
are in good agreement, small discrepancies between the
data and MC appear in the tails. Those are dominated
by the alignment of the trigger counters S, and S, (see
Fig. 8 and Sec. IX).
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Figure 14. First HCAL module energy distribution for a sam-
ple of muon interacting in the ECAL, uN — p+ X, with high
energetic secondaries escaping the detector and propagating
through MS2. Both data (blue triangle) and MC (solid ma-
genta line) correspond to the physics trigger configuration 1.
The spectra are normalized to a similar number of events. See
text for more details.

VII. BACKGROUND

The background sources associated with the search for
Z' — invisible require a careful treatment to identify the
single muon trajectory through the set-up. The level at
which those events are expected is estimated per MOT
from both detailed MC simulations and data. The MC
study of the background level is based on our previous
work [55].

(i) Single-hadron punch-through. Missing energy
events can originate from highly energetic leading
hadrons, h, produced in the ECAL target through
muon nuclear interaction, uN — p+ X + h. In
such a background process, the leading hadron car-
ries away a significant fraction of the muon en-
ergy, Ep > 80 GeV, and leaks through the de-
tectors downstream of the target with two possi-
ble scenarios: (i) shall h be charged, it can be ac-



(i)

(iii)

companied, while depositing a MIP-compatible en-
ergy in the HCALs, by a low energetic outgoing
muon being poorly detected or (ii) shall h be neu-
tral, it can traverse the HCAL modules undetected
while the outgoing muon is reconstructed with low
energy (pout < 80 GeV/c). This background is
evaluated by combining both MC and data. The
probability to produce a leading hadron, Py, is ex-
tracted from simulations of hard muon interactions
in the ECAL and is found to be respectively P? =
(6.904+0.11) x 10~7 and P;= = (2.61+0.07) x 1077
per MOT for neutral and charged hadrons, such
that Py, ~ 1075 conservatively. Similarly, the prob-
ability to punch-through a single HCAL module

with 7.5Aint, Plgtl) is estimated as < 1073 per MOT,

while for two modules Py} < 107°. Those re-
sults are compared with the punch-through proba-
bility computed from the available data [89, 90] on
the measurement of the hadronic absorption cross-
sections o, such that P, = exp{—d/\,}, with d
the distance within the HCAL module, and A, the
absorption length. The overall probability to ob-

serve a background event n’gkg is thus estimated as

hoo_ 2 : (2) t
nbkg = Ph X Ppt X Kgy8, X NMOT’
t=1,2

(16)

with kg,s, =~ 0.55 the efficiency of track reconstruc-
tion extracted from data. For the full sample of
events, it is found that nf,, = (2.8 £0.1) x 1072,

Dimuons production. Besides muon nuclear inter-
actions in the target, potential background from
muon electromagnetic processes in the ECAL can
contribute to mimicking signal events, especially
in the visible search for Z’ — p*u~. Dileptons
events with a muon pair in the final state are as-
sociated with dimuons production through (i) the
emission of a real photon (Bethe-Heitler mecha-
nism [59, 74]), uN — uN + vy — ptp™, (i)
the conversion of a virtual photon (Trident process
[58]), v* — wtu~ and (iii) sufficiently energetic
knock-on electrons yielding a bremsstrahlung-like
dimuon production, deN — deN + v;v — ptp~
[91]. The yield for such events is obtained through
simulations and found to be ~ 107 per MOT, sup-
pressed by a factor (m./m,)> with respect to the
electron bremsstrahlung. For the set of cuts de-
fined in Sec. V, double- and triple-MIP events in
the calorimeters are efficiently rejected, as well as
events with muons emitted at large angles leaving
a signature in VETO and VHCAL, not passing cri-
terium (iii). Similarly, track multiplicity strongly
suppresses dimuons events, following selection cri-
teria (ii). For the full statistics of 1.98 x 101 MOT,
it is found from simulations that niﬁg < 0.1 after
applying all selection criteria (i-iii).

Detectors non-hermeticity.  The level of non-
hermeticity, i.e. of energy leakage from the detec-

(iv)
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tors due to lack of acceptance, is inferred within the
plane defined by (pout, Ecar) (see Fig. 10) and the
control regions B and A. A sample of events from
both trigger 1 and 2 configurations is chosen, un-
der the assumption (i+ii), and selecting only MIP-
compatible events within the target as to isolate
events downstream of MS2 leaking within the sig-
nal box (suppression of region D events). The en-
ergy distribution associated with region B is then
projected on the Fcar, axis and the tails are extrap-
olated towards the upper limit of the signal region,
EcAL, box = 12 GeV. Similarly, as in the previous
point, the estimated background for the full statis-
tics is found to be ngal < 0.01.

Hadron in-flight decays. Hadrons contaminating
the M2 beam line and their subsequent (semi-
)leptonic in-flight decays to final states with muons,
h — p+ X, contribute to events with large miss-
ing energy. In the case of decays within the region
spanning from the end of the MS1 magnet and the
start of the ECAL target, such events can mimic
the signature (8), in particular for X being asso-
ciated with neutrinos, carrying a large fraction of
the available energy of the hadron, p;,. Since the
dominant hadronic component of the beam is asso-
ciated with 7 and K, the muon spectra from beam
hadron decays, h — p+ X, with h = 7, K, is sim-
ulated within the framework described in Sec. IV.
The corresponding muon energy distributions are
shown in Fig. 15, for which it is found that muons
from m — p + X do not enter the final-state mo-
mentum upper limit of the signal box defined in
Sec. V. The probability for charged kaons to decay,
K — p+ v, before the ECAL target is estimated
analytically through Eq. (17), such that

P(d; K= pu+v,) =Br(K — p+v,)

Fmax . d (17)
X /Emm dE f(E;u,0) [1 — exp (— 7567'1()]’

with Br(K — p+v,) =~ 0.64 [92], Enin and Epax
the energy bounds of the kaons, f(E;u, o) the un-
derlying kaon energy PDF with 4 = 160 GeV/c,
o =3 GeV/c, I, = yBerk the proper decay length,
and d = 20 m. As such, given the hadron con-
tamination P, and kaons-to-pions ratio, Pk, dis-
cussed in Sec. III, the expected number of decays
per MOT is P = P. X Pg/x x Brj4,, X Px_,x =~
1.6 x 1078, with Px_,x =~ 0.017. Integrating
the K — p + X spectrum from Fig. 15 up to
Dout, box = 80 GeV/c, and isolating the neutrinos
component, this probability reduces to 5.6 x 10~
per MOT. The final background estimate is fur-
ther assessed through a detailed MC study of the
signature of such final-state decay muons in the ex-
perimental setup. In addition to the analytical esti-
mate, this in particular accounts for both the beam
divergence and decay angle at the level of ECAL,



as well as the effects of applying the full set of cuts
discussed in Sec. V. Considering both trigger con-
figurations ¢ = 1,2, and the track reconstruction
efficiency extracted from data, the expected num-
ber of events results in (8.7 £ 0.7) x 1073 for the
full statistics.
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Figure 15. Final-state muon energy distributions for both
pions (green line) and kaons (blue line) decays, m, K — u +
X, as extracted from a dedicated GEANT4 simulation of the
process within the experimental set-up.

(v) Momentum mis-reconstruction. The background
originating from fake low-momentum tracks is as-
sociated with the misidentification of the scattered
muon after the ECAL. As such, it is associated
with an event with a well-defined incoming muon,
pin = 160 GeV/c, while its final-state post the in-
teraction point is reconstructed with energy < 80
GeV/c, while it truly was ~ 160 GeV/c. This
estimate is performed by selecting a sample of
events, Ngample, Within the calibration trigger con-
figuration with selection criteria (iii) and (i), fur-
ther shrinking the initial momentum window to be
pin = 160 + 10 GeV/c . The low-energy tail of the
distribution of poy; corresponding to this sample
is then fitted and extrapolated towards the upper
limit of the signal box, pout, box = 80 GeV/c (see
Fig. 16), similarly as in our previous work [54]. As
such the background level is given by

80
o =Y ]\i\f& x Nyors N<so =/ dp f(p),
t=1,2 sample 0

(18)

with f(p) the underlying fit function. In order

to account for the systematics associated with the
choice of the fit, both an exponential and a Crys-

tal Ball functions are applied to the tails of the
distribution. For the full physical statistics, the
resulting background level is found to be nigy =

0.045 + 0.031 (stats) =+ 0.012 (sys).
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Figure 16. Exponential (dashed magenta line) and Crystal
Ball (dashed green line) fits of the low-energy tails of the scat-
tered muon momentum distribution, after applying selection
criteria (iii) and (i), with pin = 160 £ 10 GeV/c, on a sample
of events extracted from the calibration trigger configuration.

The estimated background level is given in Table III as
the sum of the contributions from the dominant back-
ground sources estimated using both MC and data.
Adding those sources through quadrature it is found
that for a total statistics of 1.98 x 101 MOT, npxs =
0.07 £ 0.03, with the main contribution being associated
with momentum mis-reconstruction.

Background source Background, npkg

(i) Single-hadron punch-through < 0.01
(ii) Dimuons production < 0.01
(iii) Detectors non-hermeticity < 0.01
(iv) Hadron in-flight decays 0.010 £ 0.001
(v) Momentum mis-reconstruction 0.045 £ 0.033
Total (conservatively) npke 0.07 £ 0.03

Table III. Expected background for a total of 1.98 x 10°
MOT. The uncertainties are added through quadrature.

VIII. SIGNAL YIELD

The signal yield is computed by combining both data
and MC such that

—4

)2><N. (19)

J\/Z/ = NMOT X KS,Sokz" X (
€z

The first two terms of Eq. (19) are extracted from data,
with Nyor being obtained by translating the number
of recorded spills to equivalent MOT. The upstream effi-
ciency, kg, s,, is extracted from calibration runs with trig-
ger conditions So x S1 x V to properly take into account
the track reconstruction efficiency before the interaction
point in the ECAL, given that signal is solely generated



in the downstream part of the experiment. The signal ef-
ficiency, Kz, is extracted from individual simulations of
7' mediator production and propagation within the set-
up, each with different mass my parameters to under-
line the dependence on the production cross-sections and
muon emission angle depicted in respectively Egs. (14)
and (15) (see Fig. 17). The cumulative signal efficiency
after applying all selection criteria is given in Table IV for
different mass points. Because of the mixing strength €/
appearing as a multiplicative factor in Eq. (14), the sim-
ulations are performed for a fixed value of 10~%. Finally,
since a bias in the production cross-section is introduced
to observe signal events at a reasonable rate, an overall
multiplicative factor IV is applied to the signal yield for
proper normalization.
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Figure 17. Effect of the geometrical acceptance associated
with trigger 1 (S4 and S, shifted respectively 65 mm and 152
mm along the magnetic deflection direction) on the signal

efficiency computed as a function of the mass. The track
reconstruction efficiency is also considered.

may &0 (%) KS) (%) N

10 MeV 1.3 1.3 64x1071°

100 MeV 5.8 59 9.9x10" !

500 MeV 9.1 9.3 6.8x 107"

1 GeV 7.1 76 1.1x107'?

Table IV. Cumulative efficiencies (after all cuts) for different
mass points in trigger 1 and 2 configurations. The norm N is
also given for the benchmark e/ value 107%.

IX. SIGNAL SYSTEMATICS

The signal systematics are determined to prop-
erly normalize the signal yield associated with the
bremsstrahlung-like production of Z’. Those are mostly
related to the underlying Z’ production mechanism, and
the difference in the detectors’ response between MC and
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data. The main systematics are summarized in Table V
and reported in detail below

(i) Counting MOT. The uncertainty on the number of
MOT, entering in the signal yield estimate defined
in Eq. (19), is dominated by the VERSA Module
Euro (VME) card scaler used to record the trig-
ger coincidences, as the high level of purity of the
M2 beam line makes the contribution of hadron
and e® admixtures negligible [61]. Because of the
high accuracy of ~100 MHz counting rate of the
VME scaler, the probability of miscount can be ne-
glected given a counting rate < 1 MHz (see Sec.
III). On the other hand, missing information from
the VME scaler can be associated with DAQ system
crash and abnormal termination of the recorded
run. This is conservatively estimated to be < 1%.

(ii) The Z' physics. The simulation of the Z’' produc-
tion defined in Secs. II and IV A depends on the
chosen WW approach of the computations. From
previous works, [52, 53], the uncertainty of the
WW phase space approximation can be estimated
to be < 2% with respect to the ETL. Addition-
ally, systematics shifts on the ETL originate from
both the running of a and QED higher orders cor-
rections related to soft photon emissions. In the
former case, the contribution of a(Q?), with Q?
some energy scale, can be extracted from the ETL
vertex factors of the Feynman diagram associated
with uN — puNZ'. The vertex of the Z’ boson
coupling to muons contributes as gz, while the
muon-nucleon vertices contribute respectively as e
and eZ, resulting in a signal yield Nz ~ a?Z2g%,.
Given the running of «

a(0)
(1- 5P log %)

with m, the mass of the electron, a(0) = 1/137,
and for an upper bound on Q? ~ m%, ~
O(1 GeV?), the associated systematic shift con-
tributes as a positive 2.4% corrections to the signal
yield, Nz:. The systematics associated with higher
order corrections can be extracted from [93], for
which both the contribution of virtual and real pho-
tons from the scattering process p — p’'+> ", p, are
considered. In particular, the probability of emit-
ting photons with energy below the photon detector
threshold ), p, < E, is given by

a(Q?) =~ (20)

(dg)meas. =
- = (21)
d — —1 1
(do)eTL GXP( 0g —5 m2 0g —5~ E2 )
with ¢ = p—p’ and —¢® > m?2. For —¢®> = m%, ~

O(1 GeV?), m. = m, and E, = 500 MeV, the
associated systematic shifts is given by a negative
Sudakov correction of 1.4%. Finally, because of



the dependence of the signal yield on the target
material, Z2, small systematics are associated with
the purity of the ECAL absorber layers (Pb plates),
conservatively estimated to be < 1%. As such, the
total uncertainty on the signal yield associated with
the Z' physics is obtained through a quadratic sum
of the above to be < 4%.

(iii) Detectors’ response. Different detectors’ responses
between MC and data, such as energy scales, im-
pact the signal efficiency kz/, especially through
the corresponding choice of energy threshold. The
associated systematics are evaluated around the
MIP-compatible peak in both the ECAL and
HCAL distributions for MC and data (see Sec.
VIB), through spectra integration and peak ratio.
It is found to be ~ 3% for the individual calorime-
ter, thus yielding a cumulative systematic of 4%.

(iv) Alignment effects. The method of search for 7/ —
invisible strongly relies on momentum reconstruc-
tion, for which the final-state muon momentum,
and thus deflection, is closely correlated with the
trigger configuration, and signal efficiency .. The
associated systematics are estimated both by com-
paring the expected deflection past MS2 in MC
and data and by quantifying the effects of misalign-
ment of the trigger counters S, and S,. In the for-
mer case, the uncertainty is extracted from a data
sample of well-defined MIP-compatible 160 GeV/c
muons following selection criteria (i-ii), passing the
calibration trigger condition, and compared with
MC (see Fig. 12, where the distributions are fit-
ted under the Gaussian hypothesis, with a mean
displacement (dz) ~ —12.1 mm). By additionally
comparing the distributions in the transverse direc-
tion to the deflection, it is found an uncertainty of
~ 1% between data and MC. In the second case, the
systematics from the large trigger counters’ align-
ment are computed by varying the positions of Sy
and S, by O(£2 mm) along the axis of deflection
and observe the change in the signal yield for dif-
ferent Z’ masses. The largest uncertainty is asso-
ciated with masses mz < 100 MeV, since the trig-
ger acceptance window corresponds to the tails of
the distribution of the final-state muons momen-
tum and angle [52, 53]. This maximum value is
conservatively chosen and found to be 5%.

To obtain the final systematic uncertainty on the sig-
nal yield Nz, the contributions (i-iv) are added through
quadrature, yielding a conservative total systematic of
8%. This estimate results in a 4% uncertainty in the
prediction of the bound on the coupling constant gz:.
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Uncertainty source Contribution
(i) Counting MOT <0.01
(ii) Z' physics <0.04
(iii) Detectors’ response <0.04
(iv) Alignment effects <0.05
Total (conservatively) < 0.08

Table V. Main sources of uncertainty contributing to the sys-
tematics on the signal yield. The uncertainties are added
through quadrature.

X. RESULTS

The sensitivity to New Physics of the NA64 experiment
running in muon mode is based on the computation of
the upper limits on, among other scenarios, the Z’ pro-
duction. Those are computed at 90% confidence levels
(C.L.) following the modified frequentist approach [94],
using the RooFit/RooStats [95-97] profile likelihood ra-
tio statistical test in the asymptotic approximation [98].
This procedure is encompassed in the CMS [99] combine
[100] analysis software. The total number of signal events
falling within the signal box is estimated from Eq. (19)
from the sum of the two trigger configurations (one for
each bin), such that [51]

NZ/ - Z Nt’ - Z le/IOT X Ktot 2 ntZ/(mZ’agZ’)7
t=1,2 t=1,2

(22)
with N{;or the number of MOT for trigger configuration
t, klo = Ks, s,k the total signal efficiency and n%, the
mass- and coupling-dependent number of Z’ produced in
the ECAL target per MOT. These values are extracted
from both data and MC as described in Secs. IV, V and
VIII, to properly reproduce the two trigger configurations
running conditions. Additionally, both the background
estimate and its uncertainty, as well as the signal sys-
tematics described in Secs. VII and IX, are taken into
account when computing the upper limits.

A. Constraints on the muon (g —2),

The upper limits for the Z’ vector boson from the
vanilla L,, — L; model are computed in the parameter
space compatible with the muon (g — 2),, anomaly. The
purely invisible decay channel Z’ — Dy is assumed, con-
sidering the proper branching ratio for visibly decaying
events, Z' — ptpu~, above 2my, (see Eq. (3)). The g —2
band is computed based on Eq. (7), within 20, using as
reference value for a,(Exp) = 116 592 059(22) x 10~1!
the latest results from the Muon g — 2 collaboration at
Fermilab [32], and the Muon g — 2 Theory Initiative rec-
ommended value for a,,(SM) = 116 591 810(43) x 10~1!
[33].

After unblinding, no event compatible with 2’ —



invisible is observed within the signal box (see Fig. 18,
left), setting the most stringent limits on the Z’' as an
explanation to the muon (g —2),, in the parameter space
mz 2 0.01 GeV and myz < 2m, with gz > 5 x 107*
[51]. As a comparison, constraints from previous experi-
ments such as neutrino trident searches vN — vNutpu~
with the CCFR experiment [44, 101] are shown. Addi-
tional limits with a Z’ mediator behaving as an inter-
mediate virtual vector boson in neutrinos scattering off
electrons, v, — e or v, — e, are plotted for the BOREX-

L, — L; "vanilla” model
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INO detector [43, 102, 103], setting constraints on masses
smaller than a few MeVs. In the higher mass range, the
BaBar experiment sets limits [104] on the visible searches
for Z/ — pTp~ produced in electron-positron annihila-
tion, eTe™ — Z'uTp~. The constraints from the latest
Belle II results [105] are also shown for direct electron-
positron annihilation. For completeness, the recent lim-
its on the vanilla Z’ scenario searches with the electron
program of the NA64 experiment, e N — e" NZ', are
shown [106].

Muon — philic scalar ”invisible” model
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Figure 18. The NA64u 90% C.L. exclusion limits in the parameter space compatible with a light boson as an explanation for
the muon (g — 2),. Left: The Z’' vector boson parameter space (mz, gz/) together with existing constraints from neutrino
experiments such as BOREXINO [43, 102, 103] and CCFR [44, 101], visible searches in electron-positron annihilation with
BaBar [104], Belle II constraints [105] and the NA64 electron program limits [107]. Projections for the pre-LS3, pre-LS4, and
post-LS4 phases of the muon program are shown together with the M?® missing momentum searches [108]. Right: The S scalar
boson parameter space (msg, gs) together with existing constraints from BaBar and projections for the pre-LS3, pre-LS4, and
post-LS4 phases of the muon program, as well as ATLAS HL-LHC [109] and M3,

In addition, the projected sensitivities of the NA64 muon
program are shown for both the LHC Run 3 (prior to the
CERN Long Shutdown 3 (LS3)) and LHC Run 4 (after
LS3). For completeness, the expected limits for the post-
LS4 phase, LHC Run 5, are also computed. Those com-
putations are based on the foreseen detectors’ upgrade to
cope with (i) higher beam intensity up to 108 u/spill to
optimally exploit the M2 beam-line capabilities, as well
as (ii) reducing the background levels discussed in Sec.
VII. In the former case, this is achieved through an up-
grade of the trigger system. In the second case, the mo-
mentum mis-reconstruction is reduced by the addition of
a third magnet spectrometer upstream of the interaction
point within the ECAL, effectively reducing the magnet
lever-arm to ~ 6 m with respect to MS1 (BENDG) to
better reconstruct p;,. The associated reduction of back-
ground can be extracted from the preliminary analysis of
the 2023 data [110] with a factor < 1072, This additional

(

magnet spectrometer also reduces the background from
in-flight kaons decays given a shorter distance to the tar-
get by a factor ~ 107!, It is worth noting that this back-
ground could be further reduced and controlled by proper
identification of kaons along the beam-line through the
use of Cherenkov counter with achromatic ring focus
(CEDAR) [111]. Finally, the computations of the pro-
jected limits assume a reduction of the background re-
lated to non-hermeticity of the detectors’. The associ-
ated factor is estimated through a detailed MC study of
the addition of a second prototype VHCAL to further
reduce large-angle scattered secondaries from upstream
interactions and is found to be < 10~!. The sensitivi-
ties are thus computed and shown in Fig. 18 assuming
a total statistics of respectively 3 x 10!, 2 x 103 and
10" MOT for the periods corresponding to LHC Runs
3, 4 and 5 (referred to pre-LS3, pre-LS4 and post-LS4 in
this work), and a gain in efficiency ~ 4 as extracted from



data [110]. In the latter case, the accumulated statistics
stands just below the irreducible background associated
with the neutrino fog due to quasi-elastic charged cur-
rent (CCQE) scattering on nucleon, estimated from [108]
to be ~ 3 x 10715 per MOT. The projections for LHC
Runs 3 and 4 co-exist with the estimated limits from the
M3 experiment at Fermilab (FNAL) [108] in the search
for Z' — invisible through the bremsstrahlung-like reac-
tion uN — pNZ', with both its phases 1 and 2 foreseen
to accumulate respectively 10'° and 10'* MOT. With a
statistics of < 10'', NA64y is expected to fully cover the
parameter space compatible with a light Z’ vector boson
as an explanation for the muon g — 2. For completeness,
it is worth noting that projections in the search for a light
U(1) L, — L; Z' vector boson as an explanation for the
muon (g —2),, have been made by the DUNE experiment
[112, 113] through neutrino-electron scattering, v — e, or
direct production, v, = v,utu~.

Similar limits are obtained for the sensitivity of the
NA64 muon program to a light muon-philic scalar as
an explanation to the (¢ — 2),. The simulated sig-
nal yield is estimated in the WW approximation of the
bremsstrahlung-like production process uN — uNS [53],
using a similar simulation framework as the one described
in Sec. I'V. Within this model, the one-loop order contri-
bution is obtained through the Yukawa-like interaction
such that [114-116]

@ 1 mi(l—x)(l—a:Q)

Aad® = dx ,
m2 (1 —x)? + mix

m 82 J,

(23)

with gg the coupling to SM muons, mg the mass of
the scalar mediator. The 90% C.L. upper limits are
shown in Fig. 18, right, together with the preferred
(g — 2) &+ 20 band. Because of the difference in the
amplitudes squared of the underlying production cross-
sections between a scalar and vector particle [52, 53], the
NAG64 experiment is not sensitive to the (g —2),, param-
eter space yet, as shown for the existing BaBar limits
for mg below 1 GeV for visible Z’ events, but is ex-
pected to fully cover this parameter space by the pre-LS3
phase. Projections for the Belle II experiment in search
of 4u events are shown [104], together with the sensitiv-
ity of the M? experiment [108]. Further projections from
searches for S with the High-Luminosity Large Hadron
Collider (HL-LHC) project are shown using the ATLAS
calorimeters as a muon fixed-target experiment [109] for

18

a luminosity Lruc = 3 ab~!. This complements the
projected sensitivities of the FASER experiment in the
process N — uNS for Lruc = 250 b~ and Lipc =3
ab™! (FASERv and FASERv2) [117].

B. Constraints on light thermal Dark Matter

As discussed in Sec. I, DS present predictive scenar-
ios for light thermal DM (LTDM) below the weak scale,
in the vicinity of the GeV scale. In the following, we
present exclusion limits for invisibly decaying mediators
with mass hierarchy myep > 2m,, in the parameter
space spanned by the dimensionless interaction strength
y and m, as shown in Eq. (5).

1. The charged U(1) L, — L, model

The 90% C.L. upper limits in the m, — y parameter
space for an invisibly decaying Z’ vector boson are shown
in Fig. 19 for the choice of parameters mz /m, = 3
and the dark couplings g, = 5 x 1072 (left) and g, = 1
(right), close to the perturbative limit. In the former
case, the choice of mass ratio mz/m,, is well-motivated
to allow for on-shell decays of Z/ — DM, while staying
away from the resonant enhancement of the annihilation
rate in the Early Universe at mz/ o~ 2m,, [24]. The choice
of g, = 1 is chosen to illustrate the weakest bound on the
model [108]. For completeness, the favored parameters
for the thermal targets of complex scalar, (pseudo-)Dirac,
or Majorana LTDM scenarios relic abundance are shown.
Those are extracted from the integration of the under-
lying Boltzmann equation containing the corresponding
annihilation cross-sections [24]. Our results cover an ad-
ditional portion of the thermal parameter space, com-
plementing the CCFR experiment’s bounds [101] below
masses m,, < 0.3 GeV, and further constraining a freeze-
out parameter y < 6 x 10712 for the common choice of
gy = 9 X 10~2. For completeness, the projections for
the pre-LS3, pre-LS4, and post-LS4 phases are shown,
together with the expected bounds from the M?> experi-
mental program’s phases 1 and 2 [108]. For the choice of
parameter g, = 5 X 1072, the LTDM parameter space is
expected to be fully probed through the pre-LS4 period.



Thermal Dark Matter, g, = 5 - 1072, my = 3my,
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Thermal Dark Matter, g, = 1, mz = 3m,
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Figure 19. The NA64u 90% C.L. exclusion limits in the LTDM parameter space y — m, compatible with an invisibly decaying
Z' — DM with (left) gy = 5 x 1072 and (right) gy = 1 and mass ratio m,/mz = 3. The existing constraints from the CCFR
experiment [44, 101] are compared, and the thermal targets for complex scalar, (pseudo-)Dirac and Majorana thermal relics
plotted [24]. Projections for the pre-LS3, pre-LS4, and post-L.S4 periods of the muon program are shown together with the M*
missing momentum searches [108]. The NA64 electron program limits are plotted for completeness [107].

2. The dark photon A’ scenario

The physics program of the NA64 experiment running
in muon mode also aims at complementing [118] the other
beam dump modes with electrons [85] and positions [119].
Both modes study, among others, the bremsstrahlung-
like production of the dark photon, A’, for which the
mixing with photons, v — A’, leads to a non-zero interac-
tion with electrically charged SM particles, with charge
ee, and interaction Lagrangian

L = ecA, Ji\, (24)

with e the electric charge, Aj, the massive vector field
associated with the dark photon, and Jf,,; the electro-
magnetic current. While A’ has been ruled out as an
explanation for the muon (g — 2), (see e.g. [120]), the
NAG64p limits are illustratively shown in Fig. 20, com-
pared to the latest NA64 results with a total accumulated
statistics of 9.37 x 10! electrons on target (EOT) and
1.01 x 1019 positrons on target (et OT), for fermionic DM
with ap = 0.1, as well as existing constraints from BaBar
[121]. Those are obtained at 90% C.L. using the WW ap-
proximation [122] for the computations of the A’ signal
yield, properly substituting gz — gz /e. For complete-
ness, the projections with 3 x 101 2 x 103 and 10
MOT are plotted to illustrate complementarity at high
mar.

NAG64p limits in probing LTDM relic abundance in
the scenario A’ — invisible are shown in Fig. 21,
left and right, in the parameter space y — m,, with
(9x92/)* — €*ap in Eq. (5), for the common choice

(

of parameters ma//m, = 3 and ap = 0.1, ap = 0.5
respectively [123, 124]. As shown from the projections,
the complementarity to the NA64 ¢~ and e’ modes in
probing the thermal targets is achieved with more statis-
tics in the high m, masses region and fully probes the
relic abundance through both the pre-LS3, pre-LS4, and
post-L.S4 phases for a choice of ap = 0.1.

A’ — invisible, ap = 0.1

1072
BaBar /2\“&7‘6
NA64 9
10-34
pre-LS3_________- -
w 7/
10—4< /_/'/
ol
&\
e
10754 '
10-3 102 10! 10°
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Figure 20. The NA64p 90% C.L. exclusion limits on the
dark photon scenario, A’ — invisible. The (mas, €) pa-
rameter space is shown, together with the latest results from
NA64e~ [85] and NA64e™ [119] and the existing limits from
BaBar [121]. The peak is related to fermionic DM assuming
ap = 0.1. Projections for the pre-LS3, pre-LLS4, and post-L.S4
periods are shown.



10-7 Thermal Dark Matter, ap = 0.1, ma = 3m,,

8 BaBar //
107°4 NAG64): i
Ve
/
— ~ - -
= g -

10—15 - — .
1073 1072 107! 10°

20

10-7 Thermal Dark Matter, ap = 0.5, my = 3my,
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Figure 21. The NA64u 90% C.L. exclusion limits on the dark photon scenario, A’ — invisible in the (m,, y) parameter
space, together with the DM target relic abundance for scalar, (pseudo-)Dirac and Majorana scenarios [24]. Left: Scenario
with ap = 0.1. Right: Scenario with ap = 0.5. Projections for the pre-LS3, pre-LS4, and post-LS4 periods are shown for
completeness. The combined projected limits (green dashed curve) for NA64e™,et, u are plotted, using the projections for

10! EOT and 10! ¢t OT.

3. Light spin-0 mediators

Constraints on lepto-philic DM are derived in the case
of spin-0 muon-philic scalar mediator decaying invisibly,
S — invisible. The NA64y 90% C.L. upper limits on
light DM are shown in Fig. 22 for the mass range of mg
above a few hundred MeVs up to 3 GeV.

Thermal Dark Matter, muon — philic scalar

Figure 22. The NA64u 90% C.L. exclusion limits on invisibly
decaying spin-0 scalar mediator, S — invisible. The thermal
targets for light DM are shown for respectively mg/m, = 3
and mg/m, = 2.1 with g, = 1, and extracted from [125].
Projections for 3 x 10*!, 2 x 10'® and 10'* MOT are plotted.

The choice of parameters is the dark coupling g, =

(

1 and the mass ratios mg/m, = 3 and mg/m, = 2.1
in the near-resonant regime for Dirac DM. The thermal
targets are extracted from [125]. With a total statistic of
1.98 x 10'° MOT, the corresponding values of coupling
gs > 1073 and mass mg < 0.15 GeV and mg < 0.30
GeV for respectively mg = 2.1m, and mg = 3m, are
excluded.

XI. CONCLUSION

This work has presented in detail the first results in
the search for DS through the missing energy/momentum
technique at the CERN SPS. Having analyzed the full
data sample of the 2022 run with a total statistics of
(1.98 £ 0.02) x 109 MOT, no evidence for the exis-
tence of a light Z’ — invisible was found for the mass
range < 1 GeV. These results were obtained based on
detailed computations of the single-differential and total
production cross-sections in the Weiszacker-Williams ap-
proximation [52], reproducing well the exact tree-level
results up to a precision of < 5%. Those were sub-
sequently implemented in a computer-based program,
DMG4 [72], to study both the signal event signature and
yield within the whole GEANT4-based simulation of the
experimental set-up. Based on previous MC-based stud-
ies [55], the trigger system was improved to compen-
sate for the low production yield at high Z’ masses,
O'QZ;S ~ g%,a*Z%/m%,, through the typical final-state
muon emission angle, ¥, ~ mz /E,. The simulations
of both signal and SM events were validated with data,
notably including a good agreement in the trigger rate
(0.026 4 0.004)% that of calibration trigger, energy spec-



tra in the ECAL and HCAL, and typical particle tra-
jectory through the bending magnets. Having estimated
both the total background level and signal systematics,
constraints on the parameter space compatible with a
light Z’' vector boson as an explanation for the muon
(9 — 2), were set through the 90% C.L. upper limits
on gz > 5 x 107* for masses myz > 0.01 MeV up
to 2my,, complementing existing constraints from BaBar
and CCFR. Besides, new limits on the (mg, gs) parame-
ter space associated with a scalar boson, S, were derived
in the context of (g — 2),.

The previous results of the NA64 muon program [51]
on the parameter space associated with the dimensionless
variable y, corresponding to the DM annihilation cross-
section parameter, in the case where Z' — Yy, were
extended to a scenario involving a light spin—0 scalar
boson. For the choice of parameters mg = 3m,, and
close to the resonance, mg = 2.1m,, those are found
to constrain respectively masses mg < 0.15 GeV and
mg < 0.30 GeV for the coupling gg > 1073.

To illustrate the complementarity of the NA64 muon
program, the 90% C.L. upper limits on the minimal dark
photon scenario, A’ — invisible were computed, and
compared to the latest NA64 results for both the elec-
tron and positron modes. Although not covering new
values of both parameter spaces (mas, €) and (m,, y)
for the current statistics, the results indicate the possi-
bility for additional coverage at high mass values due to
the underlying cross-section behavior. In this regard, the
projected sensitivities of NA64yu to the aforementioned
DS scenarios are extracted for the estimated total statis-

21

tics for the pre-LS3, pre-LS4, and post-LS4 periods with
respectively 3 x 10!, 2 x 10'3 and 10 MOT. These re-
sults assume improvements in the experimental set-up,
in particular with the trigger system to run at higher
beam intensity, as well as with additional detectors such
as a third magnet spectrometer in front of the ECAL tar-
get. With an increased coverage in the search for DM,
NA64u complement the worldwide effort for DS searches
[126-129] through experimental program results such as
those from Belle II [46], SHiP [130] and FASER [117],
and future projected sensitivities from M3 [108]. It also
paves the way to explore additional scenarios involving
w — T or u — e lepton flavour conversion [131-133] or
millicharged particles [134].
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