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The maximum achievable beam current in an Energy Recovery Linac (ERL) is often constrained
by Beam Breakup (BBU) instability. Our previous research highlighted that filling patterns have
a substantial impact on BBU instabilities in multi-pass ERLs. In this study, we extend our in-
vestigation to the 8-cavity model of the Powerful ERL for Experiment (PERLE). We evaluate its
requirements for damping cavity Higher Order Modes (HOMs) and propose optimal filling patterns
and bunch timing strategies. Our findings reveal a significant new insight: while filling patterns
are crucial, the timing of bunches also plays a critical role in mitigating HOM beam loading and
BBU instability. This previously underestimated factor is essential for effective BBU control. We
estimated the PERLE threshold current using both analytical and numerical models, incorporating
the designed PERLE HOM dampers. During manufacturing, HOM frequencies are expected to
vary slightly, with an assumed RMS frequency jitter of 0.001 between cavities for the same HOM.
Introducing this jitter into our models, we found that the dampers effectively suppressed BBU in-
stability, achieving a threshold current an order of magnitude higher than the design requirement.
Our results offer new insights into ERL BBU beam dynamics and have important implications for
the design of future ERLs.

I. INTRODUCTION

In the 2020 European Strategy for Particle Physics [1],
research and development in the field of superconduct-
ing Energy Recovery Linacs (ERLs) [2] was prioritized,
owing to their anticipated crucial role in future parti-
cle physics applications. The PERLE (Powerful ERL
Experiment) [3] is one of the suggested advanced ERL
test facilities developed to assess potential options for a
50 GeV ERL, as proposed in the Large Hadron Elec-
tron Collider (LHeC) [4–6] and Future Circular Collider
(FCC-eh) designs. Moreover, it functions as a base for
dedicated experiments in nuclear and particle physics.
PERLE’s main objective is to investigate the operation
of high current, continuous wave (CW), multi-pass sys-
tems utilizing superconducting cavities that operate at
802 MHz.

PERLE’s remarkable capacity to handle beam power
up to 10 MW and an operating (injection) current of
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20 mA offers researchers a unique opportunity to conduct
controlled studies on Beam BreakUp (BBU) [7] studies
relevant to next-generation multi-pass ERL designs. The
maximum achievable beam current in an ERL is often
constrained by the BBU instability. Recent research has
demonstrated that the selection of filling patterns, which
delineates the order of bunch injection into the ERL over
subsequent turns, can significantly influence not only RF
stability and cavity voltage [8] but also BBU instabilities
in multi-pass ERLs [9]. However, the impact on BBU is
somewhat more complex due to the asynchronous nature
of the HOM mode relative to the beam, and the tran-
scendental relationship between the HOM voltage and
the bunch offsets.

Filling patterns describe the order bunches pass
through the cavity in multi-turn ERLs. For example, the
simplest filling pattern [1 2 3 4 5 6] describes a pattern
where first bunch is at its first turn, the second bunch
is at its second turn so on so forth. Another filling pat-
tern [1 4 2 5 3 6] describes a pattern where first bunch
is at its first turn, the second bunch is at its fourth turn,
and so on. When the filling pattern does not change when
bunches pass though the cavity, this pattern is referred as
“Sequence Preserving” (SP) patterns. More complicated
filling patterns can be achieved via maneuvering bunch

ar
X

iv
:2

40
9.

02
79

8v
1 

 [
ph

ys
ic

s.
ac

c-
ph

] 
 4

 S
ep

 2
02

4

https://orcid.org/0000-0002-5903-8930
https://orcid.org/0000-0001-6346-5989
https://orcid.org/0000-0002-8987-4999
https://orcid.org/0000-0001-7594-5840
https://orcid.org/0000-0003-1249-5293
https://orcid.org/0000-0001-8705-9539
https://orcid.org/0000-0003-2028-4330
mailto:saitiniy@jlab.org
mailto:r.apsimon@lancaster.ac.uk


2

 0

 10

 20

 30

 40

 50

 0  50  100  150  200  250  300  350
 0

 100

 200

 300

 400

 500
β x

,y
 (

m
)

E
n
er

g
y
 (

M
eV

)

S (m)

βx
βy

Energy

FIG. 1: Complete multi-pass PERLE optics (3-passes
‘up’ and 3 passes ‘down’)

injection timing and re-combination schemes, which is
beyond scope of this paper. In this paper, we shall only
focus on the SP patterns.

The original optics for PERLE 2.0 [10] and subse-
quent PERLE 2.1 [11] features symmetric, by-design,
multi-pass linacs, with minimized values of beta func-
tions reaching about 10 meters at both linac ends. An
important design choice was to maintain almost identical
optics for all accelerating and decelerating passes (except
for the first pass), as shown in Fig. 1.

Since PERLE is a 6-pass ERL, the current pass
through the cavity during the operation is 6 times that of
the injected current. Therefore, for 20 mA injection, the
current passes through the cavities at 0.12 Amps. Note
the threshold current in this paper refers to the current
pass through the cavity.

II. MULTIPLE CHECKPOINT ANALYTICAL
MODEL

The numerical simulation will be benchmarked against
the multiple checkpoint analytical model, which was pre-
viously discussed in [12–14]. The threshold current Ith,λ
of the mode number λ with angular frequency ωλ is given
by:

Ith,λ =
−2E

e
(

R
Q

)
λ
QL,λkλ

∑Nc

j>i=1

(
E
Ej

)
(M ij)mn sin (ωλt

ij
r )

.

(1)
In this equation:

• e is the electron charge.

• kλ is the wave number of the HOM.

• E is the energy of the beam in the recirculation arc.

• Ej denotes the beam energy at checkpoint j.

• (M ij)mn is an element of M ij , the transfer matrix
from the ith checkpoint to the jth checkpoint; mn

equals to 12 for horizontal modes and 34 for vertical
modes.

• tijr is the time for particle travel between corre-
sponding checkpoints.

•
(

R
Q

)
λ
is the shunt impedance of the HOM.

• QL,λ is the loaded quality factor of the HOM.

• Nc represents the total number of checkpoints,
specifically positioned at the exits of the linacs.

It is crucial to note that this analytical model makes
certain simplifications, particularly overlooking the im-
pact of the filling pattern and bunch timing on the cal-
culated threshold current. As highlighted in Ref. [9], the
bunch filling pattern exerts a significant influence on both
the BBU and the threshold current. Moreover, bunch
timing is instrumental in determining the HOM arrival
phase for succeeding particles and also has big impact on
BBU, which is elaborated upon in subsequent sections.
Therefore, while the numerical and analytical models
may not precisely coincide, a general level of agreement
between them can still be expected.

III. CONSTRAINTS FOR PERLE FILLING
PATTERNS

In a multi-turn ERL, as discussed in previous studies
[8, 9], depending on the topology of the beam line, there
can be 1, N/2 or N arcs on each side of the ring; where
N is the number of turns each bunch completes in the
ERL between injection and extraction. In many situa-
tions, the preferred option is to opt for N/2 arcs as this
avoids the inherent complexity of an FFA-type arc design
with a very high energy acceptance, while also reducing
the complexity and capital cost associated with N arcs
on each side of the ring. In the case of PERLE, there
are several key constraints placed on the injection filling
pattern of the bunches in the ring:

• Bunches should be as close to evenly spaced as pos-
sible to minimize collective effects

• The beam line should be configured for a sequence
preserving (SP) scheme, in order to ensure regular
injection timing

From the first constraint, this implies that we need
a filling pattern such that accelerating and decelerating
bunches alternate. From previous work [8, 9], it is known
that every filling pattern has an associated SP transition
set. A filling pattern is defined as the RF cycle or bucket
that is occupied by the bunch on each turn as is rep-
resented by a row vector, where the index is the turn
number and the value is the RF cycle/bucket number. A
transition set is a row vector that shows how many RF
cycles/buckets a bunch on turn j shifts when it starts



3

TABLE I: Allowed filling patterns of PERLE.

[1 3 5 2 4 6] [1 3 5 2 6 4] [1 3 5 4 2 6] [1 3 5 4 6 2]
[1 3 5 6 2 4] [1 3 5 6 4 2] [1 5 3 2 4 6] [1 5 3 2 6 4]
[1 5 3 4 2 6] [1 5 3 4 6 2] [1 5 3 6 2 4] [1 5 3 6 4 2]

turn (j + 1). For a sequence preserving scheme, we re-
quire that on each turn, the bunch on it’s jth turn oc-
cupies RF cycle number Fj . Therefore, after each turn,
the bunch on turn j shifts from RF cycle Fj to F(j+1),
therefore the filling pattern and transition set for an SP
scheme are related as:

F = [F1 F2 · · · FN ]
T = {(F2 − F1) (F3 − F2) · · · (FN − F1)}

(2)

PERLE is a 6-turn ERL and the bunch train is 20 RF
cycles long. Usually, we would define the filling pattern
as the RF bucket occupied by a bunch on turn j, however
in this case, it is more useful to define it as the RF cycle
modulo 20. It is also useful to note that without loss
of generality, we can define that the bunch on turn 1 is
in RF cycle 1. For the PERLE filling pattern, there are
a total of 12 filling patterns out of 120 unique patterns
which meet the constraints. These are summarized in
Table I.

Given the bijective relationship that this has to the
SP transition sets, we essentially know the total length
of each turn modulo 20. From this, we will infer the arc
lengths. To begin with, we shall define a few conventions.
The beam is injected in the North straight section, just
upstream of the North linac. The beam travels in a clock-
wise direction, passing through the East arc section, fol-
lowed by the South straight section with the South linac,
and finally the West arc section to complete a full turn
of the ring. The beam is extracted in the South straight
section, just downstream of the South linac as shown in
the diagram in Fig. 2. The straight sections are assumed
to be an equal length, L, and the arc lengths are defined
as An, where A1, A3 and A5 are the East arcs and A2,
A4 and A6 are the West arcs. A0 is a time delay between
extraction of the bunch on turn 6 and the injection of a
new bunch. The lengths of each turn, with respect to the
injection point in the North straight is given as:

TN1 = 2L+A1 +A2 = 20mN1 + FN2 − FN1

TN2 = 2L+A3 +A4 = 20mN2 + FN3 − FN2

TN3 = 2L+A5 +A6 = 20mN3 + FN4 − FN3

TN4 = 2L+A5 +A4 = 20mN4 + FN5 − FN4

TN5 = 2L+A3 +A2 = 20mN5 + FN6 − FN5

TN6 = 2L+A1 +A0 = 20mN6 + FN1 − FN6

(3)

The denotation of FNi is to represent the filling pattern
in the North straight. If we assume that we know the
length of the straights and we define one arc length, then
we can define all other arc lengths in terms of it. In

FIG. 2: PERLE layout diagram.

this example, we will assume that the length of Arc 6 is
known:

A0 ≡ (A6 + 2FN1 − 2FN4)mod (20)
A1 ≡ (−2L−A6 − FN1 − FN6 + 2FN4)mod (20)
A2 ≡ (A6 + FN2 + FN6 − 2FN4)mod (20)
A3 ≡ (−2L−A6 − FN2 − FN5 + 2FN4)mod (20)
A4 ≡ (A6 + FN3 + FN5 − 2FN4)mod (20)
A5 ≡ (−2L−A6 + FN4 − FN3)mod (20)

(4)

Having determined the arc lengths, we can now look at
the resulting filling patterns in the South straight as this
is the North filling pattern, plus a straight length and an
arc length:

FS1 = FN1 + L+A1

FS2 = FN2 + L+A3

FS3 = FN3 + L+A5

FS4 = FN4 + L+A5

FS5 = FN5 + L+A3

FS6 = FN6 + L+A1

(5)

We can now substitute in the relevant arc lengths to
obtain:

FS1 = (2FN4 − L−A6)− FN6

FS2 = (2FN4 − L−A6)− FN5

FS3 = (2FN4 − L−A6)− FN4

FS4 = (2FN4 − L−A6)− FN3

FS5 = (2FN4 − L−A6)− FN2

FS6 = (2FN4 − L−A6)− FN1

(6)

However, we can add or subtract a constant from the
filling pattern as this is simply equivalent to reindexing
the RF cycle numbers, and therefore we obtain that the
North and South filling patterns must be related as FS ≡
−Fm

N , where Fm is used to denote that the order of the
filling pattern elements are flipped. This result shows
that in general the filling pattern in the north and south
arcs are generally different.

IV. BUNCH TIMING AND FILLING
PATTERNS FOR PERLE

We have examined six different bunch timings, which
are detailed in Fig. 3. Each timing ID represents a
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FIG. 3: Summary of 6 bunch timing combinations (tc).

unique pattern of bunch spacing in terms of the fun-
damental RF period TRF, approximately 1.25 ns. For
instance, in Timing ID 1, the first bunch occurs at
TRF = 0, and the next bunch appears 2.5TRF later. In-
teger multiples of TRF indicate acceleration, while half-
integer multiples suggest deceleration. A single bunch
train spans 0 − 20TRF, and the subsequent train be-
gins at 20TRF. If we put two trains together, for ex-
ample in case of timing ID 1, it would have timing of
[0 2.5 6 9.5 13 16.5 20 22.5 26 29.5 33 36.5].

Table II enumerates the feasible combinations of tim-
ing and filling patterns for the North and South linacs.
In each entry, the first number represents the timing ID
(or filling pattern) for the North linac, and the second
pertains to the South linac. It is notable that the timing
often differs between the North and South linacs, result-
ing in variable relative bunch spacing.

Out of 12 permissible filling pattern combinations, six
exhibit identical patterns in both North and South linacs,
while the remaining six differ. Each pattern combination
comprises two numbers: the filling pattern in the North
linac and that in the South linac. For conciseness, we
refer to 120 filling patterns in the 6-turn ERL by their
filling pattern number, which is given as follows:

Pattern 1: [1, 2, 3, 4, 5, 6],

Pattern 2: [1, 2, 3, 4, 6, 5],

...

Pattern 120: [1, 6, 5, 4, 3, 2].

(7)

It is crucial to distinguish between two conventions for
describing filling patterns: the space convention and the
time convention.

• Space Convention: In this convention, the nu-
merical value represents the turn number, and its
position within the array (i.e., its index) indicates
its physical location in the bunch train (i.e., its RF
bucket number).

• Time Convention: Conversely, in this conven-
tion, the numerical value signifies its physical order
within the bunch train (i.e., its RF bucket number),

and its position (i.e., its index) represents the turn
number.

To put it simply, if the index corresponds to the phys-
ical location in the bunch train, then the “space conven-
tion” is being used. If the index denotes the turn number,
then the “time convention” applies.
For instance, consider a filling pattern described in the

time convention:

[1 3 5 2 4 6] = [11 32 53 24 45 66]. (8)

This filling pattern can be translated into the space
convention as:

[11 42 23 54 35 66] = [1 4 2 5 3 6] (9)

In this example, the index shifts between the two con-
ventions, reflecting either its physical location (space con-
vention) or its turn number (time convention).

The space convention is often favored for its intuitive
grasp when describing filling patterns, whereas the time
convention is particularly useful for computational tasks
such as pattern transitions and arc length calculations.
In this paper, we restrict the usage of the time convention
to the section outlined in III. It should be noted that the
filling patterns provided in Table I are expressed in the
time convention. These have been subsequently trans-
lated to the more intuitive space convention, as presented
in Table III.

V. HIGHER ORDER DIPOLE MODES

The PERLE cavity is a 5-cell superconducting cavity
that operates at a fundamental mode frequency of 801.58
MHz. The dipole Higher Order Modes (HOMs) deemed
most critical for the PERLE bare cavity are itemized
in Table IV [13]. Dipole modes are known to introduce
transverse kicks to the beam, whereas monopole modes
are responsible for inducing energy jitter. However, the
influence of monopole modes is largely inconsequential,
owing to their markedly diminished amplitude relative
to the fundamental mode. Furthermore, any resultant
energy jitter can be effectively mitigated through other
compensatory methods. In light of the more significant
consequences of dipole modes, this paper will specifically
concentrate on evaluating their criticality and impact.

VI. CRITICAL HOMS QL SIMULATIONS

The impact filling pattern on the BBU hasn’t been
investigated previously and a code with filling pattern
capability hasn’t developed yet. Hence, we have devel-
oped a BBU code described in the Ref. [14]. The current
code is an extension of the single-cavity and single-mode
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TABLE II: Permissible Combinations of Timing and Filling Patterns in North and South Linacs.

[N, S] [N, S] [N, S] [N, S] [N, S] [N, S] [N, S] [N, S] [N, S] [N, S] [N, S] [N, S]
Pattern [51, 51] [53, 105] [57, 81] [59, 59] [75, 75] [77, 101] [81, 57] [83, 83] [99, 99] [101, 77] [105, 53] [107, 107]
Timing 1 [1, 5] [1, 3] [1, 5] [1, 1] [1, 3] [1, 1] [1, 5] [1, 3] [1, 5] [1, 1] [1, 3] [1, 1]
Timing 2 [2, 4] [2, 2] [2, 4] [2, 6] [2, 2] [2, 6] [2, 4] [2, 2] [2, 4] [2, 6] [2, 2] [2, 6]
Timing 3 [3, 3] [3, 1] [3, 3] [3, 5] [3, 1] [3, 5] [3, 3] [3, 1] [3, 3] [3, 5] [3, 1] [3, 5]
Timing 4 [4, 2] [4, 6] [4, 2] [4, 4] [4, 6] [4, 4] [4, 2] [4, 6] [4, 2] [4, 4] [4, 6] [4, 4]
Timing 5 [5, 1] [5, 5] [5, 1] [5, 3] [5, 5] [5, 3] [5, 1] [5, 5] [5, 1] [5, 3] [5, 5] [5, 3]
Timing 6 [6, 6] [6, 4] [6, 6] [6, 2] [6, 4] [6, 2] [6, 6] [6, 4] [6, 6] [6, 2] [6, 4] [6, 2]

TABLE III: Conversion between filling pattern
conventions.

time space pattern number in
convention convention space convention
[1 3 5 2 4 6] [1 4 2 5 3 6] 51
[1 3 5 2 6 4] [1 4 2 6 3 5] 53
[1 3 5 4 2 6] [1 5 2 4 3 6] 75
[1 3 5 4 6 2] [1 6 2 4 3 5] 99
[1 3 5 6 2 4] [1 5 2 6 3 4] 77
[1 3 5 6 4 2] [1 6 2 5 3 4] 101
[1 5 3 2 4 6] [1 4 3 5 2 6] 57
[1 5 3 2 6 4] [1 4 3 6 2 5] 60
[1 5 3 4 2 6] [1 5 3 4 2 6] 81
[1 5 3 4 6 2] [1 6 3 4 2 5] 105
[1 5 3 6 2 4] [1 5 3 6 2 4] 83
[1 5 3 6 4 2] [1 6 3 5 2 4] 107

TABLE IV: PERLE HOMs.

HOM mode frequency R/Qt

[GHz] [Ω]
1 TE111 π/5 0.9342 0.2341
2 TE111 2π/5 0.9597 0.0037
3 TE111 3π/5 0.9964 28.3557
4 TE111 4π/5 1.0365 61.0159
5 TE111 π 1.0768 12.3017
6 TM110 π 1.0965 0.9020
7 TM110 4π/5 1.1255 30.9362
8 TM110 3π/5 1.1471 37.1876
9 TM110 2π/5 1.1592 6.3241

10 TM110 π/5 1.1629 0.4378
11 TM111 π 1.4662 0.1575
12 TM111 4π/5 1.4839 5.5573
13 TM111 3π/5 1.4997 4.0800
14 TM111 2π/5 1.5012 16.8400
15 TM111 π/5 1.5532 9.8024

model described Ref. [9] to a multi-cavity and multi-mode
model. During the development process, the ERLBBU
algorithm in Refs. [15–17] was adapted, and extended by
adding filling pattern and timing dependence.

A. Simulation and analytical results

The first step of the BBU instability studies are to es-
timate the required critical quality factor QL of HOMs
to operate the PERLE at 0.12 Amps. The simulation
results for the 15 HOMs are given in Fig. 7. The black
dashed lines are the estimation by the analytical model,
while the colored lines are from simulation results by us-
ing different timing combinations given in Table II. The
maximum QL value for simulation is set to 1010, as this
is near the QL value of the fundamental mode, making
further simulation redundant.
Firstly, we see the analytical model and simulation ex-

hibit good agreement, as evidenced by the close proxim-
ity of the dashed black lines to the colored lines. How-
ever, unlike the analytical model, the simulation can cap-
ture the filling pattern and bunch timing dependence of
the BBU instability, resulting in a more accurate predic-
tion. Secondly, some modes are more sensitive to pattern
and filling combinations than others. Higher frequency
HOMs are less sensitive to the timing combinations than
the lower frequency HOMs. Lastly, both pattern and
timing combination can vary the QL by an order of mag-
nitude or more, which indicates they both are critical for
BBU instability suppression.

B. Pattern and timing dependence

Simulation results show HOM No. 3, 4, 7, 8, and 14
are the most critical modes. It can be seen the they are
pattern and timing dependent as shown in Fig. 5. In sub-
figure (a), which is timing combination 1, the HOM No. 4
is the critical model in most cases, while in timing combi-
nation 4 in sub-figure (b) other modes becomes critical.
This indicates that both filling patterns and timing com-
binations have a significant impact on BBU instability.

C. HOM voltage oscillation and BBU instability

The voltage in one cavity impacts voltage in other cav-
ities through bunch offsets x and henceforth beam load-
ing dVHOM. For example, the kick ∆x′

cav1 received by
the bunch in the first cavity can be given as
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FIG. 4: Simulation results for the 12 pattern and 6 timing combinations (tc).

∆x′
cav1 =

VHOM, cav1, im

Vbeam
(10)

where VHOM, cav1, im is the imaginary part of the HOM
voltage as the kick is from the magnetic field and Vbeam

is the beam voltage, pc/e. This kick adds an offset in the
second cavity

xcav2 = M11xcav1 +M12∆x′
cav1 (11)

with M11 and M12 being the elements transfer matrix be-
tween the first and second cavity. This would in turn im-
pact the beam loading in the second cavity dVHOM, cav2

which can be given by

dVHOM, cav2 =
(2πfHOM)2H

2c
qb

(
R

Q

)
H

xcav2 (12)

where ωHOM = 2πfHOM with fHOM being the HOM fre-

quency, qb is the bunch charge and
(

R
Q

)
H

is geomet-

ric shunt impedance of the HOM. Inserting Eq. 10 and
Eq. 11 in to Eq. 12 gives

dVHOM, cav2 =
ω2

HOM

2c qb

(
R
Q

)
H

[
M11xcav1 +M12

(
VHOM, cav1

Vbeam

)]
.

(13)

Eq. 13 clearly shows how the HOM voltage in the first
cavity can impact the second cavity.

All 8 cavities are interconnected through bunch offset.
The behavior of HOM voltages can be likened to a set
of interconnected balls, with the bunch offset acting as
a spring that transfers oscillation from one cavity to an-
other. As a result, there is a synchronization throughout
the system, which causes HOM voltages to exhibit simi-
lar fluctuations and trends, as demonstrated in Figure 6,
particularly in subfigures (a) and (b), where the cavities
share noticeable small voltage oscillations.

In Fig. 6, the HOM voltage behaviors in low-QL cases
shown in sub-figures (a) and (b) are different from those
of high-QL cases shown in (c) and (d). In low-QL, the
voltages are synchronized much faster indicating stronger
coupling between cavities. Even minor fluctuations are
commonly shared by all cavities. The high-QL cases
have more oscillations, longer synchronization and set-
tling time, and significant lagging in oscillations, which
indicates weaker coupling between cavities. In summary,
the QL is inversely proportional to the coupling between
cavities.

The coupling between cavities is proportional to beam
loading, and stronger beam loading leads to stronger cav-
ity coupling. The standard deviation of beam loading
(σdVHOM

) over 1 turn indicates the strength of beam load-
ing. Beam loading is stronger in QL = 1.2 × 105 com-
pared to QL = 3.6× 106, as seen in Figs. 7 and 8. With
stronger beam loading, oscillations propagate more eas-
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(a)

(b)

FIG. 5: Required QL scan results for 5 worst HOMs for
timing combination 1 (a) and 4 (b).

ily to other cavities, necessitating a lower QL for faster
HOM damping.

When the beam loading is strong, oscillations are more
easily propagated to other cavities, so the QL needs to
be lower so HOM can be dampened faster. It can be
seen in Fig. 8 that later cavities tend to have stronger
beam loading and cavity No. 8 has the highest. This
difference in beam loading causes the cavities to have
different final settling voltages. For example, cavity No. 8
always highest beam loading as shown in Fig. 8, which
caused it to have the highest settling voltage as shown
in Fig. 6. This indicates there is more HOM build-up in
later cavities that would require more damping and care
should be given to them.

The optimal patterns and timings can lower the beam
loading significantly, which can lower coupling between
cavities and hence reduce the propagation of HOM
through cavities. This can suppress BBU instability and
allow required QL to be higher (i.e. less HOM damping
is required).

(a)

(b)

(c)

(d)

FIG. 6: Cavity voltages of highest and lowest QLs of
HOM No.4.

VII. THRESHOLD CURRENT ESTIMATION

PERLE HOM (Higher Order Modes) couplers have
been designed by Barbagallo et al. [13] to mitigate un-
wanted modes while not affecting the fundamental one.
The loaded Q-factors (QL) of the HOMs were effectively
reduced below critical levels. Still, it remains essential to
ascertain the threshold current when all modes are oper-
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FIG. 7: σdVHOM of max and min QLs of HOM No. 4 as a function of time.

FIG. 8: σdVHOM of maximum and minimum QLs of
HOM No. 4 of 8 cavities.

ative simultaneously. We further enhanced our numeri-
cal model to estimate threshold current when all modes
are activated. Simulations were carried out with lowered
QLs. It’s notable that these couplers disrupted the trans-
verse symmetry, which means the QL and R/Q for the
vertical and horizontal modes are different. In the simu-
lations, a total of 30 modes are considered, half of which
are horizontal and the other half are vertical.

A. Simulations results

Simulations were conducted encompassing 12 pattern
and 6 timing combinations, the results of which are de-
picted in Fig. 9. The existing design of PERLE employs
pattern combination [51, 51] and timing combination

FIG. 9: Threshold current scan results with all modes
activated. Each curve represent different timing

combination (tc).

No.4, yielding a threshold current of 1.42 Amps. Impres-
sively, this value is nearly 12-fold greater than PERLE’s
operational current of 0.12 Amps.
The threshold current is found to be highly sensitive

to both the bunch pattern and the timing. By adjusting
the bunch timing alone, we have been able to achieve a
maximum threshold current of 6.13 Amps or, conversely,
a minimum of 0.83 Amps. Regardless of these variations,
it’s noteworthy that the threshold current remains signif-
icantly higher than the operational current of 0.12 Amps
in all scenarios. This outcome indicates that the HOM
couplers are effectively damping HOMs, thus ensuring
stable operation even at high threshold currents.
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(a)

(b)

FIG. 10: Threshold current results: (a) comparison of
activating all modes (blue) versus activating modes 18
and 20 (red) only; (b) comparison of activating modes
18 and 20 (red) versus activating a single mode 18

(black) and mode 20 (green).

B. Dominant modes

In our simulations, we observed the threshold currents
were mostly set by mode No. 18 or 20, which are both
vertical modes. To investigate which mode is the most
dominant mode, we also simulated the situation where
only a selected few modes are activated and the results
are given in Fig. 10 for 12 filling patterns and 6 bunch
timings. In the subfigure (a), the red curve indicates the
case where only modes 18 and 20 are activated and the
blue curve is when all 30 modes are activated. It shows
the threshold current is mostly dictated by the modes 18
and 20. The subfigure (b) shows mode 20 is slightly more
dominant than 18.

C. Frequency Jitters

The HOM spectrum of the manufactured cavities can
vary from the design. As can be seen from Eq. 1, the
threshold current is sensitive to the HOM frequency.
Slight changes in the frequency can vary the threshold
current significantly, as show in the Ref. [9]. Therefore,
relative RMS jitters of σfHOM

/fHOM = 0.001 were intro-
duced to the simulations assuming Gaussian distribution
for 3 different filling patterns and 3 timings and results
are given in the Fig. 11. The orange distributions indicate
the case where all the cavities have the same randomly
assigned frequency. The blue ones are when the 8 cav-
ities have different randomly assigned frequency. It can
be seen that (1) similar ranges of threshold currents (few
to more than 10 Amps) were observed between different
filling patterns and timings; (2) the threshold current is

significantly higher when cavities have different frequen-
cies; and (3) the lowest threshold currents predicted in
simulations are few Amps, which is an order higher than
the PERLE design requirement of 0.12 Amps.
It can be seen from Fig. 12 (a), when the cavities have

same HOM frequencies, they can form resonances and
oscillate together. This can amplify BBU and result in a
low threshold current. When HOM frequencies are differ-
ent as in sub-figure (b), the resonance is broken and the
threshold current increased by nearly an order of magni-
tude in this case.
We also varied the relative RMS jitters σfHOM

/fHOM

and no significant difference is observed. This is because
the threshold current is quasi-periodic over HOM fre-
quency [9], which can also be seen from the Eq. 1. As
PERLE revolution time is around 0.2 µs, the half period
of threshold is approximately 2.5 MHz. As the HOM fre-
quencies are on the order of GHz, relative RMS jitters of
0.001 would sufficiently cover the 1 threshold period.

VIII. THRESHOLD CURRENT ESTIMATED IN
ANALYTICAL MODEL AND BMAD

So far, we have only reported threshold current re-
sults from our in-house BBU tracking code. To cross-
check these results, we estimated threshold currents us-
ing both the analytical model and Bmad [44]. Similar
to our previous approach, we introduced relative RMS
jitters σfHOM

/fHOM = 0.001 into the analytical model,
described in Eq. 1. The resulted threshold currents are
shown in the Fig. 14. We observe that the minimum
threshold current is around 2 Amps, which is consistent
with earlier simulations. When the RMS jitters were var-
ied to σfHOM

/fHOM = 0.002 and 0.005, no significant
difference are observed in the threshold current distri-
butions, which is also similar to the results of the earlier
simulations. The distribution of the threshold currents is
different to of the simulations, this is due to the fact that
the analytical model is different from the simulations in
the analytical model doesn’t account for the phases of
bunches and interaction between cavities etc.
To perform BBU studies in Bmad, the original PERLE

2.0 lattice was converted from OptiMX to Bmad. Once
the lattices were converted, it was necessary to rematch
the beamlines, as the approximations made for cavity
edge focusing differ by a small amount. Once rematched,
the sections were concatenated together, and Bmad’s
multipass functionality was applied, whereby beamline
elements which are common to multiple passes of differ-
ent energies are identified as such, and the appropriate
calculations are performed to insure consistency between
the different energies in each common element. The op-
tics and energy recovery was checked in Bmad, and com-
pared against the original design code.
The threshold current results are given in the Fig. 15

for the baseline PERLE filling pattern combination [51,
51] and timing combination No.4. When the cavities
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FIG. 11: Simulation with varied filling patterns and bunch timings with jitters of σfHOM
/fHOM = 0.001. The orange

bins indicates the case when cavities have the same random HOM frequency, while blue indicates they have different
HOM frequencies.

had same HOM parameters, the threshold current was
at around lowest value of 2.1 A. When random jitters of
σfHOM

/fHOM = 0.001 introduced, the threshold current
increased. We can see the results are consistent with
the predictions of in-house tracking code and analytical
model.

IX. CONCLUSION

In this work, we explored all possible filling patterns
and bunch timing combinations for PERLE with its cur-
rent constraints. We built an 8-cavity PERLE BBU
tracking model and numerically estimated the damping
requirements for HOMs, finding strong agreement with
the analytical model. As the numerical model is more
sophisticated, it was able to incorporate the impacts of
filling patterns, bunch timings, and HOM frequency dif-
ference in cavities, providing deeper insights into the be-
havior of the 8-cavity ERL system.

In our simulations, we observed that when cavities
share same HOM frequencies, the become interconnected
through bunch offset and beam loading, which led to

the synchronization and propagation of HOM voltages
across the cavities. However, slight variation in HOM
frequencies (by σfHOM

/fHOM = 0.001) can disrupt this
synchronization, mitigate BBU instability, and increase
the threshold current to several Amps.

Our analysis indicates that bunch timings are as influ-
ential as filling patterns. By optimizing these elements,
we can diminish beam loading and interaction between
cavities, reducing the spread of HOM voltages between
cavities. This, in turn, helps control BBU instability and
raises the threshold current.

We used an analytical model and two BBU tracking
codes to estimate threshold current of PERLE at least
to be around 2 Amps. This is 17 times larger than the
required operation current of 0.12 Amp. The results show
frequency jitters of σfHOM/fHOM = 0.001 are sufficient to
increase the threshold current by an order of magnitude.

Among these factors, the bunch timing and filling pat-
tern can be adjusted by carefully designing the beamline
lattice. In contrast, the HOM frequency variations are
fixed once cavities are manufactured. Therefore, inte-
grating a mechanism to adjust bunch timing and filling
patterns to the multi-turn ERLs is crucial for managing
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(a)

(b)

FIG. 12: HOM voltages when the 8 cavities have same
(a) and different (b) HOM frequencies. In (a) cavities
are coupled and synchronized as they share same HOM
frequency. In (b), the coupling between cavities are
broken as they have different HOM frequencies.

FIG. 13: Threshold currents with different relative
RMS jitters.

FIG. 14: Threshold current obtained in analytical
model in Eq. 1 with jitters of σfHOM/fHOM = 0.001.

FIG. 15: Threshold currents obtained in Bmad with
jitters of σfHOM

/fHOM = 0.001.

BBU instability.
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