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Abstract: We revisit the Berenstein-Maldacena-Nastase (BMN) conjecture relating M-
theory on a PP-wave background and Matrix Quantum Mechanics (MQM) of N ×N ma-
trices. In particular, we study the BMN MQM at strong coupling and finite N and derive
an effective Hamiltonian that describes non-relativistic free particles in a harmonic trap.
The energy spectrum predicted by this Hamiltonian matches the supergravity excitation
spectrum around the PP-wave background, if we further assume the existence of bound
states. Our derivation is based on the strong coupling expansion of the wavefunction and
supersedes the naive path integral approach that can lead to incorrect results, as we demon-
strate in a simple toy model. We conclude with open questions about various regimes of
the theory when we vary the size of the matrices, the coupling and the temperature.
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1 Introduction and summary

The geometric nature of spacetime dynamics may just be an emergent approximate descrip-
tion of some systems with many strongly coupled degrees of freedom. This is suggested by
the holographic principle [1, 2] and realized in the examples provided by the AdS/CFT
correspondence [3–5]. We would like to study these examples to distill the basic mechanism
that leads to the emergence of a gravitational description of some quantum systems. In this
paper, we focus on Matrix Quantum Mechanics (MQM) to avoid difficulties associated with
continuum Quantum Field Theory. Our goal is to develop an intuitive picture of a quantum
system with finitely many degrees of freedom (d.o.f.) in the regime where it makes contact
with a gravitational description.

Matrix Quantum Mechanics: The system we choose to study is the model introduced
by Berenstein, Maldacena and Nastase (BMN) [6]. The Hamiltonian is (following the
conventions of [7]):

H =RTr

[
1

2

9∑
I=1

(P I)2 − 1

4ℓ6P
[XI , XJ ]2 − 1

2ℓ3P
Θ̂⊤γI [XI , Θ̂]

]
+ (1.1)

+
R

2
Tr

( µ

3R

)2 3∑
i=1

(Xi)2 +
( µ

6R

)2 9∑
p=4

(Xp)2 + i
µ

4R
Θ̂⊤γ123Θ̂ + i

2µ

3Rℓ3P
ϵijkX

iXjXk


where R, ℓP and 1/µ are parameters with dimensions of length. The matrices XI are
N × N hermitian matrices. The indices I, J ∈ {1, 2, . . . , 9} while i, j, k ∈ {1, 2, 3} and
p ∈ {4, 5, . . . 9}. The Majorana fermions Θα (with α ∈ {1, . . . , 16}) are also hermitian
N ×N matrices. The gamma matrices are 16× 16, real and symmetric and γ123 = γ1γ2γ3.
Setting µ = 0 one obtains the MQM of Banks, Fischler, Shenker and Susskind (BFSS) [8].

The BMN model is supersymmetric and has global symmetry SO(3)×SO(6)×SU(N),
as we review in section 3. We consider the ungauged model and treat SU(N) as a global
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symmetry. Of course the physical states of the gauged model are just the SU(N) singlets
of the ungauged model. The model only has two dimensionless parameters, namely N and
the coupling

g2 ≡ R3

ℓ6Pµ
3
. (1.2)

To see that we rescale XI →
√

R
µX

I = g1/3XIℓP . This leads to

H/µ = Tr

[
1

2

9∑
I=1

(P I)2 − g2

4
[XI , XJ ]2 − g

2
Θ̂⊤γI [XI , Θ̂]

]

+
1

2
Tr

 1

32

3∑
i=1

(Xi)2 +
1

62

9∑
p=4

(Xp)2 + i
1

4
Θ̂⊤γ123Θ̂ + i

2g

3
ϵijkX

iXjXk

 (1.3)

where now µ is the only dimensionful parameter. For any g, there are degenerate ground
states (with zero energy) labeled by integer partitions of N . These are easy to describe at
weak coupling as we review in section 3.

In this paper, we study the theory in the strong coupling limit g → ∞ at fixed N .
In this limit, the off-diagonal elements Xab and Θ̂ab for a ̸= b become fast oscillators with
frequency of order g(Xaa−Xbb). On the other hand, the diagonal elements remain slow with
frequency of order 1. In section 3, we use this fact to systematically derive the following
effective Hamiltonian for the slow d.o.f. after integrating out the fast d.o.f.,

Heff =
µ

2

N∑
a=1

 9∑
I=1

(pIa)
2 +

1

32

3∑
i=1

(ria)
2 +

1

62

9∑
p=4

(rpa)
2 +

i

4
θ⊤a γ

123θa

+ o(1/g) (1.4)

where rIa ∼ XI
aa and θa ∼ Θ̂aa. Therefore, we find 9N bosonic and 8N fermionic decoupled

harmonic oscillators at strong coupling. It is convenient to think about this as N non-
interacting particles in a 9 dimensional harmonic trap. Each particle has 28 = 256 internal
states described by the fermionic oscillators. This result itself is not new, see [9] for results
of the BMN model and [10–14] for similar results of the BFSS model.1 In fact, it can
be easily “derived” using a naive path integral approach where one integrates out the off-
diagonal variables in a quadratic approximation. However, we discovered that this naive
approach gives wrong effective Hamiltonians in other models that we discuss in section 2.
Therefore, to put Heff on a firm footing and make comparison with a gravity description, it
was important for us to properly derive (1.4). In addition, having such a systematic strong
coupling expansion is crucial for the analysis at the next order in 1/g, which will lead to
interactions between the slow d.o.f.2 and encode the gravitational interaction in the bulk.

1Aslo see [15–17] for results from using supersymmetry as constraints to determine the leading-order
effective BFSS Hamiltonian through the operator approach and subleading corrections through the effective
action approach (i.e. without fixing operator ordering). We thank David Berenstein for point out these
references to us.

2See [9] for the result in the naive path integral approach.

– 2 –



We plan to report the outcome of the analysis in the near future.
The effective Hamiltonian (1.4) only describes the states where all particles are well

separated in the trap, i.e.
∑9

I=1(r
I
a − rIb )

2 ∼ 1. In this regime there is only one ground
state. It is well-known that the BMN model has other degenerate ground states, which are
obtained by forming q bound states of kj particles so thatN =

∑q
j=1 kj . These bound states

and the excitations around them are difficult to study directly in the strong coupling regime
but they must have a state of zero energy and their size should scale like g−

1
3 .3 The bound

states act as new particles (also with 256 internal states) moving in the same harmonic trap.
Their mass is k times larger but they oscillate at the same frequency. Therefore they give
rise to the same energy spectrum as the original particles in the limit g → ∞. Nevertheless,
they are important to account for the correct degeneracy of each energy level. Exciting
other internal degrees of freedom of the bound states costs an energy of order µg

2
3 . It

would be interesting to confirm or disprove this scenario with a first-principle computation
in the BMN MQM.

Gravity Dual: Various conjectures propose different connections between the BMN model
and gravitational descriptions. Roughly speaking, there exist two distinct categories of the
conjectures. The first category focuses on the ’t Hooft limit (g2N fixed and N → ∞) and
can be viewed as variants of the gauge/gravity duality. The strong coupling regime in this
limit is conjectured to provide holographic descriptions of backreacted geometries (often
called Lin-Maldacena vacuum geometries) [18] and black holes [19] (at finite temperature).

The second category of the conjectures, which is the main focus of this paper, is similar
to the Matrix Theory conjecture [8] or its stronger version proposed by Susskind [20]. The
conjectures state that the BMN model at finite g2 provides a UV completion of M-theory
on the PP-wave background [21],

ds2 = −2dtdx− + dxidxi + dxpdxp −
(
µ2

32
xixi +

µ2

62
xpxp

)
dt2 (1.5)

F4 = µdt ∧ dx1 ∧ dx2 ∧ dx3

where i ∈ {1, 2, 3} and p ∈ {4, 5, . . . , 9} as before. In its weaker form, it relates the
N → ∞ limit of the BMN model4 to the uncompactified PP-wave background while, in
its stronger form, it postulates a relation between the BMN model at finite N and the
Discrete Lightcone Quantization (DLCQ) of M-theory on the PP-wave background. DLCQ
is implemented by compactifying the null direction x− ∼ x− + 2πR. This quantizes the
momentum −p− = N/R. The stronger form of the BMN conjecture is that the sector of
M-theory with −p− = N/R, is described by the Hamiltonian (1.1), in the SU(N) singlet
sector.5 The parameter ℓP is identified with the 11D Planck length.

3One may think of a bound state of k particles as a small deformation (due to the harmonic trap) of the
normalizable ground state of the BFSS model with k × k matrices.

4Note that this is different from the ’t Hooft limit, where g2N is fixed and N → ∞. Instead, here we
take N → ∞ with g2 fixed.

5It is not clear if there is an M-theory interpretation of the SU(N) non-singlet states of the MQM.
Perhaps they are heavy at strong coupling as suggested in [22] but we see no evidence of that in the regime
g → ∞ at finite N . See section 3 for more details.
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All these conjectures together make the BMN duality extremely rich. As we vary
the parameters N , g2 and dimensionless temperature T/µ, the BMN MQM is supposed
to describe gravitons, M2-branes, M5-branes, Lin-Maldacena geometries [18] and black
holes [19]. The main focus of this paper is the strong coupling limit g → ∞ of the BMN
model at finite N , which corresponds to ℓP → 0 in the gravitational description. In this
limit, it is natural to expect6 that the DLCQ of M-theory on the PP-wave background can
be approximated well by the DLCQ of the 11D supergravity. The wave operator on the
PP-wave background leads to the non-relativistic Schrodinger equation with an harmonic
potential,

∇2ϕ = 0 ⇒ i∂tψ = − R

2k

∂2

∂xI∂xI
ψ +

k

2R

(
µ2

32
xixi +

µ2

62
xpxp

)
ψ , (1.6)

where ϕ(x−, t, xI) = ψ(t, xI)e−i
k
R
x− carries k units of momentum along the compact direc-

tion x−. Notice that for k = 1 this is precisely the quadratic part of the Hamiltonian (1.1).
Different values of k change the width of the wave-functions but do not change the energy
spectrum.

The paper [23] computed the full spectrum of (linearized) 11D supergravity on the PP-
wave background (1.5). The energy of a single (super)graviton is given by the Hamiltonian
(1.4) for one particle (N = 1). The 256 states of the fermionic oscillator correspond to
the 256 states of the graviton multiplet in 11 dimensions. To obtain the generic state with
total momentum −p− = N

R , we can create q gravitons with momentum −p− = kj/R such
that N =

∑q
j=1 kj . This exactly reproduces the energy spectrum of the BMN model at

strong coupling, under some reasonable assumptions that we spell out in section 3.3. Notice
that to match the degeneracy, we must consider only singlets of SU(N), which acts as the
permutation group on the N particles in the harmonic trap. In other words, a graviton
with k units of momentum along x− corresponds to a bound state of k particles in the
BMN model at strong coupling.

This precise matching of the two descriptions at finite N and g → ∞ is encouraging,
and at the same time raises numerous interesting questions for the future:

• What happens when we decrease g and start to include interactions between gravi-
tons? Will the energy spectrum match in the two descriptions to all orders in the 1/g

expansion?7

• What happens when we consider large N so that gravitational backreaction cannot
be neglected? Maldacena and Lin constructed spacetime geometries that are dual to
the vacua of the BMN model [18]. Can we use the intuitive picture of particles in a
harmonic trap to understand these geometries as some form of collective state of N
interacting particles?

6Attentive readers may question the validity of 11D supergravity in the presence of a compact direction
with zero proper length. We will discuss this important issue in section 5.

7The (naive) computations of [9] suggest this works at the next order.
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• What happens at finite temperature? There is a regime described by a black hole
geometry [19]. Can we understand this regime from the point of view of particles in
the trap?

Structure of the paper: In section 2, we discuss the derivation of an effective Hamil-
tonian for slow variables in several toy models. We explain in detail why the naive path
integral approach fails. In section 3, after reviewing some basic properties of the BMN
model, we present our computation of its effective Hamiltonian at strong coupling. In sec-
tion 4, we perform a similar study of a related model known in the literature as the minimal
BMN model. This model is sufficiently simple that we can perform numerical tests of our
results using Hamiltonian truncation methods. We conclude in section 5 with a critical
assessment of the strong form of the BMN duality described above and the prospects for
future tests. In particular, we discuss the validity of DLCQ of supergravity.

2 Methodology and pedagogical toy models

In this section we illustrate the methodology to obtain the effective description of the BMN
model in the strong coupling limit. The main idea is that in the strong coupling limit
the system’s degrees of freedom separate into slow variables and fast variables. Since we
are interested in the dynamics in the low energy regime we can integrate out the fast
variables and obtain an effective description. We will discuss two commonly used methods
for achieving this goal, namely the effective action approach using the Lagrangian and the
Born-Oppenheimer approach using the Hamiltonian. We will apply the two approaches to
a toy model and compare the results with that from numerical study. This comparison is
useful for understanding the subtleties and validity of the two methods. We will see that
while seemingly much simpler than the Hamiltonian approach, the Lagrangian approach is
in fact quite subtle. The key observation is that there are fast modes in the naively slow
variables, and in the path integral approach we also need to integrate them out. The toy
model considered in this section will demonstrate this clearly. The results for the BMN
model will be given in Section 3.

Let us now consider the following toy model describing a single particle in two dimen-
sions

H =
1

2
p2x + V (x) +

1

2

[
p2y + g2ω2(x)y2 − gω(x)

]
, (2.1)

where V (x) is a generic g-independent potential for x and we shall assume that ω(x) > 0

for all x. We are interested in the limit g → ∞, where the potential in the y direction is
much steeper than that in the x direction. Therefore, we would (naively) treat x as the slow
variable and y as the fast variable which sees x as a constant. In the low energy regime,
we can derive an effective description of the system in which the y variable is put on its
ground state.

This toy model is constructed to mimic certain features of the BMN model: x is
analogous to the diagonal matrix elements whereas y is analogous to off-diagonal ones;
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the potential term −gω(x) which cancels the ground state energy of the y oscillator is to
simulate the effect of supersymmetry.8

2.1 The naive path integral approach

Let us first use the Lagrangian approach to find the effective action in the large g limit. The
idea is to use the path integral formulation of quantum mechanics and naïvely integrate
out the fast variables y. We then define the effective action as∫

DxDye−SE [x,y] ≡
∫

Dxe−SE,eff[x] , (2.2)

where the Wick rotated Euclidean action reads

SE [x, y] =
1

2

∫ β/2

−β/2
dτ y(τ)

(
−∂2τ + g2ω2(x)

)
y(τ) +

1

2

∫ β/2

−β/2
dτ
(
ẋ2 + 2V (x)− gω(x)

)
.

(2.3)

Since the Lagrangian is quadratic in y, its path integral is Gaussian and given by a functional
determinant. There are many ways to compute the determinant and we show a solution
using the Gelfand-Yaglom theorem in appendix A, assuming x(τ) is a slow varying function.
The main result is that this integration procedure yields

SE,eff[x] =

∫ β/2

−β/2
dτ

(
1

2
ẋ2 + V (x) +O(1/g)

)
, (2.4)

corresponding to the effective Hamiltonian

Heff =
1

2
p2x + V (x) +O(1/g) . (2.5)

While the result looks like what one might have expected, it is in fact incorrect as predicted
by the title of this subsection. What goes wrong is that we cannot treat x(τ) as a slow
varying function, in other words, x is not really a slow variable because it contains fast
modes.9 We will give the correct solution in Section 2.4.

2.2 The Hamiltonian approach

Next we switch to the Born-Oppenheimer approach explicitly using the Hamiltonian. Sim-
ilar methods were developed in the literature in order to study the asymptotic expansion
of the BFSS model [8] in large distance and low velocity, see e.g. [10, 14, 28–30] and also
[31, 32].

8One can easily come up with a supersymmetric toy model. One example is the supermembrane toy
model (having flat directions) discussed in [24] and studied numerically in [25]. The mass deformation
version (without flat directions) was studied in [26, 27]. However, for our purpose it is enough to study the
even simpler bosonic toy model (2.1).

9We thank Gabriel Cuomo for raising this point.
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The starting point is the Schrodinger equation and our goal is to find the effective
Hamiltonian acting on the reduced wavefunction which only depends on the slow variables

HΨ(x, y) = EΨ(x, y)
g→∞
=⇒ Heffψ(x) = Eψ(x) . (2.6)

Intuitively we expect the y variable to be on its ground state plus corrections suppressed
by g. By expanding the Schrodinger equation in large g and using the following ansatz for
the wavefunction

Ψ(x, y) = ψ(x) Ωx(y)
(
1 +

∑
m,n

g−mfmn(x)y
n
)
= Ψ(0)(x, y) + g−1Ψ(−1)(x, y) + . . . ,

where Ωx(y) denotes the fast-mode ground state, we can integrate out y by imposing the
coefficient in front of each ynΩx(y) term to vanish. The remaining y-independent part of
the Schrodinger equation becomes a differential equation solely for ψ(x), from which we
can extract the effective Hamiltonian. See Section 3.2.1 for a systematic explanation of the
strategy.

Let us now apply this idea to the toy model (2.1). Since the fast mode y has a harmonic
potential with frequency of O(g), it is convenient to rescale y → y/

√
g such that after

rescaling py, y = O(1), and the power counting of g in the Hamiltonian becomes manifest

H = g
1

2

(
p2y + ω(x)2y2 − ω(x)

)
+

1

2
p2x + V (x) = gH(1) +H(0) . (2.7)

Notice that H(1) is simply a harmonic oscillator in y, thus its ground state is a (normalised)
Gaussian wavefunction

Ωx(y) =

(
ω(x)

π

) 1
4

e−
1
2
ω(x)y2 ,

∫
dy|Ωx(y)|2 = 1 . (2.8)

Next we solve the Schrodinger equation order by order in g. Since we are interested in
the low energy regime with E = O(1), the Schrodinger equation at O(g) reads

gH(1)Ψ(0)(x, y) ≡ gH(1)ψ(x)Ωx(y) = 0 , (2.9)

and is automatically solved since the ground state energy of H(1) is zero. At O(1), it is
convenient to project the Schrodinger equation into the fast-mode ground state Ωx(y) [14]∫

dyΩx(y)H
(1)Ψ(−1)︸ ︷︷ ︸

=0

+

∫
dyΩx(y)H

(0)Ψ(0) = E

∫
dyΩx(y)Ψ

(0) = Eψ(x) ,
(2.10)

where the first term vanishes by construction. Therefore, the leading-order effective Hamil-
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tonian is

H
(0)
eff ψ(x) :=

∫
dyΩx(y)H

(0)Ψ(0) =

(
1

2
p2x + V (x) +

1

16

(
ω′(x)

ω(x)

)2
)
ψ(x) . (2.11)

Clearly this is different from the Lagrangian approach’s result (2.5). The extra term comes
from acting p2x on Ωx(y),10 which indicates that ω(x), or more generally the x variables,
cannot be treated as completely frozen. In other words, there are also fast modes in the x
variable. We will show how this changes the effective action computation in Section 2.4.

It is also instructive to compute subleading order corrections. For simplicity let us be
more specific and set11

V (x) =
1

2
(x2 − 1) , ω(x) =

√
1 + g2x2

g
, (2.13)

which after rescaling y → y/
√
g leads to the following Hamiltonian

H = gH(1) +H(0) + g−1H(−1) +O(1/g2) ,

H(1) =
1

2

(
p2y + x2y2 − |x|

)
, H(0) =

1

2

(
p2x + x2 − 1

)
, H(−1) =

y2

2
− 1

4|x|
.

(2.14)

The O(1) effective Hamiltonian can be obtained in exactly the same way as above. For the
next order we use the projected Schrodinger equation at O(g−1) to compute H(−1)

eff (recall∫
dyΩx(y)Ψ

(0) = ψ(x))∫
dyΩx(y)

(
H(0)Ψ(−1) +H(−1)Ψ(0) = E(0)Ψ(−1) + E(−1)Ψ(0)

)
⇒

H
(−1)
eff ψ(x) :=

∫
dy
(
Ωx(y)H

(0)Ψ(−1) +Ωx(y)H
(−1)Ψ(0) − E(0)Ωx(y)Ψ

(−1)
)
= E(−1)ψ(x) .

(2.15)

Here Ψ(−1) can be determined through solving the Schrodinger equation at the previous
order

H(1)Ψ(−1) = −H(0)Ψ(0) + E(0)Ψ(0) . (2.16)

10This extra term is related to adiabaticity of QM systems, see e.g. [33] for discussions.
11It was shown in [34, 35] that quantum mechanical systems whose potential has classically flat directions

do not necessarily have a continuous spectrum. The simplest example considered was H = 1
2
(p2x+p

2
y+x

2y2).
It can be viewed as two harmonic oscillators in x and y whose frequencies and zero-point energies depend
on each other, thus for finite energy neither x or y can be large and the classical flat direction is lifted
quantum mechanically. Our model (before rescaling of y) reads

H =
1

2

(
p2x + p2y + x2 + y2 + g2x2y2 − 1−

√
1 + g2x2

)
, (2.12)

and essentially it restores the flat direction in x by cancelling the ground state energy, thus allowing for the
separation of fast and slow variables when g|x| is large. Then we put everything in a harmonic potential
much weaker than the quartic potential for large g in order to retain a discrete spectrum.
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To this end we make the following ansatz

Ψ(−1)(x, y) = ψ(x)Ωx(y)

(
m̄∑
m=1

c(−1)
m (x)ym

)
+ χ(−1)(x)Ωx(y) , (2.17)

where m̄ is determined by the RHS of (2.16), the last term is in the kernel of H(1) and
χ(−1)(x) will be determined later. Plugging the ansatz into (2.16), and expanding near y =

0, we turn the differential equation into a polynomial equation of the form
∑

k dk(x)y
k = 0,

where dk(x) are functions of the coefficients c(−1)
m (x). Since this holds for any y, we simply

need to solve dk(x) = 0 for each k separately. This fixes all c(−1)
m (x) and hence Ψ(−1)(x, y)

up to χ(−1)(x). To determine χ(−1)(x), we impose the normalisation condition

⟨Ψ(0) + g−1Ψ(−1),Ψ(0) + g−1Ψ(−1)⟩x,y
!
= ⟨ψ,ψ⟩x +O(1/g2) , (2.18)

where the inner product on the LHS involves integral over both x and y while the RHS
only involves x. This gives

χ(−1)(x) =
16xψ′(x)− 5ψ(x)

128|x|3
, (2.19)

and hence completely fixes Ψ(−1)(x, y). Plugging the solution of Ψ(−1)(x, y) back into (2.15),
we obtain the following result

Heff =
1

2

(
p2x + x2 +

1

8x2
− 1

)
+

1

16g

(
px

−1

|x|3
px +

53

32|x|5

)
+O(1/g2) . (2.20)

Notice that at O(1/g), the ordering of the operators is unambiguously determined.

When fixing the normalisation using (2.18), there is a freedom from using integration
by part ∫

dx f(x) ∼
∫
dx (f(x) + ∂xg(x)) .

Using it to remove derivatives on ψ(x) from χ(−1)(x) gives

χ̃(−1)(x) =
11ψ(x)

128|x|3
, (2.21)

and the corresponding effective Hamiltonian reads

H̃eff =
1

2

(
p2x + x2 +

1

8x2
− 1

)
+

1

16g

(
px

3

|x|3
px +

2

|x|
− 339

32|x|5

)
+O(1/g2) . (2.22)

One may worry that there is a physical ambiguity for the subleading terms in the effective
Hamiltonian, but in fact the two effective Hamiltonian’s give the same spectrum up to
O(1/g2). To see this, consider the O(1/g) terms in the effective Hamiltonian as perturbation
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to H(0)
eff and their contributions to the energy spectrum is

δE =
1

g

∑
n

⟨n|H(−1)
eff |n⟩ , (2.23)

where |n⟩ are energy eigenstates of H(0)
eff . If the difference δHeff ≡ Heff−H̃eff can be written

as a commutator between H(0)
eff and another operator O then up to O(1/g2) the spectra are

the same

δE − δẼ = ⟨n|δH(−1)
eff |n⟩ = ⟨n|[H(0)

eff ,O]|n⟩ = E(0)
n ⟨n|O|n⟩ − ⟨n|O|n⟩E(0)

n = 0 , (2.24)

which is in fact one of the common constraints used in matrix quantum mechanics bootstrap
[36]. One can verify that this is indeed the case:

δHeff =
1

g

[
H

(0)
eff ,

[
p2x,

1

16|x|

]]
+O(1/g2) , (2.25)

or replace (16|x|)−1 by (16ω(x))−1 for the general potential. The fact that the two effective
Hamiltonian’s differ by a commutator can be understood as that they are related by an
infinitesimal unitary transformation:

H̃eff = U †HeffU , U = 1 +
1

g
ϵ , (2.26)

where the unitarity condition gives ϵ† = −ϵ. Up to O(1/g2) we get

H̃eff = H
(0)
eff +

1

g

(
H

(−1)
eff + [H

(0)
eff , ϵ]

)
+O(1/g2) . (2.27)

Therefore, the superficial ambiguity introduced by the freedom of using integration by part
is not physical.

Finally let us comment on the validity regime of (2.20). From the original toy model
Hamiltonian (2.12) we see that the oscillator frequencies for x and y are

ωx =
√

1 + g2y2 , ωy =
√

1 + g2x2 , (2.28)

and the typical scale of x and y are x ∼ ω
− 1

2
x , y ∼ ω

− 1
2

y . In the large g limit, when x = O(1)

we have 1 ∼ ωx ≪ ωy ∼ g and y ∼ g−1/2, so indeed there is a separation of scale. The
effective description breaks down when ωx ∼ ωy which leads to

x ∼ y ∼ (1 + g2x2)−
1
4 , (2.29)

from which we deduce

x ∼ y ∼ g−1/3 . (2.30)
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Therefore, the effective description no longer applies in the above regime.

2.2.1 The spectrum and the gluing of wavefunctions

In order to test the result (2.20) we will solve for its spectrum and compare with the
numerical results from solving the original Hamiltonian (see Section 2.3). For the leading
order effective Hamiltonian, the wavefunctions that decay at infinity (x→ ∞) are given by

ψE(x) = x
2+

√
6

4 e−x
2/2 U

(
2 +

√
6− 4E

8
,

√
6 + 4

4
, x2

)

∼
Γ
(
−

√
6
4

)
Γ
(
2−

√
6−4E
8

)x 2+
√
6

4 +
Γ
(√

6
4

)
Γ
(
2+

√
6−4E
8

)x 2−
√
6

4 , as x→ 0 ,

(2.31)

where U(a, b, z) is the Tricomi confluent hypergeometric function. To obtain the energy
spectrum we need another boundary condition at x = 0. However, for x ∼ g−1/3 the
derivation of the effective Hamiltonian breaks down and we need to return to the original
Hamiltonian. Fortunately, we only need very limited information about the original Hamil-
tonian. More precisely, we can introduce rescaled coordinates x = g−

1
3 x̃, y = g−

1
3 ỹ. This

leads to

H = g
2
3
1

2

(
p̃2x + p̃2y + x̃2ỹ2 − |x̃|

)
− 1

2
+O(g−

2
3 ) . (2.32)

Thus, we should look for solutions of
(
p̃2x + p̃2y + x̃2ỹ2 − |x̃|

)
Ψ = 0. This is a hard problem

but we only need to know the solution in the asymptotic region x̃→ ∞, which can be found
in a way similar to that for determining (2.20) and (2.31)

Ψ±(x̃, ỹ) → (x̃)
1
4 e−

1
2
x̃ỹ2
(
x̃

2+
√
6

4 + w±x̃
2−

√
6

4

)
, (2.33)

where the coefficient w± corresponds to even and odd wavefunctions under x̃→ −x̃.

Matching the two wavefunctions, we obtain

g
1√
6Γ

(√
6

4

)
Γ

(
2−

√
6− 4E

8

)
= w±Γ

(
−
√
6

4

)
Γ

(
2 +

√
6− 4E

8

)
(2.34)

which gives

E±
n =

2 +
√
6

4
+ 2n− g

− 1√
6

2(−1)nΓ
(
−

√
6
4

)
n!Γ

(√
6
4

)
Γ
(
−

√
6
4 − n

)w± + (subleading) , n = 0, 1, 2, . . .

(2.35)

This is the prediction for the energy spectrum of the theory as g → ∞.
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2.3 Numerical check

We will now solve the the Schrodinger equation of the toy model (2.1) with (2.13) numer-
ically to check the analytic predictions. Our strategy is simple. We discretize space on a
grid of M points to get a finite dimensional Hamiltonian written in position basis. Then we
diagonalize it to obtain the spectrum and wavefunctions. Because of the symmetry x→ −x
the spectrum splits into even (+) and odd (-) sectors, with eigenstates Ψ

(±)
n (x, y) having

energy E(±)
n . We define

ψ(±)
n (x) = sgnΨ(±)

n (x, 0)×
(∫

dy|Ψ(±)
n (x, y)|2

)1/2

. (2.36)

We then increase M such that the discretization becomes more and more fine grained and
compare the result with the predictions (2.31) and (2.35). This is shown in Figure 1 and 2.
Details on our implementation are given in appendix B.

Figure 1: (Left) First 10 eigenvalues with M = 100 grid points. The ground state energy
at g = 107 is E0(g = 107) = 1.10317..., which is to compare with the prediction E0(∞) =
1.11237... (dashed lines). (Right) Numerical wavefunctions at g = 107 for the n = 2 states
compared to the analytical prediction at g = ∞.

Clearly the numerical results agree with that from the Hamiltonian approach rather
than the naive path integral approach. We will now discuss the correct way to perform the
path integral and find the effective action.

2.4 The path integral approach done right

The path integral approach can be used but one has to carefully determine which variables
are to be integrated out. The puzzle raised in section 2.1 originates from treating x(τ) as a
slow varying function when we integrate out the variable y(τ). In order to solve this issue
it is convenient to split x(τ) = xs(τ) + xf (τ) where xs is slow and xf is fast. The precise
split is not very important but for concreteness we can define

xs(τ) =
∑
|n|≤Λ

ane
2πinτ/β , xf (τ) =

∑
|n|>Λ

ane
2πinτ/β , (2.37)
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Figure 2: Leading correction at large g for E0 and E1. The exponent is compatible with
the prediction in (2.35): δE(g) ∼ g−1/

√
6. Fitting the coefficient multiplying g gives the

Wilson coefficients w+ = 5.04± 0.05, w− = 0.135± 0.002.

where a−n = a∗n. The cutoff Λ should be chosen so that xs is much slower than the degree
of freedom y. This leads to the condition

q ≡ gω(xs)β

Λ
≫ 1. (2.38)

In practice, we will first take g → ∞ with fixed q and then take q → ∞ at the end.

We write the action as follows

SE = Skin
fast + Sint

fast + Sslow (2.39)

where

Skin
fast =

1

2

∫ β/2

−β/2
dτ
[
y(τ)

(
−∂2τ + g2ω2(xs)

)
y(τ) + ẋ2f

]
(2.40)

Sint
fast =

1

2

∫ β/2

−β/2
dτ
[
2g2ω(xs)ω

′(xs)xfy
2 + g2[ω′(xs)]

2x2fy
2 − gω′(xs)xf + . . .

]
(2.41)

Sslow =
1

2

∫ β/2

−β/2
dτ
(
ẋ2s + 2V (xs)− gω(xs)

)
. (2.42)

The first line contains the kinetic terms of the fast variables y and xf . The second line
contains the interactions between fast variables that can be treated perturbatively. The
last line contains the slow variable xs that we will not integrate out. We define the effective
action for the slow variable by (notice the difference compared to (2.2))

Seff [xs] ≡ − log

∫
DyDxf e−SE = Sslow − logZfast − log⟨e−Sint

fast⟩fast (2.43)
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where logZfast = −1
2 log (y1(β/2) + ẏ2(β/2)− 2) = −1

2

∫ β/2
−β/2 dτgω(xs(τ)) +O(1/g) can be

computed using Gelfand-Yaglom as explained in Appendix A.12 The last average is taken
using the propagators of the fast variables associated with Skin

fast that read

⟨xf (τ1)xf (τ2)⟩ =
∑
|n|>Λ

e2πin(τ1−τ2)/β
β

(2πn)2
. (2.44)

The propagator of y is more complicated but for nearby times we can use the formulas for
the harmonic oscillator

⟨y(τ1)y(τ2)⟩ ≈
1

2gω(xs(τ))
e−gω(xs(τ))|τ1−τ2|, (2.45)

where τ can be the average (τ1 + τ2)/2 or τ1 or τ2 because the slow field xs does not vary
in the time scale 1/(gω).

Armed with the propagators of the fast variables, we can proceed to compute ⟨e−Sint
fast⟩

through its expansion in cumulants

− log⟨e−Sint
fast⟩fast = ⟨Sint

fast⟩ −
1

2

(
⟨(Sint

fast)
2⟩ − ⟨Sint

fast⟩2
)
+ · · · = 1

16

∫ β/2

−β/2
dτ

[
ω′

ω

]2
+ . . .

(2.46)

where the last equality comes from the computation of ⟨Sint
fast⟩ and ⟨Sint

fast⟩2 shown in appendix
A. Putting everything together, we find

Seff =

∫ β/2

−β/2
dτ

(
1

2
ẋ2s + V (xs) +

1

16

[
ω′(xs)

ω(xs)

]2
+O(1/g)

)
, (2.47)

which precisely agrees with the hamiltonian computation!
The attentive reader will notice that Sint

fast contains more terms than the ones we wrote
in (2.41). Therefore, it is important to check that no other terms can contribute at leading
order g0. In order to address this issue, we notice that both fast variables scale as xf ∼ y ∼
1/

√
g ∼ 1/

√
Λ. This follows from their propagators. We can use this to quickly estimate

which terms in Sint
fast can contribute at leading order. Following this reasoning, we notice

two terms that can contribute at leading order

1

2

∫ β/2

−β/2
dτ

[
g2ω(xs)ω

′′(xs)x
2
fy

2 − 1

2
gω′′(xs)x

2
f

]
⊂ Sint

fast (2.48)

However, taking the average

1

4

∫ β/2

−β/2
dτgω′′(xs)⟨x2f ⟩

[
2gω(xs)⟨y2⟩ − 1

]
= 0 , (2.49)

we find zero.
12We neglect the contribution to logZfast from xf because it is independent of xs.
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One may also worry about contributions from higher order cumulants of Sint
fast. In this

case, it is useful to notice that the two-point function of y decays exponentially with a time
scale 1/(gω). Therefore, for each extra time integral (by taking powers of Sint

fast) one pays a
factor of 1/g. This suppresses all higher cumulants.

In principle, this method can be used to compute the effective action to subleading
orders in 1/g. However, even for this simple toy model this seems difficult, at least, with
the hard cutoff used in (2.37) to separate fast and slow modes of x. It would be interesting
to streamline this method so that it can be systematically implemented order by orders in
the 1/g expansion.

As we shall see in the next section, the careful strong coupling expansion of the BMN
model using the Hamiltonian approach agrees, at leading order, with the naive path integral
approach. Probably this is due to supersymmetry that leads to cancelations between the
contributions of the fast modes of the bosonic and fermionic slow variables. It is not clear
to us if the naive path integral approach remains valid at subleading orders.

3 BMN matrix quantum mechanics at strong coupling

3.1 Review

Let us first review some basics about the BMN model and set up the notation along the way.
The Hamiltonian (1.1) is given in terms of variables X that correspond to the transverse
coordinates x of the spacetime (1.5). The BMN model is supersymmetric and it has sixteen
dynamical13 real supercharges

Qα =
√
RTr

[
P IγIΘ̂− i

2ℓ3P

[
XI , XJ

]
γIJΘ̂− µ

3R
Xiγ123γiΘ̂ +

µ

6R
Xpγ123γpΘ̂

]
α

, (3.2)

which satisfy [37–40]

{Qα, Qβ} = 2δαβH − µ

3

(
γ123γij

)
αβ
M ij +

µ

6

(
γ123γpq

)
αβ
Mpq +

2R

ℓ3P
Tr(XIG)γIαβ . (3.3)

Above we have defined γIJ = 1
2 [γ

I , γJ ], the rotation generators

M IJ = Tr

(
XIP J −XJP I +

i

4
Θ̂⊤γIJΘ̂

)
, (3.4)

and the SU(N) generators

G = GATA , GA = fABC

(
XI
BP

I
C − i

2
Θ̂αBΘ̂αC

)
, A = 1, . . . , N2 − 1 , (3.5)

13The BMN model has another sixteen kinematical supercharges

qα =
1√
R

Tr Θ̂α , (3.1)

which only act in the U(1) sector of the BMN model. See [37, 38] for more details.
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where fABC are the SU(N) structure constants.
It is also useful to write the supersymmetry generators in the rescaled variables of (1.3),

Qα/
√
µ = Tr

[
P IγIΘ̂− i

2
g
[
XI , XJ

]
γIJΘ̂− 1

3
Xiγ123γiΘ̂ +

1

6
Xpγ123γpΘ̂

]
α

, (3.6)

satisfying

{Qα, Qβ} /µ = 2δαβH/µ− 1

3

(
γ123γij

)
αβ
M ij +

1

6

(
γ123γpq

)
αβ
Mpq + 2gTr(XIG)γIαβ .

(3.7)

The bosonic potential in the BMN model can be written as

VB/µ =
1

2
Tr

[(
1

3
Xi + igϵijkX

jXk

)2

− g2[Xi, Xp]2 − g2

2
[Xp, Xq]2 +

1

62
(Xp)2

]
. (3.8)

Because of the complete squares in the bosonic potential, the BMN model has classical
vacua [6, 7, 37]

Xi =
1

3g
J i , Xp = 0 , (i = 1, 2, 3; p = 4, 5, . . . 9) , (3.9)

where J i form a (not necessarily irreducible) representation of SU(2)

[J i, J j ] = iϵijkJ
k . (3.10)

For matrices of size N × N , each classical vacuum is labelled by an integer partition of
N because there are in total p(N) ways to realise the SU(2) algebra (including the trivial
representation).

The classical vacua remain degenerate quantum mechanically [18, 37, 38, 41]. At weak
coupling g → 0, one can study excitations on top of each individual vacuum. Above the
trivial vacuum XI = 0, the BMN model simply describes a collection of 9N2 bosonic and
8N2 fermionic harmonic oscillators. The spectrum is given by

E = µ

N∑
a,b=1

1
3

3∑
i=1

niab +
1

6

9∑
p=4

npab +
1

4

8∑
α=1

nαab

 (3.11)

where niab, n
p
ab, n

α
ab ≥ 0 are the occupation numbers of each oscillator. For the excitation

spectrum on top of vacua corresponding to non-trivial SU(2) representations, see [37].
At finite temperature and large N , the BMN model has a two-dimensional phase di-

agram parametrised by the dimensionless coupling g and dimensionless temperature T/µ,
see Figure 4. At weak coupling the BMN model has a Hagerdorn phase transition at
Tc(λ)/µ = 1/(12 log 3) + O(λ) where λ = g2N is the ‘t Hooft coupling [42]. At strong
‘t Hooft coupling, there is a Hawking-Page like phase transition in the dual gravitational
description with limλ→∞ Tc(λ)/µ ≈ 0.106, above which a black hole dominates the thermal
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ensemble [19]. At even stronger coupling, the Gregory-Laflamme instability [43] of 11D
black strings takes place at Tc(g)/µ ∼ g2/3N−2/9 [44].

3.2 Effective Hamiltonian at strong coupling

In the limit g → ∞, the potential term [XI , XJ ]2 suppresses non-commuting matrices. In
other words, the diagonal elements of XI are slow modes with frequency of order µ while
the off-diagonal elements are fast modes with frequency of order gµ. By integrating out the
fast modes we can derive an effective Hamiltonian for the slow modes. In the following we
will show how this is done by first giving a systematic exposition of the Born-Oppenheimer
approach illustrated in Section 2 and then applying it to the BMN model. The final result
is given by (1.4).

3.2.1 The general strategy

In the strong coupling limit the Hamiltonian, the supercharge, the wavefunction and the
energy can be expanded near g = ∞14

H = gH(1) + g1/2H(1/2) + · · ·

Qα = g1/2Q(1/2)
α +Q(0)

α + · · ·

|Ψ⟩ = |Ψ(0)⟩+ g−1/2|Ψ(−1/2)⟩+ · · ·

E = E(0) + g−1/2E(−1/2) + · · ·

(3.12)

The expansion of the energy above starts from O(1) because we are interested in this low
energy regime.

The main idea is then to solve the Schrodinger equation order by order in g. At the
leading order, the Hamiltonian H(1) only acts on the fast modes (collectively denoted as y)
and takes in the slow modes (collectively denoted as x) as fixed parameters. As we will see,
H(1) is entirely solvable and has zero ground state energy, so the leading order Schrodinger
equation is

O(g) : H(1)|Ψ(0)⟩ = 0 , (3.13)

which instructs us to put the fast modes on their ground states, denoted as |Ωx(y)⟩. The
equation is thus solved by

|Ψ(0)⟩ = |ψ(x)⟩|Ωx(y)⟩ , (3.14)

where |ψ(x)⟩ is the slow-mode or reduced wavefunction being completely unconstrained by
(3.13). As a result, the effective Hamiltonian vanishes at O(g), i.e.,

H
(1)
eff = 0 . (3.15)

14The expansion step is g1/2 for the BMN model but not necessarily for other models. Throughout this
section there are a few more occasions where the discussion is tailored for the BMN model case, but most
of the discussions should be adaptable to more generic models.
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At subleading order, it is convenient to define a projector P0 ≡ |Ω⟩⟨Ω| (we abbre-
viate |Ωx(y)⟩ by |Ω⟩) [14, 28]. The effective Hamiltonian (and similarly for the effective
supercharges) is defined through the projected Schrodinger equations

H
(1/2)
eff |ψ⟩ := ⟨Ω|H(1)︸ ︷︷ ︸

=0

|Ψ(−1/2)⟩+ ⟨Ω|H(1/2)|Ψ(0)⟩ = 0 ,

H
(0)
eff |ψ⟩ := ⟨Ω|H(1)︸ ︷︷ ︸

=0

|Ψ(−1)⟩+ ⟨Ω|H(1/2)|Ψ(−1/2)⟩+ ⟨Ω|H(0)|Ψ(0)⟩ = E(0)|ψ⟩ ,

...

(3.16)

where the first terms vanish because |Ω⟩ is the ground state with zero energy. These
equations need to be solved iteratively starting from the leading order. To find the effective
Hamiltonian at order g−n (n is not necessarily an integer) we have a two-step procedure:

1. Solve for |Ψ(−n− 1
2
)⟩ using the non-projected Schrodinger equation at order g−n+

1
2 ,

e.g., for n = 0

|Ψ(−1/2)⟩ = − 1

H(1)
H(1/2)|Ψ(0)⟩+ |χ(−1/2)(x)⟩|Ω⟩ . (3.17)

The second term above is in the kernel of H(1) and is fixed by the normalisation
condition15

⟨Ψ|Ψ⟩x,y = ⟨ψ|ψ⟩x , (3.18)

where the inner product on the LHS involves integral over both x and y while the
RHS only involves x.

2. Compute the effective Hamiltonian using the input from Step 1 as well as the projec-
tion by |Ω⟩, e.g., for n = 0

H
(0)
eff |ψ⟩ = ⟨Ω|H(1/2)|Ψ(−1/2)⟩+ ⟨Ω|H(0)|Ψ(0)⟩ . (3.19)

The second step involves straightforward computations although it gets tedious and tech-
nical at higher orders, whereas the first step requires more discussion. In principle, any
|Ψ(−n)⟩ can be solved (up to functions in the kernel of H(1)) by inverting the action of
H(1) on all the previous states and the only unknown is the slow mode wavefunction |ψ⟩.
In general, however, solving differential equations like (3.17) is non-trivial and analytic so-
lutions are not guaranteed a priori. Fortunately, all the leading order Hamiltonian H(1)

considered in this paper are (supersymmetric) harmonic oscillators, thus we can use a poly-
nomial ansatz for the y dependence of |Ψ(−n)⟩ which transforms the differential equations
like (3.17) into easily solvable algebraic equations. This is demonstrated with the toy model
in Section 2.2.

15Between the leading and the first subleading order, this is equivalent to imposing wavefunction orthog-
onality ⟨Ψ(−1/2)|Ψ(0)⟩+ ⟨Ψ(0)|Ψ(−1/2)⟩ = 0, but in general ⟨Ψ(0)|Ψ(−n)⟩+ ⟨Ψ(−n)|Ψ(0)⟩ ≠ 0 for n > 0.

– 18 –



For the BMN model with supersymmetry, we can adopt a hybrid procedure using both
H and Q to further simplify the computation, similar to the ideas used in [31] (also see
[45, 46]). Namely we will apply Step 1 with the Hamiltonian to solve for the states16 and
then in Step 2 we compute the effective supercharges Qeff instead of Heff because the former
requires solving for fewer |Ψ(n)⟩. Using the supersymmetry algebra, we can then compute
the effective Hamiltonian through the anti-commutator of the effective supercharges. In
general the Schrodinger equations to solve for BPS states in Step 1 are modified because
their energies take specific values. For example, the 1/2 BPS states of the BMN model
satisfy

Qα|Ψ 1
2
BPS⟩ = 0 (α = 1, . . . , 16) ⇒ 1

16

16∑
α=1

QαQα|Ψ 1
2
BPS⟩ = H|Ψ 1

2
BPS⟩ = 0 . (3.20)

However, up to O(g0) this hybrid procedure does not distinguish between generic states
and BPS states.

3.2.2 Application to the BMN model

Let us now apply the strategy explained above to the BMN model. We will set µ = 1 for
simplicity and restore it explicitly for the final result.

First recall that the BMN model has an SU(N) symmetry. We are mainly interested
in the SU(N) invariant states, so the extra step compared to the toy model case is to make
a change of variables to separate out the SU(N) invariant degrees of freedom. Following
[14] we rewrite the bosonic matrices as

XI = U−1

 N∑
a=1

rIaEa +

N∑
a̸=b

qIabTab

U , (3.21)

where Ea and Tab are N ×N matrices with all matrix elements being zero except (Ea)aa =
(Tab)ab = 1. The unitary matrix U parametrises the SU(N) rotation angles and is cho-
sen such that the off-diagonal elements qIab = (qIba)

∗ are complex numbers satisfying the
relation17

9∑
I=1

qIabr
I
ab = 0 a, b = 1, . . . , N, a ̸= b , (3.22)

where rIab ≡ rIa − rIb . In the new coordinates further overall SU(N) transformations only
act on U . Since the fast variables have a typical scale of order g−1/2, it is convenient to

16Inverting the action of Q(1/2) is more complicated because they change the fermionic excitations.
17This constraint guarantees that the fast mode excitations are orthogonal to those of the slow modes.

It leads to 9N diagonal variables to be identified with slow variables, 8N(N − 1) off-diagonal variables to
be identified with fast variables and the rest N(N − 1) variables in U . The remaining N − 1 free variables
in U parametrise a residual U(1)N−1 symmetry, which is generated by the Cartan subalgebra of SU(N).
The number 8N(N − 1) equals the total number of off-diagonal elements minus the number of constraints
in (3.22).
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define

qab ≡ g−1/2yab , (3.23)

such that yab = O(1). After the change of variables the integral measure becomes

∫ 9∏
I=1

∏
a,b=1,N

dXI
ab =

∫ N∏
a=1

d9r⃗a

∫
[dU ]

∫ ∏
a̸=b

d9y⃗ab
g4

δ(r̂ab · y⃗ab)
(
∆(r) +O

(
1
√
g

))

≡
∫ N∏

a=1

d9r⃗a

∫
[dU ]

∫
[dy] ,

(3.24)

where r̂Iab ≡ rIab/|rab| with |rab| ≡
√∑

I r
I
abr

I
ab, ∆(r) ≡

∏
a<b |rab|2 is the Vandermonde

determinant18,
∫
[dU ] is the integral over the SU(N)/U(1)N−1 group (which will always

factor out for SU(N) invariant quantities) and the δ function is included to impose the
constraint (3.22). Under the same transformation the fermionic matrices become

Θ̂α = U−1 ((θa)αEa + (Θab)αTab)U , (3.25)

with the anti-commutation relations

{(θa)α, (θb)β} = δabδαβ , {(Θab)α, (Θcd)β} = δadδbcδαβ . (3.26)

Note that the new fermions θ and Θ are SU(N) invariant but U -dependent. See Section
C.5 for details.

Using the above change of variables and expanding the BMN Hamiltonian (1.3) and
supercharges (3.6) in large g, we obtain the leading-order terms (see Appendix C for details)

gH(1) =
∑
a̸=b

(
−1

2
gΠIJab

∂

∂yIab

∂

∂yJba
+

1

2
g|rab|2yIabyIba +

1

2
grIabΘ

⊤
abγ

IΘba

)
, (3.27)

√
gQ

( 1
2
)

α =
∑
a̸=b

(
√
g(γIΘab)αΠ

IJ
ab

(
−i ∂

∂yJab

)
−√

girIaby
J
ab(γ

IJΘba)α

)
, (3.28)

where ΠIJab ≡ δIJ− r̂Iabr̂Jab is a projector imposing the orthogonality constraint (3.22). Notice
that here H(1) is again a set of supersymmetric harmonic oscillators acting only on the fast
variables. The ground state of H(1) is thus (with |ψ(r, θ)⟩ being unconstrained)

|Ψ(0)⟩ = |ψ(r, θ)⟩ |Ω⟩ , ⟨Ω|Ω⟩ = 1 , (3.29)

18There are subleading corrections to the r integral measure, but for the purpose of this section it is
enough to consider only the leading order.
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which satisfies

H(1)|Ω⟩ = Q
( 1
2
)

α |Ω⟩ = 0 . (3.30)

The explicit form of |Ω⟩ is given in (C.57).

Working out Q(0)
α (see (C.42)) and using the definition of effective supercharge (similar

to (3.16))

Q
(0)
eff,α|ψ(r, θ)⟩ := ⟨Ω|Q(0)

α |Ψ(0)⟩ , (3.31)

we find

Q
(0)
eff,α =

∑
a

[(
−i ∂
∂rIa

)
(γIθa)α − 1

3
ria(γ

123γiθa)α +
1

6
rpa(γ

123γpθa)α

]
. (3.32)

By comparing with (3.6) we see that Q(0)
eff,α is the diagonal supercharge with g = 0, hence

the corresponding effective Hamiltonian can be obtained straightforwardly{
Q

(0)
eff,α, Q

(0)
eff,β

}
= 2δαβH

(0)
eff − 1

3

(
γ123γij

)
αβ
M

(0),ij
eff +

1

6

(
γ123γpq

)
αβ
M

(0),pq
eff . (3.33)

with

H
(0)
eff =

N∑
a=1

(
−1

2

∂2

∂rIa∂r
I
a

+
1

2

1

32
(ria)

2 +
1

2

1

62
(rpa)

2 +
i

8
θ⊤a γ

123θa

)
, (3.34)

M
(0),IJ
eff =

N∑
a=1

[
rIa

(
−i ∂
∂rJa

)
− rJa

(
−i ∂
∂rIa

)
+
i

4
θ⊤a γ

IJθa

]
, (3.35)

which are nothing but the U(1)N part of (1.3) and (3.4). Using results given in Appendix
C we also computed H

(0)
eff directly through the Hamiltonian instead of the supercharges,

and we found the same effective Hamiltonian as above.

Finally, defining

bia :=

√
1

6

(
ria + 3∂ria

)
, bpa :=

√
1

12

(
rpa + 6∂rpa

)
,

Π± :=
1

2

(
1 ± iγ123

)
, (ca)α := (Π+θ)α ,

(3.36)
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and restoring µ explicitly, we get the main result19

H
(0)
eff =

N∑
a=1

µ
3

3∑
i=1

(bia)
†bia +

µ

6

9∑
p=4

(bpa)
†bpa +

µ

4

8∑
α=1

(ca)
†
α(ca)α

 . (3.38)

Therefore, to the leading order in the strong coupling limit the BMN model describes N
copies of decoupled supersymmetric harmonic oscillators.

3.2.3 Regime of validity

Let us comment on the validity of the effective Hamiltonian (3.38). Similar to the discussion
in Section 2.2, the Born-Oppenheimer approximation above breaks down when |rab| ∼
g−1/3. In this regime all the elements, diagonal and off-diagonal, in the bosonic matrix X
(without 1/√g rescaling) are of O(g−

1
3 ). Thus, in order to have a clear separation between

fast and slow modes, we need

Validity regime of BMN Heff : |Xaa −Xbb| ≫ g−1/3 . (3.39)

In terms of the original, dimensionful X matrix in (1.1), this means |Xaa −Xbb| ≫ ℓP .20

Now, when |rab| ∼ g−1/3, the BMN model has a different effective description. To see
this, we rescale X = g−

1
3 X̃, P = g

1
3 P̃ and obtain

H/µ =g
2
3 Tr

(
1

2

(
P̃ I
)2

− 1

4

[
X̃I , X̃J

]2
− 1

2
Θ̂⊤γI

[
X̃I , Θ̂

])
︸ ︷︷ ︸

HBFSS

+Tr

(
i

3
ϵijkX̃

iX̃jX̃k +
i

8
Θ̂⊤γ123Θ̂

)
+ g−

2
3 Tr

(
1

2

1

32

(
X̃i
)2

+
1

2

1

62

(
X̃p
)2)

.

(3.40)

This shows that the leading order term in this regime is simply the BFSS Hamiltonian.
This fact plays an important role when we discuss bound states in Section 3.3.1.

3.3 Comparison to supergravity predictions

The paper [23] computes the spectrum of (linearized) 11D supergravity on the plane wave
background (1.5). The energy of a single (super)graviton with a fixed momentum −p− =

19The (non-trivial) anti-commutation relations for the fermions in (3.36) are

{(ca)†α, (cb)β} = δabΠ
+
αβ , α, β = 1, . . . 16 ,

{(ca)†α′ , (cb)β′} =
1

2
δabδα′β′ , α′, β′ = 1, . . . 8 ,

(3.37)

where in the second line we restricted to the eight independent spinor components. A further rescaling
of (ca)α′ by 1/

√
2 leads back to standard anti-commutation relations. We slightly abuse notations for the

eight-component fermions in (3.38) and they should be understood in this sense.
20This is the same as the BFSS perturbation regime [44, 47] (for finite N) g2YM

(r/α′)3 ≪ 1 → r ≫ ℓP . We
thank Xi Yin for discussion on this point.
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k/R > 0 along the compactified null direction is given by

εk =
µ

3

3∑
i=1

ni +
µ

6

9∑
p=4

np +
µ

2
ε0 (3.41)

where ni, np are non-negative integers and ε0 is the vacuum energy which depends on the
particular (super)graviton mode:

ε0 0 1
2 1 3

2 2 5
2 3 7

2 4
d.o.f. 1 8 28 56 70 56 28 8 1

Integer values of ε0 correspond to bosons and half-integer values correspond to fermions.
Notice that, although we added a subscript k to distinguish gravitons with different light-
cone momenta, the energy spectrum does not depend on −p− = k/R.

The sector with N units of total momentum along x− consists of all possible combi-
nations of multi gravitons whose momenta add up to N : k1 + · · ·+ kq = N . Thus the full
spectrum of the linearized 11D supergravity is given by

EN = εk1 + · · ·+ εkq . (3.42)

Clearly, the number of gravitons obeys q ≤ N . The degeneracy of the multi-graviton states
is given by the usual Fock space rules for bosons and fermions.

The BMN Hamiltonian at strong coupling (g → ∞) and finite N should match this en-
ergy spectrum. Let us see how this works for N = 1. In this case, the effective Hamiltonian
(3.38) reduces to

H1 =
µ

3

3∑
i=1

(bi)†bi +
µ

6

9∑
p=4

(bp)†bp +
µ

4

8∑
α=1

c†αcα . (3.43)

This gives precisely the spectrum (3.41) with the correct degeneracy. This Hamiltonian
describes a particle with 256 internal states moving in an harmonic trap in R9. In addition,
the gravitons in the PP-wave background and the particles in the harmonic trap have
gaussian wavefunctions with the same width (if we use the X variables in (1.1)).

For N ≥ 2, the effective Hamiltonian (3.38) is simply N decoupled copies of H1. This
gives part of the SUGRA spectrum, namely the sector with EN = ε1(1) + · · · + ε1(N).
The degeneracy in this sector also matches on both sides; on the gravity side, the SN
permutation symmetry between the N particles is imposed at the quantum level while the
same symmetry arises as part of the SU(N) gauge symmetry (SN ⊂ SU(N)) on the MQM
side once the gauge singlet condition is imposed. Now, to obtain the rest of the spectrum,
we need to consider bound states on the MQM side. We will discuss this in more detail
shortly.

Once the gauge singlet condition is relaxed, we will also have SU(N) non-singlet states
on the MQM side. In [22], such states were argued to be highly energetic in the large N
limit and decouple from the low energy spectrum. By contrast, this does not seem to be
the case at finite N as will be discussed in Section 3.3.2.
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3.3.1 Bound states

The simplest way to match the supergravity spectrum is to postulate the existence of bound
states of several particles in the harmonic trap, which have the same energy spectrum as a
single particle. Then, the full Hilbert space can be decomposed into sectors with q(≤ N)

bound states, each of which consists of kj particles such that k1 + · · · + kq = N . Since
the interactions are very short-ranged at strong coupling, the particles that are not bound
together move freely and we reproduce the (linearized) supergravity result (3.42). A bound
state of k particles corresponds to a graviton with momentum p− = −k/R.

Notice that each particle and bound state of particles has 256 states (these 256 states
are the fermionic counterpart of the bosonic modes describing the c.o.m motion), one of
those being zero energy. Therefore, this scenario correctly predicts a vacuum degeneracy
given by integer partitions of N .

A bound state of k non-relativistic particles has a mass k times larger than a single
particle. This makes the width of the Gaussian wavefunction of the c.o.m. depend on k in
the same way as for graviton states with p− = −k/R.

What else can be said about these bound states? Consider the caseN = 2 for simplicity.
In this case, it is known that there are two degenerate ground states. In our effective
description, the first one corresponds to having two non-interacting particles in the ground
state of the harmonic trap. The second one should correspond to a tightly bound state with
the c.o.m in the ground state of the harmonic trap. To understand the nature of this bound
state, it is useful to recall that, when the particles are close to each other, the dynamics at
g → ∞ is governed by the BFSS Hamiltonian as discussed in Section 3.2.3. It is commonly
believed that the BFSS model has a single normalizable ground state, which can be thought
of as a threshold bound state of N particles (see [14, 48] for two recent references). We
thus conclude that the bound state of the BMN model is nothing but the normalizable
ground state of the BFSS model slightly deformed by the presence of the harmonic trap.
This predicts the size of the bound state to be of order g−

1
3 in the dimensionless variables

of (1.3) or, equivalently, of order ℓP in the original variables of (1.1). It also predicts an
energy gap for internal excitations of order µg2/3. This argument can be easily extended
to higher N : whenever k(≤ N) particles come close (|Xaa −Xbb| ∼ g−1/3), their dynamics
is approximated by the BFSS model of size k and they together form a bound state of size
g−1/3. Considering all the possibilities in which the particles form bound states, one can
reproduce the full spectrum of the 11D supergravity.

As we decrease the coupling, the bound state grows so that for g ∼ 1 it has the same size
as the harmonic trap. At this point there is no clear distinction between the two degenerate
ground states. If we further decrease the coupling and reaches g ≪ 1, the two degenerate
vacua have very different sizes. From (3.9), we see that the 2× 2 irreducible representation
of SU(2) leads to ⟨X2⟩ ∼ 1/g2 and the trivial representation leads to ⟨X2⟩ ∼ 1.

It would be very interesting to confirm (or disprove) these predictions for the BMN
MQM. Unfortunately, even the case N = 2 seems difficult to reach with current numerical
methods (like Hamiltonian truncation).
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3.3.2 Non-singlet states

There is no low energy state in supergravity that corresponds to SU(N) non-invariant
states of the BMN MQM. The authors of [22] proposed that the non-singlets states have high
energy at strong coupling. Their proposal seems consistent with recent Monte-Carlo studies
[49, 50]. Their arguments assumed large N but if we directly translate their conjecture to
our conventions, we find Enon-singlet ∼ µg2/3 for g → ∞. We see no evidence for such scaling
at finite N . In fact, if we derive the effective Hamiltonian at strong coupling allowing for
generic SU(N) charge, we find Enon-singlet ∼ µ.

At strong coupling, we find the following effective Hamiltonian (see Appendix C.5 for
the details):

Heff =− 1

2

∂2

∂rIa∂r
I
a

+
1

2

 1

32

3∑
i=1

(ria)
2 +

1

62

9∑
p=4

(rpa)
2

+
i

8
θTa γ123θa

+
1

2

∑
a̸=b

1

|rab|2

(
U
∂

∂U

)′

ab

(
U
∂

∂U

)′

ba

,

(3.44)

where the new term compared to the SU(N) singlet case is in the second line. The matrix
U is defined in (3.21) and the prime in the differential operator (U∂/∂U)′ indicates that
it only acts on the explicit U dependence of the reduced wavefunction |ψ(r, θ, U)⟩ while
treating θ as constant. For the case of N = 2, the new term is simply ∝ l(l + 1)/|r12|2

where l is the quantum number of the SU(2) representation.
One may speculate that integrating out the fast d.o.f. leads to the effective Hamiltonian

(3.44) plus a short range interaction between the particles that depends on the SU(N)

representation. Can this short range interaction lead to Enon-singlet ∼ µg2/3? We don’t
think so because we can consider states (not eigenstates) where the wave-functions of the
N particles do not overlap. Such states are not affected by the short range interactions and
their energy (expectation value of Heff) can be made of order µ.

It would be interesting to compute (numerically) the energy gap for non-singlet states
in the N = 2 BMN MQM. This may be accessible to the Monte-Carlo methods of [49, 50].

4 Hamiltonian truncation for the minimal BMN model

After obtaining the main result (3.38), ideally now we would like to test it numerically.
Unfortunately, the numerical method applied in section 2.3 for the toy model is not practical
to upscale to more particles moving in higher dimensions. The Hamiltonian truncation (or
Rayleigh-Ritz) method appears to be the more feasible approach.21 However, the BMN
model has a large number of matrices. Simply constructing the SU(2) invariant oscillator
basis states below a relatively low energy cutoff, say Λ/µ = 100, is already challenging.
Another option is the matrix quantum mechanics bootstrap [36], which for large N has
successfully put bounds on the energy spectrum and some expectation values in both simple

21For general discussion on Hamiltonian truncation see e.g. [51–53]. For application of Hamiltonian
truncation to matrix quantum mechanics problems see e.g. [25, 27].
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matrix quantum mechanics models [36] and the BFSS model [48] (see also [54–57] for
applications to other quantum mechanical systems).

It would be very interesting to develop the bootstrap techniques to extract the (low-
lying) spectrum of the BMN model. In this section, however, we instead use the Hamiltonian
truncation method to study a simpler version of the BMN model, the so-called minimal
BMN model22 [58, 60] for N = 2. The Hamiltonian of the minimal BMN model with
SU(N) symmetry reads23

H/µ = Tr

[
1

2
(P i)2 − g2

2
[X1, X2]2 − g√

2
Λ

[
X1 + iX2

√
2

,Λ

]
− g√

2
Λ†
[
X1 − iX2

√
2

,Λ†
]]

+Tr

[
1

2
(Xi)2 +

3

2
Λ†Λ

]
− (N2 − 1) ,

(4.3)

where Xi, P i are N × N hermitian and traceless matrices with i = 1, 2, Λ and Λ† are
traceless complex fermionic matrices. Note that the bosonic zero-point energy is subtracted
explicitly. In the rest of this section we set µ = 1.

Like the the BMN model, the minimal BMN model has one dimensionless coupling
constant g, and its harmonic potential removes the flat directions leading to a discrete
spectrum. The minimal BMN model also has similar though simpler symmetry structure:
SO(2) R-symmetry, SU(N) symmetry and N = 2 supersymmetry. Applying the method
in Section 3, one can find that at large g the minimal BMN model also becomes a collection
of supersymmetric harmonic oscillators to the leading order. It is for these reasons that we
consider the Hamiltonian truncation study of the minimal BMN model as a useful test of
the main result in Section 3. One notable distinction from the BMN model is that there is
no Myers term (proportional to ϵijkXiXjXk) [61] in the minimal BMN model, thus it does
not have degenerate vacua.

In the rest of this section we will reformulate the minimal BMN Hamiltonian in os-
cillator basis, explain the Hamiltonian truncation setup, present the numerical results and
compare them with explicit analytic predictions for N = 2.

22By dimensionally reducing N = 1 SYM in 6d, 4d, 3d and 2d one can obtain supersymmetric matrix
quantum mechanics models similar to the BFSS model with N = 8, 4, 2, 1 + 1 supersymmetry [58]. The
minimal BMN model is the supersymmetry-preserving mass deformation of the N = 2 matrix quantum
mechanics model which has two spatial dimensions before dimensional reduction. For numerical study of
mini-BMN and mini-BFSS model (N = 4) see [46, 59].

23To connect with the BMN Hamiltonian written in terms of (explicitly real) Majorana fermions (1.3)
one can use

Λ = (Θ̂α=1 + iΘ̂α=2)/
√
2 , γ1 = −σ3 , γ2 = σ1 , γ12 = −iσ2 , (4.1)

to write the Hamiltonian as

H/µ =Tr

[
1

2
(P i)2 − g2

4

[
Xi, Xj

]2
− g

2
Θ̂⊤γi

[
Xi, Θ̂

]
+

1

2
(Xi)2 − 3i

4
Θ̂⊤γ12Θ̂

]
− 1

4
(N2 − 1) , (4.2)

with i, j = 1, 2.
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4.1 Formulation in oscillator basis

For the purpose of Hamiltonian truncation it is convenient to use an oscillator basis. For
the bosons let us define

Z :=
1√
2

(
X1 − iX2

)
, Z̄ :=

1√
2

(
X1 + iX2

)
,

PZ :=
1√
2

(
P 1 + iP 2

)
, PZ̄ :=

1√
2

(
P 1 − iP 2

)
.

(4.4)

The corresponding creation and annihilation operators are

A† =
1√
2
(Z − iPZ̄) , B† =

1√
2

(
Z̄ − iPZ

)
, (4.5)

with the following commutation relations:

[Aij , A
†
kl] = δilδjk −

1

N
δijδkl , [Bij , B

†
kl] = δilδjk −

1

N
δijδkl . (4.6)

The fermions satisfy the anti-commutation relations:

{Λ†
ij ,Λkl} = δilδjk −

1

N
δijδkl . (4.7)

Now the Hamiltonian becomes

H = Tr

(
A†A+B†B +

3

2
Λ†Λ− g√

2
Λ[Z̄,Λ]− g√

2
Λ†[Z,Λ†] +

g2

2
[Z, Z̄]2

)
, (4.8)

and the SO(2) generator can be written as

M = Tr

(
A†A−B†B − 1

2
Λ†Λ

)
, (4.9)

which satisfies

[M,H] = 0 , [M,A†
ij ] = A†

ij , [M,B†
ij ] = −B†

ij , [M,Λ†
ij ] = −1

2
Λ†
ij . (4.10)

Therefore, A† and B† carry charge +1 and −1, respectively, and the fermions Λ† carry
charge −1/2.

The only complex supersymmetry generator is

Q = Tr
(
2iBΛ† + ig[Z, Z̄]Λ

)
, (4.11)

and the anti-commutation relation reads

{Q,Q†} = 2 (H −M) . (4.12)

The supercharge can be constructed from the real supercharges through Q = Qα=1+ iQα=2
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where Qα = Q†
α, and similarly for its hermitian conjugate. In addition, the supercharges

transforms under SO(2) rotations as

[
H,Q

]
=

1

2
Q+ igTr (ΛG) ,

[
H,Q†] = −1

2
Q† + igTr

(
Λ†G

)
,

[M,Q] =
1

2
Q , [M,Q†] = −1

2
Q† ,

(4.13)

where GA are the SU(N) generators

G = GATA , GA = fABC

(
Xi
BP

i
C − iΛBΛ

†
C

)
, A = 1, . . . , N2 − 1 . (4.14)

In the following we will set GA = 0 because we are only interested in SU(N) invariant
states. The BPS states are states annihilated by both supercharges, they satisfy

Q|ΨBPS⟩ = Q†|ΨBPS⟩ = (H −M) |ΨBPS⟩ = 0 . (4.15)

4.2 Hamiltonian truncation

4.2.1 Setup

Let us briefly state the idea of Hamiltonian truncation. For more details see, for example,
[51, 62]. Given a Hamiltonian H(g) depending on a parameter g, in general we can split the
full Hamiltonian into two parts H(g) = H0 +Hint(g), where H0 is exactly diagonalisable.
In our case, a simple choice is H0 ≡ H(g = 0). The full Hilbert space of the interacting
system can be then expanded in the eigenbasis of H0, denoted as {|i⟩} (in general the states
are labelled by the energy eigenvalue under H0 and other quantum numbers). One can then
define the Hamiltonian matrix H̃(g) as

H(g)|i⟩ =
∑
j

H̃j
i(g)|j⟩ . (4.16)

We will assume the set {|i⟩} is ordered with respect to its energy under H0. To perform
Hamiltonian truncation, we need to find all states with energy below a given cutoff Λ:
{|i⟩}n(Λ)i=1 , n(Λ) finite. Then, the matrix H̃(g)ji is square and its eigenvalues are real for any
g.24 In the limit Λ → ∞, the eigenvalues of H̃(g)ji converge towards those of H(g).

In the case of the minimal BMN model (as well as the BMN model with any N), at
g = 0 the Hamiltonian is a collection of harmonic oscillators

H0 = Tr

(
A†A+B†B +

3

2
Λ†Λ

)
. (4.18)

Note that this is different from the collection of harmonic oscillators at g → ∞ (3.38).
24Notice that H̃j

i is not hermitian in general. One can use the Gram matrix Gij to transform it to a
hermitian matrix [51]

H̃ij ≡ ⟨i|H|j⟩ = GikH̃
k
j , Gij ≡ ⟨i|j⟩ . (4.17)
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We will now focus on SU(2) invariant states and build up the basis {|i⟩}, which can
be constructed by acting multi-trace operators on the vacuum. The three basic matrix
operators are A†, B† and Λ† and the vacuum satisfy

Aij |0⟩ = Bij |0⟩ = Λij |0⟩ = 0 . (4.19)

The above oscillator basis is not optimal for the Hamiltonian truncation of the minimal
BMN model for g > 1. It is numerically more efficient to use a collection of oscillators
whose widths are variable as functions of g and tune them close to the typical widths of the
actual wavefunctions at the corresponding coupling. In this paper we choose the simplest
implementation of variable oscillator frequency. To this extent we redefine

H0,ω = Tr

(
ωA†

ωAω + ωB†
ωBω +

3

2
Λ†Λ

)
. (4.20)

where ω is a variable oscillator frequency that is optimized numerically for each g to mini-
mize the ground state energy. The creation and annihilation operators become

A†
ω =

√
ω

2

(
Z − i

ω
PZ̄

)
, B†

ω =

√
ω

2

(
Z̄ − i

ω
PZ

)
, (4.21)

and the supersymmetry generator

Q = Tr

(
i√
ω
((1 + ω)Bω + (1− ω)A†

ω)Λ
† + ig[Z, Z̄]Λ

)
. (4.22)

All commutation relations are essentially unchanged. H0,ω now depends on g but it is still
exactly diagonalisable. The interaction part becomes

Hint,ω = Tr

(
− 1− ω2

2ω
ZZ̄ − g√

2
Λ[Z̄,Λ]− g√

2
Λ†[Z,Λ†] +

g2

2
[Z, Z̄]2

)
+ (ω − 1)(N2 − 1) .

(4.23)

Of course, the full Hamiltonian as well as the supercharges are independent of ω. We will
use the oscillator basis built out of (Aω)

†
ij , (Bω)

†
ij ,Λ

†
ij which diagonalizes H0,ω. In principle,

one can adopt a series of different frequencies. For example, it would be interesting to use
different frequencies for the diagonal and the off-diagonal matrix elements and this should
improve the numerics especially at large g. For clarity and simplicity, the discussion in the
rest of this section assumes using the simplest oscillator basis from (4.18).

For finite N not all single-trace operators with arbitrary length are independent due
to trace relations. For example, for a single N ×N matrix M , Tr

(
MN+1

)
can be written

as a combination of products of shorter traces. The construction of independent SU(N)

invariant single-/multi-trace operators can be implemented using the so-called Hilbert series
(see e.g. [63–65] for reviews on this subject).25 The (multi-graded) Hilbert series for the

25We thank Brian Henning for helpful discussions related to the Hilbert series.
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SU(2) minimal BMN model is

h(a, b, f) =
1 + fa+ fb+ fab+ f3 + f2a+ f2b+ f2ab

(1− ab) (1− a2) (1− b2)
. (4.24)

Through the identification

a↔ A† , b↔ B† , f ↔ Λ† (4.25)

each term in the function h(a, b, f) can be identified with a single-/multi-trace operator
(see Table 1)26 and h(a, b, f) itself is interpreted as the generating function for all SU(2)

invariant single-/multi-trace operators. When expanded in small a, b, f , the numerical
coefficient in front of a generic term ambnf l dictates the number of independent invariant
states with the corresponding matrix content. Notice that each term in the denominator
can be freely generated to arbitrary powers, while the terms in the numerator can appear at
most once. This is consistent with the Bose and the Fermi statistics. The building blocks
are summarized in Table 1. In other words, any basis state can be written as

∑
{ni}

c{ni}

10∏
i=1

Tni
i |0⟩ (4.26)

with the restriction
∑7

i=1 ni ∈ {0, 1},27 and the c{ni} are numbers. Notice that each building
block in Table 1 is labelled by free oscillator energy Eg=0 and SO(2) charge M . Since
[H,M ] = 0 we will study sectors with definite M separately.

So far the procedure described is generic for Hamiltonian truncation. Additionally the
N = 2 minimal BMN model has a few more noteworthy properties by itself including the
N = 2 supersymmetry, which help simplify the numerics. We summarise the key points
here and relegate the details to Appendix D.

• The Hilbert space can be divided into four types of SO(2) charge sectors with

M = 2n, 2n+ 1/2, 2n+ 1, 2n+ 3/2, n ∈ Z .

The latter two types of sectors do not see the Yukawa interaction terms so the dynam-
ics is essentially governed by a purely bosonic Hamiltonian. This is because the states
in the M = 2n + 1 sectors always have the form T7T

n8
8 Tn9

9 Tn10
10 |0⟩ while the states

in the M = 2n + 3/2 sectors always have the form T3T
n8
8 Tn9

9 Tn10
10 |0⟩, and one can

26The identification is not unique. For example, there are three (non-zero) candidate operators to be
associated with the term f2ab

Tr(Λ†Λ†A†B†) , Tr(Λ†Λ†B†A†) , Tr(Λ†A†)Tr(Λ†B†) .

The fact that the term f2ab has coefficient 1 in the Hilbert series predicts that there is actually only
one independent trace operator (in the SU(2) case). This can indeed be shown using the Caley-Hamilton
relations (see e.g. [66]), or computing the rank of the Gram matrix built out of these three states.

27In Table 1 we make it manifest that T7 = T1T2 and the restriction here should be understood as
counting T7 as if it is independent of T1 and T2.
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Label Content Hilbert series term Eg=0 SO(2) charge

T1 Tr
(
Λ†A†) fa 5/2 1/2

T2 Tr
(
Λ†B†) fb 5/2 −3/2

T3 Tr
(
Λ†A†B†) fab 7/2 −1/2

T4 Tr
(
Λ†Λ†Λ†) f3 9/2 −3/2

T5 Tr
(
Λ†Λ†A†) f2a 4 0

T6 Tr
(
Λ†Λ†B†) f2b 4 −2

T7(= T1T2) Tr
(
Λ†A†)Tr (Λ†B†) f2ab 5 −1

T8 Tr
(
A†B†) ab 2 0

T9 Tr
(
A†A†) a2 2 2

T10 Tr
(
B†B†) b2 2 −2

Table 1: Building blocks for the basis states of N = 2 minimal BMN. In terms of the
oscillator basis (4.21), one simply replaces A† → A†

ω, B† → B†
ω and the numbers in the

fourth column should be understood as eigenvalues of H0,ω measured in units of ω.

verify explicitly that the Yukawa terms annihilate these states. The energy spectrum
in these sectors grows as g2/3 for large g and decouples from the energy regime we are
interested in. Therefore, we will not focus on these two types of sectors.

• For the remaining two types of sectors, there is one and only one BPS state in each
M = 2n sector if n ≥ 0 and no BPS state in the M = 2n + 1/2 sectors. This can
be easily verified at g = 0 by recalling the BPS condition (4.15) and using Table 1.
Since the BPS states are protected from the interactions the conclusion generalises to
any g.

• The N = 2 supersymmetry relates the states in the M = 2n+1/2 sectors with states
in M = 2n sectors through the action of the supercharge

|ΨE(>M),M(=2n)⟩
Q

⇄
Q†

|ΨE+1/2,M+1/2⟩ , (for any g) . (4.27)

Each pair of such states forms an N = 2 SUSY long multiplet, whereas the BPS
states are short multiplets (with only one state in each short multiplet). However,
supersymmetry also relates the M = 2n, 2n+1/2 sectors to the M = 2n+1, 2n+3/2

sectors, so within the former two types of sectors there are states that also decouple
in the large g limit. This leads to level crossing phenomena in the energy spectrum,
see Figure 3 and 5.

To sum up, we can mainly focus on the M = 2n sectors of the SU(2) minimal BMN model
for the Hamiltonian truncation.
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4.2.2 Numerical results

The main results of the Hamiltonian truncation are given in Figure 3 (also see Figure 5).
The energy cutoff is Λ/µ = 200. An extrapolation to infinite Λ/µ was made to bypass finite
cutoff effects.

In Figure 3 the left end of the spectrum can be understood from (perturbation away
from) free theory. More importantly, the right end agrees with prediction given in (4.37).
As g increases, the states on the left end get “diluted” towards the right end and the
degeneracy gets lifted. Notice that BPS states are present only in even positive charge
sectors. Unfortunately, given the available data for relatively small g we are unable to
extract 1/g correction to the spectrum (in Section 2.3 the maximal g for the toy model
is 107). Adopting a more optimised variable oscillator frequency as discussed previously
should improve the numerics and allow for obtaining results at higher g.

4.3 Analytic results for N = 2

Using the same method in Section 3 for the BMN model, we find that the minimal BMN
model (including the centre-of-mass d.o.f.) also becomes a collection of supersymmetric
harmonic oscillators in the strong coupling limit

H
(0)
eff =

N∑
a=1

(
−1

2

∂2

∂ria∂r
i
a

+
1

2
(ria)

2 +
i

4
θ⊤a γ

12θa

)
− N2

4
, (4.28)

where we have adopted the flat integration measure and subtracted the zero-point energy,
see (4.2).

In the following we set N = 2. In order to remove the centre-of-mass degrees of freedom
we define r⃗1 ≡

1√
2
(r⃗CM + r⃗)

r⃗2 ≡ 1√
2
(r⃗CM − r⃗)

,

θ1 =
1√
2
(θCM + θ)

θ2 =
1√
2
(θCM − θ)

. (4.29)

We further use polar coordinates and switch to complex fermions

r⃗ = r

(
cosα

sinα

)
, θ =

1√
2

(
λ+ λ†

−i(λ− λ†)

)
, θCM =

1√
2

(
λCM + λ†CM

−i(λCM − λ†CM)

)
. (4.30)

With these definitions the effective Hamiltonian can be split into relative motion and centre-
of-mass motion

H
(0)
eff = H

(0)
eff, rel +H

(0)
eff,CM (4.31)

H
(0)
eff, rel = − 1

2r
∂r (r∂r)−

1

2r2
∂2α +

1

2
r2 +

3

2
λ†λ− 3

2
, (4.32)

H
(0)
eff,CM = −1

2

(
∂

∂riCM

)2

+
1

2
(riCM)2 +

3

2
λ†CMλCM − 1 . (4.33)

– 32 –



10 20 30 40 50

3

5

2 4 6 8 10

3

5

7

9

11

13

15

2 4 6 8 10

4

6

8

10

12

14

16

10 20 30 40 50

4

6

10 20 30 40 50

2

4

M = 0

M = 2

M = − 2

E E

EE

E E

g

g

g g

g

g
2 4 6 8 10

2

4

6

8

10

12

14

Figure 3: The energy spectrum of the N = 2 minimal BMN model at various SO(2) charge
(M) sectors. The left column shows the first eight lowest energy levels with 0.2 ≤ g ≤ 10
(nine or ten levels are shown near g = 0 because of level crossing). The sampling step in g
is 0.01 for g ≤ 3 and 0.1 afterwards. The right column shows the first three lowest energy
levels with g extended up to 50. The energy cutoff of the oscillator basis is Λ = 200 and
the dots represent the results from extrapolation to infinite cutoff. The error bars which
are only visible for g ≳ 30 indicate the differences between Λ = 200 and extrapolation to
Λ = ∞. The thin straight lines indicate the analytic prediction at g → ∞ (4.37).
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To compare with the numerics let us focus on the relative motion part and drop the
“rel” subscript for simplicity. The SO(2) generator (4.9) now becomes

M = i∂α − 1

2
λ†λ− 1

2
, (4.34)

where the subtraction of 1/2 is to be consistent with the subtraction of the fermionic zero-
point energy from the Hamiltonian and it is crucial to give the correct final result. The
reduced wavefunction reads

|ψ±(r⃗)⟩ = ψ(r)e−imα|±⟩ , (4.35)

where |+⟩ denotes the single fermion created by acting λ† on the fermionic vacuum |−⟩.
For M = 2n + 1/2 sectors we use |ψ+(r⃗)⟩ because only fermions have half-integer SO(2)

charges and it has SO(2) charge M+ = m − 1; for M = 2n sectors we use |ψ−(r⃗)⟩ and it
has SO(2) charge M− = m− 1/2.

Finally the effective Hamiltonian in M = 2n and M = 2n + 1/2 sectors read, respec-
tively,

H
(0)
eff,M−

= − 1

2r
∂r (r∂r) +

(M− + 1/2)2

2r2
+

1

2
r2 − 3

2
(M− ∈ 2Z) ,

H
(0)
eff,M+

= − 1

2r
∂r (r∂r) +

(M+ + 1)2

2r2
+

1

2
r2 (M+ ∈ 2Z + 1/2) .

(4.36)

To the leading order, the energy eigenvalues are

EM− =

∣∣∣∣M− +
1

2

∣∣∣∣− 1

2
+ 2k− + (subleading) (M− ∈ 2Z) ,

EM+ = |M+ + 1|+ 1 + 2k+ + (subleading) (M+ ∈ 2Z + 1/2) ,

(4.37)

where k± = 0, 1, 2... denote the energy levels.

5 Discussion

In this paper, we have revisited the BMN model and studied its strong coupling limit at
finite N . This regime leads to an effective Hamiltonian where N particles move freely in an
harmonic trap, up to very short range interactions that lead to tightly bound states. If this
picture (described in detail in section 3.3) is correct, then the spectrum exactly matches
the spectrum of perturbative supergravity on the pp-wave background. The possibility of
having such a weakly-coupled gravitational description at finite N is surprising in view of
other examples of the AdS/CFT correspondence, where one needs to take the large N limit
to make gravity weakly-coupled. Our proposal is in line with the strong form of the Matrix
Theory conjecture by Susskind [2]. However, as compared to the AdS/CFT correspondence,
this conjecture is on less firm footing and it is therefore important to further examine its
validity. In this context, it is worth noting that the recent paper [67] found that the BFSS
MQM with finite N correctly reproduces the three graviton coupling.
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Figure 4: A sketch of the BMN phase diagram at large N . See Section 3.1 for exposition.

For the future, it is important to explore the BMN duality in different regimes (see
figure 4) and understand the relation between the regime studied in this paper and the
regime relevant for the standard AdS/CFT correspondence (i.e. the ’t Hooft limit):

• At finite N and g → ∞, it is urgent to confirm the bound state picture described in
section 3.3. This should be accessible to numerical methods, at least for N = 2. In
addition, it would be very instructive to clarify the fate of the non-singlet states in
this regime (see section 3.3).

• The asymptotic expansion in 1/g at finite N corresponds to the perturbative ex-
pansion in supergravity. In fact, does the perturbative expansion of supergravity in
DLCQ make sense? This is a crucial point so we discussed it below in detail. If the
supergravity expansion makes sense, does it match order by order with the strong
coupling expansion of MQM? If this is the case, it could be used to determine the
higher derivative corrections to supergravity in M-theory. Unfortunately, at the mo-
ment, these computations seem out of reach. Even the next correction to the effective
Hamiltonian (1.4) is very challenging to compute using the methods of this paper.
In addition, it is important to understand the boundary condition effects when two
particles come close to each other. These can be the leading effects as exemplified in
the toy model of section 2.

• At finite N and non-perturbatively in g, we could imagine a high energy scattering
experiment between particles in the trap. On the gravitational side, if the energy is
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high enough we would form a black hole. How can this be described by a quantum
system with finitely many d.o.f.?

• At large N and strong coupling, the backreaction of the gravitons on the PP-wave
background cannot be neglected.28 This gives rise to the geometries constructed
by Maldacena and Lin [18]. There is one such geometry for each vacuum of the
BMN model. On the MQM side, we expect the interaction between the particles in
the harmonic trap to become important in this regime. It would be fascinating to
understand how these interactions create a collective state of the particles that can
be described by the Lin–Maldacena geometries.29 Notice that these geometries have
a discrete spectrum of excitations that can be reliably computed within supergravity.
Can we derive this spectrum from MQM?

• For high enough temperature, the gravitational description is a black hole geometry
[19]. This black hole is similar to the asymptotically flat D0-brane black hole. The
main difference is that the harmonic trap reflects back Hawking radiation and allows
the black hole to be in thermodynamic equilibrium. Naively, increasing the tempera-
ture excites the off-diagonal modes and this generates an effective attraction between
the diagonal elements of the matrices. Can we develop an intuitive picture of the
black hole state for particles in the harmonic trap?

5.1 Validity of BMN duality at finite N

In this paper, we presented evidence that the BMN MQM at finite N and g2 → ∞ re-
produces the spectrum of DLCQ of 11D supergravity. Let us now discuss the validity and
potential subtleties of this claim.

Objections and counterarguments: One immediate objection one may have is that
11D supergravity description should break down in the presence of a circle with a zero proper
length and there should exist extra light degrees of freedom (such as wrapped branes) that
are not included in DLCQ of 11D supergravity. However, if this were the case, one would
already see them at the level of the spectrum at g2 → ∞. In this sense, our results by
themselves provide counterarguments to such objections. Another objection could be that
DLCQ of 11D supergravity may be ill-defined; for (nonsupersymmetric) QFTs, Hellerman

28More precisely, writing r̄ ≡ r
√
µ/R, the radial distance in units of the width of the gaussian ground

state wavefunction, the backreaction produces a type IIA 10D geometry whose curvature (in units of the
string length) and string coupling (dilaton) are small in the window

N1/7

g1/3
≪ r̄ ≪ N1/3

g1/3
. (5.1)

This gives a region where type IIA supergravity should be a good description. When r̄ is larger the curvature
becomes large and a good description should be in terms of type IIA string theory. When r̄ is smaller the
dilaton becomes large, and a good description is given by 11D supergravity by uplifting the IIA geometry.
For even smaller r̄ the physics depends on the vacua and there might not be any geometrical description in
general. These scalings can be derived from the asymptotic expansion of the Lin–Maldacena geometries.

29It is encouraging that the electrostatic equations governing the Lin–Maldacena geometries were already
derived from a localization analysis of the BMN MQM [68, 69].
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and Polchinski [70] demonstrated that individual Feynman diagrams diverge as one takes
the direction of the compactification to be lightlike. However, they also showed that such
divergences are often absent in supersymmetric QFTs. We can therefore hope that the same
is true for 11D supergravity.

That said, both of these counterarguments may seem rather superficial. Thus, below we
examine and summarize the status of this duality in more detail, with the hope of clarifying
some aspects.

Examining the status of the duality: Let us, for the moment, examine the validity
of the following (seemingly) stronger claim:

1. The BMN model at finiteN and finite g2 is dual to DLCQ of M-theory on the PP-wave
with N units of momenta.

This is basically the PP-wave analog of the stronger version of the BFSS conjecture proposed
by Susskind [20]. In the case of the BFSS model, supporting arguments for this claim were
given in [71] and [72] based on a careful double scaling limit of spatial compactification and
infinite boost. The same arguments can be applied to PP-wave backgrounds. However, one
issue with these arguments is that there is no obvious independent definition of DLCQ of M-
theory, making it difficult to test the claim as a duality between two different descriptions30.

For the BFSS model, one can make concrete progress by compactifying one spatial
direction and viewing it as the M-theory circle. This converts the BFSS duality into a dual-
ity31 between the so-called matrix string theory [73–75] and DLCQ of type IIA superstring
at finite gs32. One can then take the small gs limit in which both sides have well-defined
descriptions: the matrix string theory is believed to become a supersymmetric version of
symmetric product orbifold of R8 (deformed by irrelevant operators) while the other side
simply becomes DLCQ of perturbative IIA superstring. The explicit computation shows
that DLCQ of perturbative IIA superstring is well-defined (i.e. amplitudes do not diverge)
[76, 77] and reproduces the expectations from the matrix string theory [78]. In addition,
DLCQ of type IIA superstring theory is known to be T-dual to the so-called nonrelativistic
string theory [10, 79–82], which can be formulated directly in the conformal gauge without
taking any limits. This guarantees that standard rules of string perturbation theory ap-
ply33 and there is no pathology at the level of perturbation theory. Furthermore, there is
evidence that DLCQ is well-defined beyond perturbation theory [77]. All in all, there are
at least reasons to hope that DLCQ of IIA superstring in flat space is well-defined at finite
gs. One can then take the gs → ∞ limit and use it as a definition of DLCQ of M-theory in
flat space.

30In other words, in the absence of other definitions, the BFSS model defines DLCQ of M-theory rather
than being dual to it.

31For details, see the arguments given in [71, 72].
32The BFSS conjecture is recovered in the limit of gs → ∞.
33This is in contrast to the lightcone gauge, which is normally used to study DLCQ of type IIA superstring.

There one needs to introduce extra operator insertions [83] at the interaction vertices of strings in order to
retain Lorentz invariance, at every order in perturbation theory.
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For the BMN model, the same argument cannot be applied directly owing to the lack
of flat transverse directions, although it is not far-fetched to think that DLCQ is still well-
defined given that we are only modifying the structure of the transverse space. One possible
path forward is to define it as a limit of M-theory on AdS backgrounds that have holographic
duals (see e.g. [84, 85]). However details still need to be worked out.

Let us now come back to the conjecture discussed in this paper:

2. The BMN model at finite N and g2 → ∞ is dual to DLCQ of 11D supergravity on
the PP-wave with N units of momenta.

This may seem like a special case of the conjecture above. However, strictly speaking,
one cannot deduce the conjecture 2 from the conjecture 1 (even if it is correct). This is
because the usual relation between M-theory at ℓP → 0 and 11D supergravity is established
only when it is compactified on a manifold of size L ≫ ℓP . Here we do not have other
supporting arguments apart from the match of the spectrum that we observed in this
paper. Nevertheless, one can study a similar question in the type IIA limit. Namely, one
can ask the following:

Does the infinite tension limit of DLCQ of type IIA superstring coincide with DLCQ
of type IIA supergravity?

As far as we know, this question has not been fully addressed in the literature although it is
in principle tractable, in particular if one uses the T-dual description, namely nonrelativistic
string34.

Questions for the future: As summarized above, at the moment, no definite conclusion
can be made as to whether the BMN duality at finite N (and the stronger version of the
BFSS conjecture by Susskind) holds or not. However, there are a few concrete directions,
apart from computing the 1/g2 correction of the BMN model mentioned earlier, in which
one can hope to make progress and shed light on the status of the duality:

• Scrutinize the relation between matrix string theory and IIA superstring in the per-
turbative regime using the T-dual description, i.e. nonrelativistic string.

• Come up with a constructive definition of DLCQ of M-theory and IIA superstring on
the PP-wave background through a limit of AdS backgrounds with holographic duals.

• Study the infinite tension limit of DLCQ of IIA superstring and show that it coincides
with DLCQ of IIA supergravity.

Any progress in these directions is welcome as it could illuminate these important dualities.

34At the level of the spectrum, the infinite tension limit of DLCQ IIA superstring corresponds to a double-
scaling limit of α′ and the radius of compactification of nonrelativistic string, in which winding modes have
finite energy while momentum modes become infinitely heavy. In the DLCQ picture, this corresponds to
keeping all the Kaluza-Klein modes and discarding winding strings, and is consistent with DLCQ of IIA
supergravity.
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5.2 Beyond M-theory?

Can we use DLCQ in PP-wave backgrounds to construct UV completions for other grav-
itational theories? Notice that there is a PP-wave solution of Einstein-Maxwell theory in
four spacetime dimensions, i.e. the low-energy theory of the real world.35 One can cer-
tainly study the spectrum of photons and gravitons on top of this background. This will
again be a set of harmonic oscillators. However, it is unclear if we can study interactions
perturbatively in DLCQ since this theory is not supersymmetric (see discussion above).

Even if we focus on 11D supergravity on the PP-wave background (1.5), can we define
other quantum mechanical systems that are also UV completions? For example, do we
really need the off-diagonal d.o.f. of MQM? It seems that we just a need a quantum system
where the diagonal d.o.f. have the appropriate interactions when g → ∞. What are the
minimal ingredients needed for the emergence of a gravitational description?

5.3 PP-waves for UV complete QFTs

It would also be interesting to explore whether one can use DLCQ of PP-waves to study
non-perturbative properties of higher-dimensional QFTs.

DLCQ of QFTs in flat space has been studied extensively for theories in 1+1 dimensions.
In particular, this was successfully applied to two-dimensional QCDs and the nonperturba-
tive spectrum has been computed through the numerical diagonalization of the lightcone
Hamiltonian (see e.g. [86, 87]). However one cannot simply extend this approach to higher
dimensions because of the existence of non-compact flat transverse directions. One idea
which potentially overcomes this problem is to replace DLCQ of flat space with DLCQ of
the PP-wave background.

In this context, the general goal is to study Renormalization Group (RG) flows that
start in a UV CFT deformed by relevant operators. The first step in this direction would be
to analyze in detail the properties of DLCQ of CFTs in the PP-wave background. As dis-
cussed in [85, 88, 89], the Weyl transformation maps uncompactified PP-wave backgrounds
to flat Minkowski space and DLCQ of PP-waves (in even spacetime dimensions) to a limit
of Rt × Sd−1/ZL; also known as lens spaces36. Understanding the details of the map and
using it to study general CFTs on PP-waves is an important future direction.

Note that the problems pointed out by Hellerman and Polchinski on the DLCQ limit
of individual perturbative Feynman diagrams in non-supersymmetric QFTs do not neces-
sarily preclude the existence of DLCQ at the non-perturbative level, as already mentioned
in their paper [70]. To some extent, this problem is reminiscent of “infrared divergence” in
interacting massless scalar fields in de Sitter. Also there, individual diagrams are logarith-
mically divergent at late time due to strongly-coupled long wave-length modes, invalidating

35This can be obtained starting from an extremal Reissner-Nordström black hole, taking the near-horizon
limit, which is AdS2 × S2 and then taking a Penrose limit near a null geodesic going around an equator of
the S2.

36Rt× (lens space) is one of a few examples of homogeneous (locally) conformally flat manifolds [90]
(other examples include S1 × Rd−1, RP d and Euclidean AdS). As the conformal group acts transitively
on such manifolds, the spacetime dependence of one-point functions of local operators is fully fixed by the
symmetry (i.e. no conformal cross ratios). Thus studying CFTs on such manifolds is potentially interesting
on its own. We thank Nadav Drukker for pointing this out.
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the application of naïve perturbation theory. Fortunately, a resolution is known in that
context; there exists an improved perturbation theory based on the stochastic approach
[91–93], which treats short modes perturbatively while solving the dynamics of long modes
at the non-perturbative level37. In the light of recent developments on QFTs in de Sitter, it
might be interesting to revisit the issue of the DLCQ limit of field theory. See also [94, 95]
for recent discussions on non-perturbative treatment of zero modes.
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A Calculational details for the path integral approach

In this appendix we explain how to compute the effective Hamiltonian for the toy model
(2.1) using the path integral formalism.

A.1 The Gelfand Yaglom method

The idea is to use the path integral formulation of quantum mechanics and naïvely perform
the Gaussian integration over the fast variables y. In practice it is convenient to put the
system at temperature 1/β and compute its partition function given by the Euclidean path
integral over periodic paths of period β.

Z(β) =

∫
DxDye−SE [x,y] ≡

∫
Dxe−SE,eff[x], (A.1)

where the second equality essentially defines what we mean by the effective action. The
main advantage of the Euclidean formalism is that the Gaussian integral over y is given by
a functional determinant that can be computed with the Gelfand-Yaglom theorem

det
(
−∂2τ +W (τ)

)
= y1(β/2) + ẏ2(β/2)− 2, (A.2)

where

ÿ1,2(τ) =W (τ)y1,2(τ),

(
y1 y2
ẏ1 ẏ2

)
(−β/2) =

(
1 0

0 1

)
, (A.3)

37In spirit, this is somewhat similar to what have been attempted in the literature on DLCQ of QCD, in
which one first solves a classical non-linear equation of motion of zero modes, plug the solution back into
the Lagrangian and perform perturbation theory, although the regime of validity of this approximation is
not clear.
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i.e. y1 and y2 solve the Euclidean classical equations of motion with appropriate boundary
conditions. We will use this approach for the model (2.1) for which the Euclidean action
reads

SE [x, y] =
1

2

∫ β/2

−β/2
dτy(τ)

(
−∂2τ + g2ω2(x)

)
y(τ) +

1

2

∫ β/2

−β/2
dτ
(
ẋ2 + 2V (x)− gω(x)

)
,

(A.4)
which identifies the potentialW (τ) = g2ω2(x(τ)). Therefore using Gelfand-Yaglom theorem
we get

SE,eff =
1

2

∫ β/2

−β/2
dτ
(
ẋ2 + 2V (x)− gω(x)

)
+

1

2
log (y1(β/2) + ẏ2(β/2)− 2) . (A.5)

To evaluate the second term we need the solution of ÿ(τ) = g2ω2(x(τ))y(τ) which
cannot be written for generic paths x(τ). However we can use a WKB-like approximation
(thinking of g as 1/ℏ) to solve it perturbatively. The idea is to change variables

y = eS =⇒ ÿ

y
= S̈ + Ṡ2 = g2ω2(x), (A.6)

and solve the equations of motion perturbatively in g. To solve (A.6) the next step is to
ansatz a perturbative expansion for S(τ). The simplest possibility is

S(τ) = gS(1)(τ) + S(0)(τ) +
1

g
S(−1)(τ) +O(1/g2). (A.7)

Collecting powers of g in the equation of motion we get

(Ṡ(1))2 = ω2(x), 2Ṡ(0)Ṡ(1) + S̈(1) = 0, S̈(0) + (Ṡ(0))2 + 2Ṡ(−1)Ṡ(1) = 0. (A.8)

Each order is a first order ODE if we use the solution given by the previous order, therefore
we can write the result in a closed form. It reads

S(1) = ±
∫ τ

−β/2
dτ ′ω(x(τ ′)), S(0) = −1

2

∫ τ

−β/2
dτ ′

S̈(1)(τ ′)

Ṡ(1)(τ ′)
,

S(−1) = −1

2

∫ τ

−β/2
dτ ′

S̈(0)(τ ′) + (Ṡ(0))2(τ ′)

Ṡ(1)(τ ′)
.

(A.9)

Defining S(1) to be the solution above with the "+" sign, the two independent general
solutions to the equations of motion can therefore be written

y(+)(τ) ≈ e
gS(1)+S(0)+ 1

g
S(−1)

, y(−)(τ) ≈ e
−gS(1)+S(0)− 1

g
S(−1)

, (A.10)

where the second solution follows from the first with the replacement S(1) → −S(1). We
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can therefore write

y1 = a1y(+) + a2y(−), y2 = b1y(+) + b2y(−), (A.11)

where a1, a2, b1, b2 are completely fixed by the initial conditions. Namely,

a1 =
1

2
+
ω′(x(−β/2))ẋ(−β/2)

4gω(x(−β/2))2
+O(1/g2), a2 =

1

2
− ω′(x(−β/2))ẋ(−β/2)

4gω(x(−β/2))2
+O(1/g2),

b1 =
1

2gω(x(−β/2))
+O(1/g2) = −b2 .

(A.12)

We can then compute

log (y1(β/2) + ẏ2(β/2)− 2) =

∫ β/2

−β/2
dτ

[
gω(x)− 1

2

ω′(x)

ω(x)
ẋ+

1

8g

(
ω′(x)2ẋ2

ω(x)3

)]
+O(1/g2).

(A.13)

The second term is a total derivative giving

log
ω(x(β/2))

ω(x(−β/2))
= 0 . (A.14)

that vanishes because the Euclidean path integral is over paths with periodic boundary
conditions. Expanding in 1/g the final result is

SE,eff =

∫ β/2

−β/2
dτ

[
1

2
ẋ2 + V (x) +

1

16g

(
ω′(x)2ẋ2

ω(x)3

)
+O(1/g2)

]
. (A.15)

Wick rotating to real time and performing the Legendre transform the effective Hamiltonian
is

Heff =
1

2
p2x + V (x)− 1

16g

(
ω′(x)2p2x
ω(x)3

)
. (A.16)

Note that the ordering of the last term can not be computed with this approach and was
chosen arbitrarily. Plugging in (2.13) we get

Heff =
1

2

(
p2x + x2 − 1

)
− 1

16g

p2x
x3
, (A.17)

which is different from (2.20) at both O(1) and O(1/g). In addition, it is not clear how the
operators should be ordered.
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A.2 Fast and slow modes

Here we give details for the (correct!) calculation of the effective action using the path
integral approach. First the propagators of the fast variables are computed as

⟨xf (τ1)xf (τ2)⟩ =
∑
|n|>Λ

∑
|m|>Λ

e2πi/β(nτ1+mτ2)⟨anam⟩

=
∑
|n|>Λ

∑
|m|>Λ

e2πi/β(nτ1+mτ2)δn+m
β

(2πn)2

=
∑
|n|>Λ

e2πin(τ1−τ2)/β
β

(2πn)2
.

(A.18)

In particular,

⟨[xf (τ)]2⟩ =
∑
|n|>Λ

β

(2πn)2
= 2

∫ ∞

Λ
dn

β

(2πn)2
+O(1/Λ2) =

β

2π2Λ
+O(1/Λ2). (A.19)

The propagators of the y variables were given in (2.45). We then need to compute the
terms ⟨Sint

fast⟩ and ⟨Sint
fast⟩2 appearing in the expansion in cumulants. We have

⟨Sint
fast⟩ =

1

2

∫ β/2

−β/2
dτ
[
g2[ω′(xs)]

2⟨x2fy2⟩+ . . .
]

=

∫ β/2

−β/2
dτ

[
q

8π2

(
ω′(xs)

ω(xs)

)2

+ . . .

] (A.20)

Notice that this is a large correction because q ≫ 1. Then, defining ỹ = y/
√
gω(xs), we

can write

Sint
fast =

1

2

∫ β/2

−β/2
dτgω′

[
(2ỹ2 − 1)xf +

ω′

ω
ỹ2x2f + . . .

]
. (A.21)

Hence we compute

⟨(Sint
fast)

2⟩ = 1

4

∫ β/2

−β/2
dτ1dτ2(gω

′)1(gω
′)2〈[

(2ỹ2 − 1)xf +
ω′

ω
ỹ2x2f + . . .

]
1

[
(2ỹ2 − 1)xf +

ω′

ω
ỹ2x2f + . . .

]
2

〉
=

1

4

∫ β/2

−β/2
dτ1dτ2(gω

′)1(gω
′)2[〈[

(2ỹ2 − 1)xf
]
1

[
(2ỹ2 − 1)xf

]
2

〉
+

〈[
ω′

ω
ỹ2x2f

]
1

[
ω′

ω
ỹ2x2f

]
2

〉
+ . . .

]
,

(A.22)
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where [f ]i ≡ f(τi). Defining the new variable u = gω(xs)(τ1 − τ2) we get

⟨(Sint
fast)

2⟩ = ⟨Sint
fast⟩2 +

1

4

∫ β/2

−β/2
dτ

[
ω′

ω

]2
gω∫

due−2|u|

[
2⟨xf (0)xf (u/(gω))⟩+

1

2
⟨x2f (0)x2f (u/(gω))⟩

[
ω′

ω

]2
+ . . .

]
.

(A.23)

The xf propagators are evaluated as

⟨xf (0)xf (u/(gω))⟩ =
∑
|n|>Λ

e2πinu/(qΛ)
qΛ

gω (2πn)2
,

⟨x2f (0)x2f (u/(gω))⟩ = 2
∑
|n|>Λ

∑
|m|>Λ

e2πi(n+m)u/(qΛ) qΛ

gω (2πn)2
qΛ

gω (2πm)2
.

(A.24)

Integrating over u we then get

⟨(Sint
fast)

2⟩ = ⟨Sint
fast⟩2 +

1

2

∫ β/2

−β/2
dτ

[
ω′

ω

]2∑
|n|>Λ

q2Λ2

q2Λ2 + π2n2
qΛ

(2πn)2


+

1

4

∫ β/2

−β/2
dτ

[
ω′

ω

]2( q2Λ2

q2Λ2 + π2(n+m)2
qΛ

gω (2πn)2
qΛ

(2πm)2

[
ω′

ω

]2
+ . . .

)
.

(A.25)

The second term is of order 1/Λ ∼ 1/g (recall that q is fixed). The first term can be
approximated by an integral up to errors that vanish as g → ∞,

⟨(Sint
fast)

2⟩ = ⟨Sint
fast⟩2 +

∫ β/2

−β/2
dτ

[
ω′

ω

]2 ∫ ∞

1
dx

q2

q2 + π2x2
q

(2πx)2
+ . . .

= ⟨Sint
fast⟩2 +

∫ β/2

−β/2
dτ

[
ω′

ω

]2( q

4π2
− 1

8
+O(1/q)

)
+ . . . ,

(A.26)

where in the cumulant expansion (2.46) the first term from the τ integral above cancels
exactly with the leading term in ⟨Sint

fast⟩ given in (A.20).

B Numerics for the toy model

In this appendix we describe our numerical implementation to diagonalize the Hamiltonian
(2.1).

B.1 Numerical Setup for the Chebyshev method

We use coordinates for which the system lives in [−1, 1]× [−1, 1]. Let us first describe the
one dimensional case with only one interval, discretized on a Chebyshev grid with M points

θi = − cos
iπ

M − 1
, i = 0, 1, ...,M − 1. (B.1)
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Using Z2 symmetry it is sufficient to map to the portion of physical space with x > 0, and
therefore a possible map is

x(θ) = tan
π

4
(θ + 1). (B.2)

Any function on that space can be written in a basis of interpolating Lagrange polynomials

ψ(θ) ≈
M−1∑
j=0

vjpj(θ), pj(θ) ≡
∏
k ̸=j

θ − θk
θj − θk

, pj(θi) = δij . (B.3)

The main advantage is that derivatives are given by matrix multiplication making use of
information on the full space (summation over Greek indices is implied)

ψ′(θk) ≈
M−1∑
j=0

vjp
′
j(θk) = Dkµvµ, Dkj ≡ p′j(θk). (B.4)

The Hamiltonian then reads

(∂2x + U(xk))ψ(xk) =
∑
j,l

dθ

dx
(θk)Dkj

dθ

dx
(θj)Djlψ(θl) + U(xk)ψ(θk), (B.5)

where xk ≡ x(θk), and therefore Schrödinger’s problem is reduced to the diagonalization of
the M ×M matrix H whose elements are

Hkl =
∑
j

dθ

dx
(θk)Dkj

dθ

dx
(θj)Djl + δklU(xl). (B.6)

To specify the problem we also have to impose boundary conditions. Even wavefunctions are
specified by Neumann boundary conditions at θ0 (mapped to x = 0) while odd wavefunc-
tions are specified by Dirichlet boundary conditions. Both cases have Dirichlet boundary
conditions at θM−1 (mapped to x = ∞).

Dirichlet boundary conditions are automatically implemented by setting the first and
last rows/columns of H to zero. On the other hand for Neumann boundary conditions we
use

D0µvµ = 0 =⇒ v0 = − 1

D00

∑
i ̸=0

D0ivi =⇒ Diµvµ =
∑
j ̸=0

(Dij −
1

D00
Di0D0j)vj , (B.7)

and therefore we have to shift the derivative matrix elements as prescribed by the last
equality

D
(N)
ij = Dij −

1

D00
Di0D0j . (B.8)

The two dimensional case is implemented in a similar way by taking Kronecker products
of all matrices. One difference is that we expect the wavefunction to be squeezed in the y
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direction, which we can turn in our advantage by compactifying the coordinates as

y(θ) =
1
√
g
tan

π

4
(θ + 1). (B.9)

The matrix that we have to diagonalize will be a M2 ×M2 matrix.

C Technical details for finding the BMN Qeff and Heff

This appendix summarises various technical details for finding the effective supercharges
and the effective Hamiltonian of the BMN model. In this appendix we set µ = 1.

C.1 Change of coordinates

Recall that the BMN model has an SU(N) symmetry. As a first step, it is convenient to
make a change of variables to separate out the SU(N) invariant degrees of freedom in the
matrices. Following [14] we parametrise the bosonic matrices as38

XI = U−1

 N∑
a=1

rIaEa +

N∑
a̸=b

qIabTab

U , (C.1)

where Ea and Tab are N ×N matrices with all matrix elements being zero except (Ea)aa =
(Tab)ab = 1. The unitary matrix U is chosen such that the off-diagonal elements qiab are
complex numbers satisfying the relation

9∑
I=1

qIabr
I
ab = 0 a, b = 1, . . . , N, a ̸= b , (C.2)

where rIab ≡ rIa − rIb . The fast variables have a typical scale of order g−1/2, thus it is
convenient to define

qab ≡ g−1/2yab , (C.3)

such that yab are of order 1. After the change of variables the integral measure becomes

∫ 9∏
I=1

∏
a,b=1,N

dXI
ab =

∫ N∏
a=1

d9r⃗a

∫
[dU ]

∫ ∏
a̸=b

d9y⃗ab
g4

δ(r̂ab · y⃗ab)
(
∆(r) +O

(
1
√
g

))

≡
∫ N∏

a=1

d9r⃗a

∫
[dU ]

∫
[dy] ,

(C.4)

38The matrices XI live in the algebra of U(N), the symmetry of the Hamiltonian is SU(N), and the
coordinates U are elements of the group U(N)/U(1)N = SU(N)/U(1)N−1
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where ∆(r) ≡
∏
a<b |rab|2 with |rab| ≡

√∑
I r

I
abr

I
ab is the Vandermonde determinant39,∫

[dU ] is the integral over the U(N)/U(1)N group (which will always factor out for SU(N)

invariant quantities) and the δ function is included to impose the constraint (C.2).

Under the same transformation the fermionic matrices become

Θ̂α = U−1 ((θa)αEa + (Θab)αTab)U , (C.5)

with the anti-commutation relations

{(θa)α, (θb)β} = δabδαβ , {(Θab)α, (Θcd)β} = δadδbcδαβ . (C.6)

Note that the new fermions θ and Θ are SU(N) invariant but U -dependent. See Section
C.5 for details.

The momentum matrix P I in the new coordinates (3.21) reads, up to O(1) in large g
expansion (here D and J do not act on U , see Section C.2 for the general expansion),

P I = U−1
(
−iDI

aEa − iJIabTab
)
U +O

(
g−1/2

)
, (C.7)

where DI
a is the interior r-derivative

DI
a ≡

∂

∂rIa
+
∑
b ̸=a

(
yIbar̂

J
ba

|rab|
∂

∂yJba
−
yIabr̂

J
ab

|rab|
∂

∂yJab

)
, (C.8)

satisfying DI
a(r

J
cdy

J
cd) = 0. The benefit of DI

a is that it can act on r and y variables as if
they are independent regardless of the constraint (C.2). The off-diagonal terms are

JIba ≡
√
gΠIJab

∂

∂yJab
−

r̂Iab
|rab|

∑
c ̸=a,b

[
yKcaΠ

KJ
cb

∂

∂yJcb
− yKbcΠ

KJ
ac

∂

∂yJac

]

+
r̂Iab
|rab|

[
U
∂

∂U

]
ba

+O
(
g−1/2

)
.

(C.9)

Above we have defined r̂Iab ≡ rIab/|rab| and a projection operator

ΠIJab ≡ δIJ − r̂Iabr̂
J
ab , (C.10)

which is used to construct the interior y-derivative ΠIJab ∂/∂y
J
ab and it satisfies

ΠIJab y
J
ab = yIab , ΠIJab r

J
ab = 0 . (C.11)

39There are subleading corrections to the r integral measure, but for the purpose of this paper it is enough
to consider only the leading order.
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In the new coordinates (3.25) the SU(N) generators become

G̃ab ≡ (UGU−1)ab =

(
U
∂

∂U

)
ab

− G̃Fab , (C.12)

G̃Fab =
∑
c ̸=a,b

1

2
[(Θac)α, (Θcb)α] + (θab)α(Θab)α , (C.13)

with θab ≡ θa − θb. When acting JIba on the SU(N) invariant wavefunctions we can make
the replacement [14] (

U
∂

∂U

)
ab

→ G̃Fab . (C.14)

In this way the U matrices disappear in all computations that follow.

C.2 The momentum operator in the new coordinates at any order

In this section, we partially follow and refine [14] to compute the momentum operator P Iba
in the SU(N)-rotated coordinates, which is given by

i
(
UP IU−1

)
ba

= UbcU
−1
da

∂

∂XI
dc

= UbcU
−1
da

(
∂rJe
∂XI

dc

∂

∂rJe
+
∂qJef

∂XI
dc

∂

∂qJef
+
∂Uef

∂XI
dc

∂

∂Uef

)∣∣∣∣∣∑
K qK

a′b′r
K
a′b′=0

.
(C.15)

In the following, we will leave sums over indices implicit (except when ambiguous), and
expressions of the type qIab,

1
|rab|2

,... are implicitly considered absent when a = b. Starting
from (3.21), we compute the differential

UdXIU−1 = drIaEa + dqIabTab + qIab(dUU
−1)ba(Ea − Eb)

+
(
rIab(dUU

−1)ab + qIac(dUU
−1)cb − (dUU−1)acq

I
cb

)
Tab .

(C.16)

To obtain this result we used UdU−1 = −dUU−1 and the following commutation relations

[Ea, Tcd] = (δac − δad)Tcd , [Tab, Tcd] = Tadδbc − Tcbδad + (Ea − Eb)δbcδad . (C.17)

It is then possible to isolate drIa and dqIab in terms of dXI and dUU−1 by taking respectively
diagonal and off-diagonal components of the above expression. Doing so, we find

drIa = (UdXIU−1)aa −
∑
b̸=a

(
qIab(dUU

−1)ba − qIba(dUU
−1)ab

)
, (C.18)

dqIab = (UdXIU−1)ab − rIab(dUU
−1)ab +

∑
c ̸=a,b

(
qIac(dUU

−1)cb − (dUU−1)acq
I
cb

)
, (C.19)
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dUab =
∑
c̸=a

(dUU−1)acUcb . (C.20)

To finish the computation of (C.15), we need to find an expression of dUU−1 in terms of
dXI . To obtain an equation for dUU−1, we consider two projections of (C.16). Firstly,
we project the c, d component on rIcd (c, d are fixed, I is summed), and use rIcddq

I
cd =

−qIcd(drIc − drId) which follows from rIcdq
I
cd = 0, obtaining

rIcd[UdX
IU−1]cd = −qIcd(drIc − drId)

+ |rcd|2(dUU−1)cd + rIcd
(
qIcb(dUU

−1)bd − (dUU−1)cbq
I
bd

)
.

(C.21)

Secondly, we project the difference of diagonal components cc− dd on qIcd, obtaining

qIcd
(
[UdXIU−1]cc − [UdXIU−1]dd

)
= qIcd(dr

I
c − drId) + qIcd

(
qIca(dUU

−1)ac − (dUU−1)caq
I
ac

− qIda(dUU
−1)ad + (dUU−1)daq

I
ad

)
(C.22)

Summing these two expressions, we eliminate the dr, dq dependence and obtain a recursive
relation which we write as

(dUU−1)ab = Fab +Kab;cd(dUU
−1)cd (C.23)

where (remembering qIab =
yIab√
g )

Fab ≡
rIab
|rab|2

(UdXIU−1)ab +
1
√
g

yIab
|rab|2

(
(UdXIU−1)aa − (UdXIU−1)bb

)
, (C.24)

Kab;cd ≡ − 1
√
g

rIab
|rab|2

(yIacδdb − δacy
I
db)−

1

g

yIab
|rab|2

(δad − δac − δbd + δbc)y
I
dc . (C.25)

The above equation takes the form (dUU−1) = F +K(dUU−1) where dUU−1 and F are
considered as vectors with a double-index (ab) and K is a matrix with two double-indices
(ab),(cd). The solution is simply the geometric series

(dUU−1)ab = tab;cdFcd , (C.26)

where

tab;cd ≡
∞∑
n=0

(Kn)ab;cd = δacδbd +Kab;cd +Kab;g1h1Kg1h1;cd + ... . (C.27)
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Plugging (C.26) in (C.18), (C.19) and (C.20), we simplify40 (C.15) and obtain

i(UP IU−1)ba =
√
gΠIJab

∂

∂yJab
−

rIab
|rab|2

(yJceted;ab − tce;aby
J
ed)Π

JK
cd

∂

∂yKcd

+
rIab
|rab|2

tdc;ab

[
U
∂

∂U

]
cd

− 1
√
g

rIab
|rab|2

yJcdtdc;ab(DJ
c −DJ

d )

+ δab

{
DI
a −

1
√
g

(
yIah
|rah|2

(yJceted;ah − tce;ahy
J
ed)− (a↔ h)

)
ΠJKcd

∂

∂yKcd

+
1
√
g

(
yIah
|rah|2

tdc;ah − (a↔ h)

)[
U
∂

∂U

]
cd

− 1

g

(
yIah
|rah|2

tdc;ah − (a↔ h)

)
yJcd(DJ

c −DJ
d )

}
.

(C.28)

where we defined
(
∂
∂U

)
ab

≡ ∂
∂Uba

and the interior r-derivative DI
a is defined in (C.8). This

operator P Iba is manifestly interior, P Ibaf
(
rJcdy

J
cd

)
= 0 and can in principle be computed to

any order through the polynomial expansion of tab;cd. One can check that the result (C.7)

is now easily obtained from tab;cd = δacδbd − 1√
g

rIab
|rab|2

(yIacδdb − δacy
I
db) +O(1/g).

C.2.1 Computation of the Laplacian

We now compute the kinetic part of the HamiltonianHkin = 1
2Tr((P

I)2) = −1
2

(
∂

∂XI

)
cd

(
∂

∂XI

)
dc

up to order one. Let us write (
iP I
)
dc

= U−1
db Uac(D

I
ba + LIba) , (C.29)

whereDI
ab are the ∂

∂y and ∂
∂r derivative terms of (C.28), whereas LIab are the SU(N)-variable

derivative terms ∂
∂U . With this split, the kinetic Hamiltonian reads

Hkin = −1

2

(
U−1
ce Ufd(D

I
ef + LIef )

)(
U−1
db Uac(D

I
ba + LIba)

)
. (C.30)

Since we restrict ourselves to SU(N) invariant wave functions, any L that acts on the
wave function must have its

(
U ∂
∂U

)
ab

replaced by G̃Fab, which was defined in (C.13). More
precisely, when LIba acts on the wave function, it is replaced by L̃Iba where

L̃Iba ≡
r̂Iab
|rab|

G̃Fba −
1
√
g

rIab
|rab|2

∑
c ̸=a,b

[
rJcby

J
ca

|rcb|2
G̃Fbc −

rJacy
J
bc

|rac|2
G̃Fca

]

+
1
√
g
δab
∑
c ̸=a

[
yIac
|rac|2

G̃Fca −
yIca
|rac|2

G̃Fac

]
+O

(
1

g

)
.

(C.31)

40To obtain this manifestly interior expression, one needs to use tab;cd = δacδbd + Kab;ef tef ;cd which
follows from the recursion relation (C.23).
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Noting also that LIef can act on U−1
db Uac, the kinetic Hamiltonian is

Hkin = −1

2

{
DI
abD

I
ba + U−1

ce UfdL
I
ef

(
U−1
db Uac

)
DI
ba

+DI
abL̃

I
ba + L̃IabD

I
ba + L̃IabL̃

I
ba

}
,

(C.32)

where in the notation LIef (...), the LIef derivatives only act on (...). In order to compute
each of these terms, we use the convenient fact that ΠIJab r

J
ab = 0, and that off-diagonal and

diagonal terms do not mix in the trace. This simplifies the products drastically, allowing
to obtain

Hkin = − g

2

∑
a̸=b

ΠIJab
∂

∂yIab

∂

∂yJba
− 1

2

1

∆(r)
DI
a

(
∆(r)DI

a

)
+
∑
a̸=b

2

|rab|2
yIabΠ

IJ
ab

∂

∂yJab

+
1

2

∑
a̸=b

∑
c ̸=a,b

∑
d̸=a,b

1

|rab|2

(
yIcaΠ

IJ
cb

∂

∂yJcb
− yIbcΠ

IJ
ac

∂

∂yJac

)(
yKdbΠ

KL
da

∂

∂yLda
− yKadΠ

KL
bd

∂

∂yLbd

)

+
∑
a̸=b̸=c

r̂Jcbr̂
I
ab

|rab||rbc|
ΠIKac y

J
ca

∂

∂yKca
+

1

2

∑
a̸=b

1

|rab|2
G̃FabG̃

F
ba

−
∑
a̸=b̸=c

1

|rab|2

(
yIcaΠ

IJ
bc

∂

∂yJcb
− yIbcΠ

IJ
ac

∂

∂yJac

)
G̃Fab +O

(
1
√
g

)
.

(C.33)

Above we have replaced U ∂
∂U by G̃F .

C.3 Expansion of the operators

Using the results from previous subsections, we can now rewrite the Hamiltonian, the
supercharge and the rotation generators in the new coordinates and expand them in large
g.

Expansion of the Hamiltonian Recall the BMN Hamiltonian is

H = Tr

[
1

2
(P I)2 − g2

4
[XI , XJ ]2 − g

2
Θ̂⊤γI [XI , Θ̂]

]

+
1

2
Tr

 1

32

3∑
i=1

(Xi)2 +
1

62

9∑
p=4

(Xp)2 + i
1

4
Θ̂⊤γ123Θ̂ + i

2g

3
ϵijkX

iXjXk

 . (C.34)

Under the change of coordinates (3.21), (3.25) and (C.7), we get

H = Hkin + V +HF , (C.35)
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where Hkin is given in (C.33) above and

V =
g

2

∑
a̸=b

|rab|2yIabyIba − 2
√
g
∑
a̸=b

∑
c ̸=a,b

rIaby
J
aby

I
bcy

J
ca

− 1

2

∑
a,b

∑
c̸=a,b

∑
d̸=a,b

(yIacy
J
cby

I
bdy

J
da − yIacy

J
cby

J
bdy

I
da)

+
1

2

 1

32

3∑
i=1

(ria)
2 +

1

62

9∑
p=4

(rpa)
2

+
i

2
ϵijk

∑
a̸=b

yiaby
j
bar

k
ab +O

(
1

g

)
.

(C.36)

HF =− g
∑
a<b

rIabΘ
†
abγ

IΘab −
√
g
∑
a<b

(
yIba(θ

T
b − θTa )γ

IΘab + yIabΘ
†
abγ

I(θb − θa)
)

−√
g
∑
a<b<c

(yIabΘ
†
acγ

IΘbc + yIacΘ
†
abγ

IΘ∗
bc + yIbcΘ

T
abγ

IΘ∗
ac + h.c.)

+
i

4

∑
a<b

Θ†
abγ123Θab +

i

8
θTa γ123θa .

(C.37)

In particular, at the leading order we have

gH(1) =
∑
a̸=b

(
−1

2
gΠIJab

∂

∂yIab

∂

∂yJba
+

1

2
g|rab|2yIabyIba +

1

2
grIabΘ

⊤
abγ

IΘba

)
, (C.38)

which are supersymmetric harmonic oscillators in terms of the off-diagonal matrix elements.

Expansion of the supercharge Recall the supercharges are

Qα = Tr

[
P IγIΘ̂− i

2
g
[
XI , XJ

]
γIJΘ̂− 1

3
Xiγ123γiΘ̂ +

1

6
Xpγ123γpΘ̂

]
α

. (C.39)

Under the change of coordinates (3.21), (3.25) and (C.7), we get

Qα =
√
gQ

( 1
2
)

α +Q(0)
α +O(g−1/2) , (C.40)

with

Q
( 1
2
)

α =
∑
a̸=b

[
(γIΘab)αΠ

IJ
ab

(
−i ∂

∂yJab

)
− irIaby

J
ab(γ

IJΘba)α

]
, (C.41)
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and

Q(0)
α =

∑
a

(−iγIθa)α

 ∂

∂rIa
+
∑
b̸=a

(
yIbar̂

J
ba

|rab|
∂

∂yJba
−
yIabr̂

J
ab

|rab|
∂

∂yJab

)
+
∑
a

[
−1

3
ria(γ

123γiθa)α +
1

6
rpa(γ

123γpθa)α

]
+
∑
a̸=b

[
− i

2
yIaby

J
ba(γ

IJθab)α + (γIΘab)α
−ir̂Iab
|rab|

G̃Fba

]

+
∑
a̸=b ̸=c

{
(−i)yIacyJcb(γIJΘba)α − (γIΘab)α

r̂Iab
|rab|

(yJcaδbd − yJbdδac)Π
JK
cd

(
−i ∂

∂yKcd

)}
.

(C.42)

Above we have replaced U ∂
∂U by G̃F .

Expansion of the rotation generators Recall the rotation generators are

M IJ = Tr

(
XIP J −XJP I +

i

4
Θ̂⊤γIJΘ̂

)
. (C.43)

Under the change of coordinates (3.21), (3.25) and (C.7), we get

M IJ =
∑
a

[
rIa
(
−iDJ

a

)
− rJa

(
−iDI

a

)
+
i

4
θ⊤a γ

IJθa

]
+
∑
a̸=b

[
yIabΠ

JK
ab

(
−i ∂

∂yKab

)
− yJabΠ

IK
ab

(
−i ∂

∂yKab

)
+
i

4
Θ⊤
abγ

IJΘba

]
+O(g−1/2) .

(C.44)

C.4 Finding the effective supercharges and the effective Hamiltonian

The methodology of finding the effective supercharges and the effective Hamiltonian is
explained in Section 3. In this subsection, we combine all the previous technical results to
finish the final computation.

C.4.1 Order g1/2

At the leading order our goal is to determine the ground state of H(1) given in (3.27).
Note that H(1) is just a set of supersymmetric harmonic oscillators acting only on the fast
modes, so it can be diagonalised exactly and has zero ground state energy. Let us split it
into bosonic and fermionic part

H(1) = H
(1)
B +H

(1)
F ,

H
(1)
B =

∑
a̸=b

(
−1

2
ΠIJab

∂

∂yIab

∂

∂yJba
+

1

2
|rab|2yIabyIba

)
, H

(1)
F =

∑
a̸=b

(
1

2
rIabΘ

⊤
abγ

IΘba

)
.

(C.45)
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The bosonic part H(1)
B is diagonalised by the Gaussian wavefunction N(r)φr(y)

41

N(r) ≡ 1√
∆(r)

∏
a<b

(
2g|rab|
π

)D−1
2

, φr(y) ≡ e−
1
2

∑
a̸=b |rab|yIaby

I
ba , (C.47)

such that

gH
(1)
B N(r)φr(y) = g(D − 1)

∑
a<b

|rab|N(r)φr(y) (D = 9) . (C.48)

For the fermionic part let us define [24]

Θ̃ab ≡ DabΘab , (C.49)

with

Dab ≡
1√
2

√1 + r̂Dab 1 −

(∑D−1
i=1 r̂iabγ

i
)
γD√

1 + r̂Dab

 , (C.50)

which satisfies D†
ab = D⊤

ab = D−1
ab . This allows us to write the fermionic term as

H
(1)
F = −

∑
a<b

|rab|(Θ̃ab)
†γDΘ̃ab , (C.51)

where we have denoted Θba = Θ†
ab. We can further split the fermions into “+” and “-”

modes by defining42

Θ̃±
ab ≡ P±Θ̃ab , P± ≡ 1 ± γD

2
, (C.53)

then the fermionic term becomes

H
(1)
F = −

∑
a<b

|rab|
[
(Θ̃+

ab)
†Θ̃+

ab − (Θ̃−
ab)

†Θ̃−
ab

]
. (C.54)

41The normalisation factor is fixed up to the leading order by imposing for the bosonic part of the
wavefunction ∫ N∏

a=1

dD r⃗a∆(r)

∫ ∏
a̸=b

dD y⃗ab
g4

δ(r̂ab · y⃗ab) |Ψ(r, y)|2 =

∫ N∏
a=1

dD r⃗a |ψ(r)|2 , (C.46)

where ∆(r) is the Vandermonde determinant.
42With our convention of gamma matrices we have the following anti-commutation relations{

(Θ̃±
ab)α, (Θ̃

±
ab)

†
β

}
= (P±)αβ (α, β = 1, . . . , 16) ,{

(Θ̃±
ab)α′ , (Θ̃±

ab)
†
β′

}
= δα′β′ (α′, β′ = 1, . . . , 8) ,

(C.52)

where α′ runs over the nonvanishing components of (Θ̃±
ab)α and similarly for other fermionic spinors.
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The fermionic ground state is defined as being filled with all “+” mode excitations

∣∣ξ0(r̂,Θ)
〉
≡
∏
a<b

8∏
α′=1

(Θ̃+
ab)

†
α′ |0⟩F ,

〈
ξ0(r̂,Θ)

∣∣ξ0(r̂,Θ)
〉
= 1 , (C.55)

where |0⟩F is the Fock vacuum. The fermionic ground state energy is

gH
(1)
F

∣∣ξ0(r̂,Θ)
〉
= −g(D − 1)

∑
a<b

|rab|
∣∣ξ0(r̂,Θ)

〉
, (C.56)

which cancels exactly with the bosonic one.

Altogether the ground state of H(1) is

|Ψ(0)⟩ = |ψ(r, θ)⟩ |Ω⟩ , |Ω⟩ ≡ N(r)φr(y)
∣∣ξ0(r̂,Θ)

〉
, ⟨Ω|Ω⟩ = 1 , (C.57)

which satisfies

H(1)|Ω⟩ = Q
( 1
2
)

α |Ω⟩ = 0 . (C.58)

Above the slow mode wave function is denoted as |ψ(r, θ)⟩ and is completely unspecified.
Since nothing acts on the slow modes, we conclude that

H
(1)
eff = Q

( 1
2
)

eff,α = 0 . (C.59)

C.4.2 Order 1

At order 1 the effective supercharge is defined as

Q
(0)
eff,α|ψ(r, θ)⟩ := ⟨Ω|Q( 1

2
)

α︸ ︷︷ ︸
=0

|Ψ(− 1
2
)⟩+ ⟨Ω|Q(0)

α |Ψ(0)⟩ . (C.60)

This is analogous to the first line of (3.16). Note that at this order the effective supercharge
is the same for BPS states or general states, because we are interested in the energy regime
E = O(1).

To compute the above (partial) matrix element, notice that all the terms in Q(0)
α that

are linear in Θ do not contribute and we are left with

Q(0)
α ⊃

∑
a

[
(−iγIθa)αDI

a −
1

3
ria(γ

123γiθa)α +
1

6
rpa(γ

123γpθa)α

]
+
∑
a̸=b

[
(γIΘab)α

−ir̂Iab
|rab|

θ⊤baΘba

]
.

(C.61)
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Let us first consider the contribution from the interior derivative DI
a:

〈
ξ0(r̂,Θ)

∣∣DI
a

∣∣ξ0(r̂,Θ)
〉
=
∑
c<d

〈
ξ0(r̂,Θ)

∣∣ (Θ̃−
cd

)†
Dcd

∂D†
cd

∂rIa
Θ̃+
cd

∣∣ξ0(r̂,Θ)
〉
= 0 ,

∫
[dy]N(r)φ2

r(y)DI
aN(r) +

∫
[dy]N2(r)φr(y)DI

aφr(y) = −
∑
b ̸=a

r̂Iab
|rab|

.

(C.62)

The first line above can be verified explicitly:

∂

∂rIa
|ξ0⟩ =

∂

∂rIa

[∏
α

∏
c<d

(D†
cdP+)γα(Θ

†
cd)γ

]
|0⟩F

=
∑
c<d

Tr(Dcd
∂D†

cd

∂rIa
P+)|ξ0⟩+

∑
c<d

(
(Θ̃−

cd)
†Dcd

∂D†
cd

∂rIa
Θ̃+
cd

)
|ξ0⟩

=
∑
c<d

(
(Θ̃−

cd)
†Dcd

∂D†
cd

∂rIa
Θ̃+
cd

)
|ξ0⟩

(C.63)

where we used that the first trace vanishes, which can either be checked explicitly, or using
the reality of this trace:

Tr

(
Dcd

∂D†
cd

∂rIa
P+

)
= Tr

(
P+

∂Dcd

∂rIa
D†
cd

)
= −Tr

(
P+Dcd

∂D†
cd

∂rIa

)
= 0 . (C.64)

(C.63) indicates that ∂/∂rIa acts as rotation generator in the fermion space since it annihi-
lates a Θ̃+ and creates a Θ̃−. Also see Section 2.3 of [14].

Finally, the matrix element of the Θ bilinear is

〈
ξ0(r̂,Θ)

∣∣∑
a̸=b

(γIΘab)α
−ir̂Iab
|rab|

θ⊤baΘba

∣∣ξ0(r̂,Θ)
〉
= −i

∑
a̸=b

r̂Iab
|rab|

(γIθa)α . (C.65)

Altogether, the contributions (C.65) and (C.62) cancel each other and we have

Q
(0)
eff,α =

∑
a

[
(γIθa)α

(
−i ∂
∂rIa

)
− 1

3
ria(γ

123γiθa)α +
1

6
rpa(γ

123γpθa)α

]
. (C.66)

By comparing with (3.6) we see that Q(0)
eff,α is the diagonal supercharges with g = 0, hence

the corresponding effective Hamiltonian can be obtained straightforwardly{
Q

(0)
eff,α, Q

(0)
eff,β

}
= 2δαβH

(0)
eff − 1

3

(
γ123γij

)
αβ
M

(0),ij
eff +

1

6

(
γ123γpq

)
αβ
M

(0),pq
eff . (C.67)

with

H
(0)
eff =

N∑
a=1

(
−1

2

∂2

∂rIa∂r
I
a

+
1

2

1

32
(ria)

2 +
1

2

1

62
(rpa)

2 +
i

8
θ⊤a γ

123θa

)
, (C.68)
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and

M
(0),IJ
eff =

N∑
a=1

[
rIa

(
−i ∂
∂rJa

)
− rJa

(
−i ∂
∂rIa

)
+
i

4
θ⊤a γ

IJθa

]
, (C.69)

which are nothing but the U(1)N part of (1.3) and (3.4). Therefore, to the leading order in
the strong coupling limit the BMN model describes N copies of decoupled supersymmetric
harmonic oscillators.

With the results given in the previous subsections, one can also compute the effective
Hamiltonian directly through

H̃
(0)
eff |ψ⟩ := ⟨Ω|H( 1

2
)|Ψ(− 1

2
)⟩+ ⟨Ω|H(0)|Ψ(0)⟩ = E(0)|ψ⟩ . (C.70)

This requires solving for |Ψ(− 1
2
)⟩ and we found that it gives the same effective Hamiltonian

as above.

C.5 Non-singlet states

In this subsection we consider SU(N) non-singlet states and compute the corresponding
effective Hamiltonian.

In the SU(N) singlet case we have the following constraint

Gab|Ψ⟩ = 0 → G̃ab|Ψ(0)(r, θ; y,Θ)⟩ = 0 , (C.71)

where G̃ is the rotated SU(N) generator G̃ ≡ UGU † =
(
U ∂
∂U

)
− G̃F . Let us explicitly

derive this because it is informative for the non-singlet case. First notice that the θ, Θ
fermions defined in (3.25) are U -dependant and SU(N) invariant. More precisely,[(

U
∂

∂U

)
ab

, θc

]
= (δbc − δac)Θab ,[(

U
∂

∂U

)
ab

,Θcd

]
= δbcΘad − δadΘcb − δbcδad(θc − θd) .

(C.72)

Using these commutation relations, we can verify that

[G̃ab, θc] = [G̃ab,Θcd] = 0 . (C.73)

As a result, without an explicit U dependence of Ψ(0), G̃ can be commuted up to the Fock
vacuum and annihilate the state, leading to the condition (C.71).

In the non-singlet case, the reduced wave function can have an explicit U -dependence

|Ψ(0)⟩ = |Ψ(0)(r, θ(U), U ; y,Θ(U))⟩ = |ψ(r, θ(U), U)⟩|Ω(y,Θ(U))⟩ . (C.74)

Since G̃ab commutes with all the fermions, the only non-trivial action is on the explicit
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U -dependence in the reduced wave-function,

G̃ab|Ψ(0)⟩ =
[(
U
∂

∂U

)′

ab

|ψ(r, θ, U)⟩
]
|Ω(y,Θ)⟩ , (C.75)

where we denoted by (U ∂
∂U )

′
ab the derivatives with respect to U which treat the θ,Θ fermions

as constants.

To determine the effect of non-singlet states on the effective Hamiltonian, it turns out
to be more convenient to adopt the computation explicitly using the Hamiltonian as per
(C.70). It is enough to focus on the terms in the Hamiltonian that depend on the U -
derivatives which appear in O(g0) term of Hkin (C.33). Without the replacement by the
fermionic SU(N) generator (C.14), we have

Hkin ⊃ HU ≡ 1

2

∑
a̸=b

1

|rab|2

(
U
∂

∂U

)
ab

(
U
∂

∂U

)
ba

−
∑
a̸=b̸=c

1

|rab|2

(
yIcaΠ

IJ
bc

∂

∂yJcb
− yIbcΠ

IJ
ac

∂

∂yJac

)(
U
∂

∂U

)
ab

.

(C.76)

We now use
(
U ∂
∂U

)
ab

= G̃ab + G̃Fab and [G̃ab, G̃
F
cd] = 0 to write

HU =
1

2

∑
a̸=b

1

|rab|2
(G̃abG̃ba + 2G̃FabG̃ba + G̃FabG̃

F
ba)

−
∑
a̸=b ̸=c

1

|rab|2

(
yIcaΠ

IJ
bc

∂

∂yJcb
− yIbcΠ

IJ
ac

∂

∂yJac

)
(G̃ab + G̃Fab) .

(C.77)

It is now easy to check that

⟨Ω|HU |Ψ(0)⟩ = 1

2

∑
a̸=b

1

|rab|2
⟨Ω|G̃FabG̃Fba|Ψ(0)⟩+ 1

2

∑
a̸=b

1

|rab|2

(
U
∂

∂U

)′

ab

(
U
∂

∂U

)′

ba

|ψ⟩ .

(C.78)

The first term also appeared in the singlet case, but we now get a new contribution,

Heff = −1

2

∂2

∂rIa∂r
I
a

+
1

2

 1

32

3∑
i=1

(ria)
2 +

1
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9∑
p=4

(rpa)
2

+
i

8
θTa γ123θa

+
1

2

∑
a̸=b

1

|rab|2

(
U
∂

∂U

)′

ab

(
U
∂

∂U

)′

ba

.

(C.79)
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C.5.1 Explicit check of N = 2 case

As an explicit check let us consider the case with N = 2. Remember that U ∈ SU(2)/U(1).
We thus need an explicit parametrization of SU(2), e.g. in terms of Euler angles,

USU(2) =

(
eiψ/2 0

0 e−iψ/2

)(
cos(θ/2) sin(θ/2)

− sin(θ/2) cos(θ/2)

)(
eiϕ/2 0

0 e−iϕ/2

)
(C.80)

where ϕ ∈ [0, 4π), ψ ∈ [0, 2π), and θ ∈ [0, π). Remember that SU(2)/U(1) is defined by
identifying U ∼ U0U where U0 = diag(eiα/2, e−iα/2). Using this identification, we can gauge
fix ψ → ϕ. This gives

U =

(
cos( θ2)e

iϕ sin( θ2)

− sin( θ2) cos( θ2)e
−iϕ

)
(C.81)

where ϕ ∈ [0, 2π), θ ∈ [0, π). We now compute derivatives, using

∂θ =
∂Uab
∂θ

U †
bc

(
U
∂

∂U

)
ca

(C.82)

and similarily for ϕ. In doing so, we set (U ∂
∂U )11, (U

∂
∂U )22 → 0 because they are related

to the dependence on the Cartan variables. (Also note that this is consistent with the fact
that those derivatives never appear in our computations). Inverting the relations, we obtain(

U
∂

∂U

)
12

=
i

sin θ
eiϕ(∂ϕ + i sin θ∂θ)(

U
∂

∂U

)
21

=
i

sin θ
e−iϕ(∂ϕ − i sin θ∂θ)

(C.83)

The U -derivative term in the effective Hamiltonian becomes

1

2

∑
a̸=b

1

|rab|2

(
U
∂

∂U

)′

ab

(
U
∂

∂U

)′

ba

= − 1

|r12|2

(
∂2θ +

cos θ

sin θ
∂θ +

1

sin2 θ
∂2ϕ

)
= − 1

|r12|2
∆S2 =

l(l + 1)

|r12|2

(C.84)

where ∆S2 is the Laplacian on the 2-sphere with eigenvalues −l(l + 1).

D Supplementary details for the N = 2 minimal BMN model

In this appendix we give further details on the properties of the N = 2 minimal BMN model
that helps simplifying the Hamiltonian truncation study.

First, the Hamiltonian truncation in practice is performed by using all symmetries
available. In our case, we want to build basis states with an energy below a given cutoff
and with a fixed SO(2) charge M . Notice that there can be at most one single-trace
operator containing fermions in a given basis state as can be seen from (4.24). After having
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specified which operator is present, the charge can still be changed by acting with products
of operators labelled by T9 and T10 (see Table 1). In order to stay in a fixed M sector, one
can act with powers of T8 or T9 × T10 which only increases the energy.

The sectors built out of T3 and T7 have SO(2) charge M = 2n+ 3/2 and M = 2n+ 1,
respectively. They are disconnected from each other and also from any other types of
sectors, in that their SO(2) charges can never be reached from other types of sectors by
shifts of even integers carried by T8, T9 or T10. More importantly, these two sectors do not
feel the presence of the Yukawa term in the Hamiltonian (4.3). This is because only the
Yukawa terms can change the fermionic content while the T3 and T7 sectors are isolated
so their fermionic content is fixed. One can also verify explicitly that the Yukawa terms
annihilate T3|0⟩ and T7|0⟩. These sectors are less relevant for the purpose of this paper
as their physics is that of a purely bosonic Hamiltonian43 with a constant shift due to the
fermionic number operator:

H = Tr

[
1

2
(P i)2 +

1

2
(Xi)2 − g2

2
[X1, X2]2

]
+Tr

(
3

2
Λ†Λ

)
, (D.1)

It is symmetric under X1 ↔ X2, which sends M → −M − 2 for M = 2n + 1 and M →
−M − 1 for M = 2n + 3/2. In addition, adjacent sectors whose SO(2) charges differ by
1/2 have the same spectrum up to an overall shift due to difference in fermionic numbers:
EM=2n+1 = EM=2n+3/2 + 3/2. The spectrum of this system grows as g2/3 in the large-g
limit44 and there are no low energy states at large coupling.

The remaining sectors can be classified in two categories: M = 2n sectors built from
T5, T6 or without fermions and M = 2n + 1/2 sectors built from T1, T2 or T4. There are
only BPS states in the non-negative, even charge sectors. To see this, consider the BPS
equation:

{Q,Q†} = 2(H −M) ≥ 0 (D.2)

At g = 0 the full list of BPS states can be easily found to be

|ΨBPS⟩ = T k9 |0⟩ , k ∈ N , (D.3)

and there is one BPS state at each M = 2n sector with n non-negative. Since the BPS
states remain BPS for all g, we deduce that there is exactly one BPS state for each even
non-negative charge sector.

43The large N limit (with g2N fixed) of the bosonic model was studied in [36] using matrix quantum
mechanics bootstrap.

44This can be seen by considering the toy model

H =
1

2
(p2x + p2y + g2x2y2)

of (D.1). From the x↔ y symmetry we deduce that the typical length scales are x ∼ y ∼ g−1/3 (see Section
2.2). After rescaling x = g−1/3x̃, y = g−1/3ỹ, the Hamiltonian becomes H = g2/3

2
(p̃2x + p̃2y + x̃2ỹ2) so the

energy is of O(g2/3).
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Figure 5: Comparison of spectrum from sectors whose SO(2) charges differ by 1/2. Figure
(a) is a zoomed-in version of Figure (b). The spectrum in the M = 3/2(3) sectors are shown
with an overall 1/2(−1/2) shift, in order to facilitate straightforward comparison. This is
the finite g version of the structure illustrated in Table 2, and is also the case in the middle
of Figure 6.

The N = 2 supersymmetry relates the states in the M = 2n+ 1/2 sectors with those
in the non-BPS states in M = 2n sectors through the action of the supercharge

|ΨE(>M),M(=2n)⟩
Q

⇄
Q†

|ΨE+1/2,M+1/2⟩ , (for any g) . (D.4)

Each pair of such states forms an N = 2 SUSY long multiplet, whereas the BPS states
are short multiplets (with only one state in each short multiplet). To illustrate this SUSY
multiplet structure, in Figure 5 (a) and (b) we show the spectrum of M = 2 and M = 5/2

sector from Hamiltonian truncation. Notice that we have shifted the entire M = 5/2

spectrum by −1/2 to make the comparison manifest. We see that leaving out the BPS
state with E = 2 (for any g), the spectrum from the two sectors align exactly, except for
two energy levels in the M = 2 sector and one in the M = 5/2 sector near the left end of
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Eg=0

M
3
2 2 5

2 3

·|2| · |· T9|0⟩ (BPS)

·|4|92 |· T8T9|0⟩
Q0

⇄
Q†

0

T1T9|0⟩

·|6|132 |· T8T8T9|0⟩
Q0

⇄
Q†

0

T1T8T9|0⟩

·|6|132 |· T9T9T10|0⟩
Q0

⇄
Q†

0

T9T9T2|0⟩

11
2 |6| · |· T3T9|0⟩

Q0

⇄
Q†

0

T5T9|0⟩

·|8|172 |· T6T9T9|0⟩
Q0

⇄
Q†

0

T4T9T9|0⟩

·|8|172 |· T8T8T8T9|0⟩
Q0

⇄
Q†

0

T1T8T8T9|0⟩

·|8|172 |9 T8T9T9T10|0⟩
Q0

⇄
Q†

0

{
T1T9T9T10|0⟩

T8T9T9T2|0⟩

}
Q0

⇄
Q†

0

T1T2T9T9|0⟩

15
2 |8| · |· T3T8T9|0⟩

Q0

⇄
Q†

0

T5T8T9|0⟩

Table 2: An example to illustrate the SUSY multiplet pattern in the N = 2 minimal BMN
model with g = 0. The two states inside the curly brackets form two independent linear
combinations, with one in the SUSY long multiplet also containing T8T9T9T10|0⟩ and the
other in the long multiplet also containing T1T2T9T9|0⟩.

Figure 5 (a).

In fact, the total number of states with M = 2n + 1/2 at a certain energy E + 1/2

does not equal the total number of states with M = 2n and energy E in general. This
is because supersymmetry connects all four types of charge sectors. For example, at g =

0 the connection among the lowest energy levels of M = 3/2, 2, 5/2, 3 sectors through
supersymmetry is given in Table 2, where we have denoted the free theory supercharge by
Q0 and used the labels in Table 1. The structure of how the states are connected continues
to hold at finite g, as shown in Figure 5. Since the energies in M = 3/2 and M = 3 sectors
grow as g2/3, this leads to the level crossing observed in Figure 5.

The above discussion on matching among the (shifted) spectrum from different SO(2)

charge sectors can be generalised straightforwardly, and the pattern is summarised in Figure
6. Notice that the supercharges do not connect adjacent M = 2n + 1 and M = 2n + 3/2

sectors. The reason is the following. As explained above, the states in the M = 2n + 3/2

sectors can only be of the form T3T
n8
8 Tn9

9 Tn10
10 |0⟩ and all these building blocks are annihilated
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⋯ − 1/2 ⇄ 0 ⇄ 1/2 ⇄ 1 3/2 ⇄ 2 ⇄ 5/2 ⇄ 3 7/2 ⇄ 4 ⇄ 9/2 ⇄ 5 ⋯
Q

Q† Q†Q†

Q Q

Figure 6: General spectrum matching pattern among SO(2) charge sectors. The numbers
indicate SO(2) charges and the energies are suppressed. The arrows should be understood
in the sense illustrated in Table 2. In particular, Q or Q† cannot act on any state more than
once. The blue boxes indicate SUSY long multiplets involving M = 2n and M = 2n+ 1/2
sectors and this structure is illustrated in Figure 5 (a) and (b).

by Q†
0, being the lowest weight states. Similarly, the states in the M = 2n+ 1 sectors are

of the form T1T2T
n8
8 Tn9

9 Tn10
10 |0⟩ and are annihilated by Q0, being the highest weight states.

Therefore, acting Q0 on a certain M = 2n+ 1 sector cannot bring us to the M = 2n+ 3/2

sector (and acting with Q†
0 instead decreases the SO(2) charge). This structure should

continue to hold for non-zero g and is also partially observed numerically. A rigorous proof
should be straightforward but is irrelevant for the purpose of this paper, because we focus
on the part of the spectrum that remain O(1) in the large g limit, which only appear in
M = 2n and M = 2n+ 1/2 sectors.
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