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Gravitational Waves (GW) sourced by second-order primordial curvature fluctuations are among
the favoured models fitting the recent Pulsar Timing Array (PTA) measurement of a Stochastic
GW Background (SGWB). We study how spectral distortions (SDs) and anisotropies of the Cosmic
Microwave Background (CMB) can constrain such scalar fluctuations. Whereas COBE FIRAS data
have no sufficient sensitivity to probe the PTA lognormal hypothesis, we show how future PIXIE-
like experiments can detect the CMB SDs from the scalar-induced interpretation of the SGWB in
PTA data. We finally show how the transformative synergy between PTA data and future CMB
SD measurements is important for reconstructing primordial fluctuations at these small scales.

Introduction. One of the goals of modern cosmol-
ogy is the characterization of the primordial power spec-
trum (PPS) of the curvature perturbations P(k) gen-
erated during inflation. The long wavelength quantum
fluctuations amplified during inflation classicalize and re-
enter the Hubble radius in the radiation and matter eras,
providing the initial seeds for the gravitational instability
in the large scale structure of the Universe.

The most stringent constraints on the PPS arise
from Cosmic Microwave Background (CMB) anisotropies
measurements, revealing a near scale invariant, slightly
red-tilted, PPS on very large scales within the range
[0.001, 0.1]Mpc−1. The Planck DR3 data constrain the
amplitude As of the PPS at k = 0.05Mpc−1 and its
spectral index to ln

(
1010, As

)
= 3.044± 0.014 and ns =

0.9649± 0.0042 at 68% CL, respectively [1]. Galaxy sur-
veys can extend these constraints to O(1)Mpc−1, but
smaller scales remain largely unconstrained.

Recent observations of a Stochastic Gravitational
Wave Background (SGWB) at nHz by Pulsar Timing Ar-
rays (PTA) [2–5] have sparked a significant interest in the
PPS at much smaller scales, since scalar fluctuations can
generate such a SGWB at second order in perturbation
theory [6–8] at scales [107, 109]Mpc−1. Recent studies
suggest that such a Scalar Induced Gravitational Wave
Background (SIGWB) could provide a viable explanation
for the PTA detection and might be favored over many
other candidates from a Bayesian perspective [9, 10] (see
however [9–13] for a discussion of potential PBH over-
production associated to this SIGWB explanation and
[11–16] for alternative analyses). If substantiated, PTA
measurements could provide valuable insights into the
later stages of inflation, with profound implications for
theoretical models.

It is therefore of utmost importance to devise further
tests of this hypothesis, and, as is often the case in cos-

mology, the synergy with other probes of the PPS be-
comes invaluable. In this context, it is noteworthy that
the dissipation into acoustic waves of curvature perturba-
tions responsible for the SIGWB inevitably induces spec-
tral distortions (SDs) of the CMB spectrum by mixing
photons with different temperatures [17–23]. The scales
tested by SDs lie within the range ∼ [1, 104]Mpc−1, ef-
fectively bridging the observational gap between CMB
anisotropies and PTA, thereby extending our leverage in
constraining the PPS, as shown in Fig. 1. Furthermore,
since alternative interpretations of PTA signals, such as
those attributed to SMBHs, phase transitions, or cosmic
strings do not predict significant SDs, CMB anisotropies
and SDs offer an opportunity to falsify the SIGWB hy-
pothesis underlying the PTA detection.

Motivation and data. In this study, we explore the
implications of the SIGWB interpretation of recent PTA
data [2–5] on the anisotropies and SDs of the CMB. We
use Planck data for CMB anisotropies, and, for SDs,
we consider both COBE FIRAS constraints [24] and
what can be achieved from future spectrometers, like
PIXIE [25] or the concept presented in the ESA Voyage
2050 program [26]. We use NANOGrav 15 publicly avail-
able data [2] for the recent PTA measurement of SGWB
[2–5].

Whereas the complementarity between CMB SDs and
PTA data was previously discussed [21–23], our work is
the first one where the synergy between the recent PTA
detection of a SGWB [2–5] and CMB SDs is studied
quantitatively in a fully consistent Bayesian way by tak-
ing into account marginalization over foreground contam-
ination and reionization effects. Our analysis also differs
from previous approaches in technical details.

Instead of relying on the commonly employed win-
dow function approximation for calculating µ and y-
type SDs [27, 28], we rigorously compute them using
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FIG. 1. [Left] Illustrative primordial spectra together with constraints from Planck and sensitivity ranges of y and µ-type
distortions and PTA. [Right] Corresponding µ (solid lines) and y-type (dashed lines) SD signals as functions of the frequency
ν of the CMB black-body spectrum, compared to the sensitivity of FIRAS and PIXIE as well as to the total contribution of
foregrounds. µ and y distortions are computed by adopting the window functions of PIXIE. In the Table, we report the fiducial
parameters for each case.

the Green’s function method proposed in [29] and imple-
mented in the extension of the CLASS code [30] introduced
in [31, 32].

The analysis. In our analysis, we adopt a straightfor-
ward yet widely used lognormal (LN) parameterization
for a peak in the PPS [33] which encapsulates its critical
attributes, including amplitude, location, and width:

PLN(k) =
Aζ√
2π∆

exp

[
− ln2 k/k∗

2∆2

]
. (1)

While this parameterization may not capture the details
of specific inflationary models across all scales, it enables
us to draw generic conclusions and to establish connec-
tions with recent PTA analyses [3, 9–12, 34], which also
employed the parameterization in Eq. (1). We will com-
ment on possible extensions in the Conclusions. We add
this LN peak to the ΛCDM power-law spectrum of cur-
vature perturbation parametrized by (As, ns).
Within the LN parameterization, we adopt 3 fiducials,

whose parameters are reported in Fig. 1 together with
their µ and y SD signals. We chose them as follows:

• Case 1 is the maximum likelihood sample from the
MCMC chains of the SIGWB analysis [35] of the

NG15 collaboration [9], which we take as a rep-
resentative PTA dataset. It produces an SD signal
that is indistinguishable from a near scale invariant
PPS.

• Case 2 lies well within the 68% CL contours of
NG15, and produces a SD signal that is within the
reach of the planned sensitivity of PIXIE.

• Case 3 peaks at the center of the window function
of both FIRAS and PIXIE, and produces an SD
signal that will be detected PIXIE at high statis-
tical significance, but weak enough to be allowed
by FIRAS. Being outside their sensitivity range,
the associated GW signal cannot explain the recent
PTA detection, which would be ascribed to either
SMBHs or other models.

The methodology of our MCMC analyses and fore-
casts is described in detail in the Supplemental Materials.
There, we also report the priors on the parameters and
explain our method of marginalization over nuisance and
foreground parameters in the case of SDs. In addition to
present 1d and 2d constraints on the model parameters,
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FIG. 2. [Top] 1D and 2D posterior distributions of the LN parameters, and 1D distribution for the derived parameter µ.
[Bottom] Predictive posterior distributions for PLN(k).

we also plot the predictive posterior distribution (PPD)
of P(k), allowing a straightforward visualization of the
constraints on the PPS itself, which cannot be grasped
from the triangle plots alone.

Constraints from FIRAS and Planck. For all the
three cases studied, FIRAS data are not very informative,
as can be seen from the blue contours in the triangle plots
in Fig. 2, and in combination with Planck can only ex-
clude some regions of the parameter space - in particular,
Planck provides a lower limit for k∗. Because our prior on
k∗ allows the peak in the PPS to also fall completely out-
side the window function of FIRAS, the amplitude Aζ is
unconstrained after marginalizing over the other parame-
ters. However, we can clearly see a scale dependent bound
on Aζ in the 2D plane log10 Aζ vs log10 k∗. The PPD of
P(k) depicts tight constraints at the largest scales tested
by Planck [1]. Moving to intermediate scales, within the
window function of FIRAS, the upper limit on the am-
plitude is roughly Aζ ≲ 10−4. At smaller scales, to which

FIRAS is not sensitive, P(k) becomes unbounded. Our
results are consistent with those of previous analyses ob-
tained with simpler approximations [21, 22].

Forecasts for PIXIE plus Planck. Our PIXIE fore-
casts in combination with Planck are shown in Fig. 2, on
top of the constraints from FIRAS. PIXIE and Planck
cannot detect the signal for Case 1, mainly due to the
smallness of µ predicted. Whereas, due to the much bet-
ter sensitivity, the constraints on the amplitude do im-
prove, the bump in the power spectrum is located at
such small scales and does not contribute to the SD sig-
nal. Case 2 is perhaps the most interesting one (see the
Supplemental Material for more details). We see that,
despite the predicted µ being well within the reach of
the nominal PIXIE sensitivity, i.e. µPIXIE ≲ 2 × 10−8

as quoted in [25], the model parameters are not well
constrained and, although the reconstructed PPS does
show a hint of a deviation from near scale invariance,
the bump is not detected and the PPS is still consis-
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tent with a near scale invariant one. µ and y distortions
are indeed consistent with the minimal signal predicted
by ΛCDM, although the posterior distribution of µ does
show a peak around the fiducial value of µ = 5.32×10−7.
This agrees with previous studies (see e.g. [32]) that in-
dicate that the nominal sensitivity is degraded by almost
an order of magnitude when consistently including all
the foregrounds that are expected to act as nuisance for
PIXIE [36–41]. As seen from the red contours in Fig. 2,
removing foregrounds would allow a signifcant detection
of µ = ( 5.27± 0.09 ) × 10−7 at 68% CL, although this
would not translate into a statistically significant devi-
ation from near scale invariance, and the constraints on
P(k) are nearly unchanged. We thus learn two valuable
lessons. On one hand, foregrounds can degrade the sensi-
tivity of SD experiments to the PPS. On the other, even
after foreground removal, if the SD signal is not strong
enough so that both µ and y distortions are detected,
it becomes complicated to detect with high confidence
models of a peak in the PPS like Eq. (1), due to the
parameter degeneracies. While estimating µ and y dis-
tortions can quickly indicate if there is hope to detect
a signal with future experiments (see e.g. [21, 22]), our
analyses highlight the importance of adopting a rigorous
forecasting procedure to assess conclusions about a given
model of a peak in the PPS. This is one of the main re-
sults of this work. Finally, the SD signal from Case 3 is
so loud that PIXIE can detect µ = ( 1.92± 0.02 )× 10−5

and y =
(
4.9+1.7

−3.1

)
× 10−8 at 68%CL. As shown in the

corresponding triangle plot, while some degeneracies be-
tween the model parameters still show up, the model pa-
rameters can be very well constrained and a near scale
invariant PPS is excluded with extremely high confidence
in the range k ∈ [102, 104]Mpc−1.

Synergy with PTA. Let us now discuss the synergy
between future SD experiments and PTA data. To do
that, we take the multi-dimensional posterior distribu-
tion on the LN parameters (log10 Aζ , ∆, log10 k∗) from
the public chains of the NG15 analysis of the SIGWB and
use it as input for our forecast for PIXIE. We discussed
how Case 1 cannot be detected by PIXIE, as its SD sig-
nal is too weak. However, the parameter space allowed
by NG15 still contains some regions producing a large
µ-type distortion, which will be ruled out by PIXIE, as
seen from the purple contours in the triangle plot for
Case 1. The improvement in the constraints is more
dramatic for Case 2. Despite consistently marginaliz-
ing over foregrounds and temperature shifts, the fiducial
parameters can be recovered and accurately constrained.
The synergy between SDs and PTA would thus be ex-
tremely helpful to probe large deviations in the PPS from
a power-law shape beyond the detection of µ.

Conclusions. Motivated by the recent detection of
an SGWB by PTA experiments, and its possible scalar-
induced nature [2–5, 9, 10], we investigated how future
measurements of CMB SDs could probe the dissipation

into acoustic waves ot these scalar perturbations pro-
ducing the SGWB. We found that the parameter space
consistent with PTA observations spans several orders of
magnitude in µ-type and y-type SD signals, with both
small and large amplitudes. While COBE FIRAS data
contribute minimally to the constraints within this range,
future experiments as PIXIE hold great promise for prob-
ing this uncharted territory, especially when combined
with PTA. Furthermore, we showed that an experiment
like PIXIE will be able to bridge between the scales tested
by CMB anisotropies and PTA, probing corners of the pa-
rameter space not accessible to either of them and thus a
unique target of future SD experiments. Note also that
our results are somewhat conservative, since more sensi-
tive concepts than PIXIE have been proposed as future
space experiments for CMB SDs [26].

We also identify promising avenues which go beyond
the results presented in this paper:

Beyond the LN template. Our choice for the LN tem-
plate as workshorse for our analysis has been dictated
either for simplicity and because it has been chosen by
the NANOGrav collaboration. Features beyond the LN
template have been proposed, such as different infrared
or ultraviolet slopes, large dips characteristic of ultra-
slow-roll dynamics [42], steep growth of the infrared tail
beyond k4, indicative of multifield scenarios [21, 43–49],
or large oscillations due to sharp features [43–47]. Re-
peating our analyses with more realistic templates or di-
rect numerical integration of inflationary equations can
bridge the gap between data and fundamental theoretical
parameters.

PBHs. A large peak in P(k) may lead to the for-
mation of PBHs. A rough estimate of the threshold
for (over)production of PBHs is Aζ ∼ O(0.01 − 0.1).
Our posteriors includes amplitudes much larger, rais-
ing questions about the overproduction of light PBHs.
There are, however, several well known caveats that af-
fect the quick estimates above and rose again to promi-
nence after the PTA detection. The PBH abundance is
strongly affected by the PBH formation criteria [50, 51],
the shape of the PPS [52], the accurate size of the physi-
cal horizon at formation [53], the equation of state (EOS)
of the Universe at PBH formation [54] and, notably,
non-Gaussianities [11, 55–57]. In particular, also the
SIGWB would be modified upon including changes in
the equation of state of the Universe [58–60] and non-
Gaussianities in the calculation of the SGWB [61–64].
Furthermore, PBHs would impact SDs also through their
accretion [65]. A state of the art discussion of the re-
sulting constraints which derives from PBH formation is
beyond the scope of this work.

Other CMB SD imprints. Finally, although we have
only considered the total intensity spectrum of the CMB,
other SD observables such as T−µ correlation [27, 66, 67],
SD anisotropies [68] have been proved to provide valu-
able constraints on the shape of the PPS. Furthermore,



5

10 9 8 7 6 5 4
log10 f [Hz]

13

12

11

10

9

8

7

6

lo
g

1
0
h

2
Ω

G
W

(f
)

Case 1
LISA sensitivity

10 9 8 7 6 5 4
log10 f [Hz]

Case 2

FIG. 3. Derived constraints on the spectral shape of the SGWB from the NG15 analysis (green) as well as the forecasts for the
PIXIE + Planck + NG15 in Case 2 (purple). We also plot the NG15 violin plots and the LISA power-law sensitivity curve at
higher frequencies.

also tensor perturbations directly source SDs [69, 70],
although their signal is much weaker compared to the
one explored in this paper. All such insights add to the
prospects of testing the PPS with future SD experiments.

Our results also demonstrate that measuring an SD sig-
nal will advance our understanding of primordial physics
and also hold significant implications for interpreting
data from future space-based GW observatories, such
as LISA [71] or BBO [72]-Decigo [73], as displayed in
Fig. 3. When analyzing current PTA data in terms of an
LN peak, the predicted ΩGW from the posterior distri-
bution of the model parameters intersects the sensitivity
of future GW experiments. Adding information from SD
anchors a SIGWB at large scales, so that its shape within
the LISA sensitivity band is theoretically predicted. This
theoretical prior can optimize the search of an SGWB at
mHz frequencies, a key scientific target of LISA [74–76].
We believe that such profound physical implications pro-
vide strong support for the science case of a future space
based CMB spectrometer.
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CMB spectral distortions. Here we briefly review the calculation of the SD signal [81], focusing on the imprints
of the shape of the PPS on µ and y-type distortions. The SD of the CMB ∆I can be decomposed as follows:

∆I(x) = ∆ISZ(x) + ∆IT (x) + ∆Ifg(x) + ∆Iexotic +∆IΛCDM, (2)

where x is the dimensionless frequency x = hν/(kBT0), and the different terms represent contributions from late-time
reionization ∆ISZ, temperature shift ∆IT, foregrounds ∆Ifg, possible exotic physics ∆Iexotic and the minimal signal
produced by ΛCDM ∆IΛCDM. Let us briefly comment on each of these term.
∆ISZ(x) is the late-time Sunyaev-Zeldovich contribution from energetic reionized electrons that scatter CMB pho-

tons creating SDs. This term can be approximated as in [23]:

∆ISZ(x) = Nx3yreioY (x). (3)

∆IT arises from the difference between the true CMB temperature T and its reference value T0:

∆IT (x) = Nx3
[
∆T (1 + ∆T )G(x) + (∆2

T /2)Y (x)
]
, (4)

where N = 2(kBT )
3/(hc)2, G(x) = xex/(ex − 1)2, Y (x) = G(x)[x(ex + 1)/(ex − 1)− 4] and ∆T = (T − T0)/T0.

∆Ifg encodes foreground contributions from the Galactic thermal dust, the Cosmic Infrared Background (CIB),
synchrotron, free-free, spinning dust, and integrated CO emissions. A detailed description of this term and its
implementation in MontePython can be found in [23, 39].

∆Iexotic contains the cosmological signal from exotic energy injections at high redshifts. As we are not interested
in such Physics in this paper, we set it to ∆Iexotic = 0.
Finally,∆IΛCDM is the sum of two main contributions, i.e. adiabatic cooling of electrons and baryons and dissipation

of acoustic waves. Since the former effect is not related to the PPS, we describe only the latter. The presence of
primordial density fluctuations generated during inflation causes some regions of the primordial plasma to be hotter
and denser than others. The various regions of the plasma at different temperatures are all represented by a black
body spectrum. Photons diffuse from overdense to underdense regions and vice versa, generating an isotropization of
the photon phase space distribution at small scales [82] and CMB SDs [17, 83–85]. The rate of the energy injected in
the plasma due to the Silk damping is [28]

dQ

dt
≈ 4A2ργ

∫
dk kP(k) (∂tk

−2
D ) e−2(k/kD)2 , (5)

where kD is the Silk-damping scale, ργ the photon density and A ≈ (1 + (4/15)ρν/ρr)
−1. We therefore see that the

energy rate is proportional to the PPS, which sets the initial condition for the photon perturbations in the Early
Universe. In general, the total SD signal can be decomposed as the sum of three different types of SDs, namely
µ, y, and g, and some residual term R(x) that represents all the SDs that are neither µ, y or g distortions. Each
contribution to the SD signal is characterized by an amplitude and a shape. The y and g shapes are denoted by Y (x)
and G(x) respectively, while the µ shape is M(x) = G(x)[0.4561− 1/x]. Therefore, ∆IΛCDM can be written as

∆IΛCDM(x) = gG(x) + µM(x) + yY (x) +R(x) (6)

The SD amplitudes µ, y, and g are in general computed given the rate of the energy into photons dQ/dt as:

a =

∫ ∞

0

dz
dQ/dt

(1 + z)Hργ
Ja(z), for a = µ, y, g, (7)

where Ja(z) describes how much of the injected energy creates an a-type SD at z. There are different ways to compute
the visibility functions Ja(z). We compute them with the PCA method implemented in CLASS [31], in which Ja(z)
are equal to the branching ratios of the Green’s function of the thermalization problem Gth and where R(x) is the
residual of Gth [29]. In the acoustic waves dissipation case, the injected energy rate is given by Eq. (5) and therefore
the SD amplitudes (7) become

a =

∫
dk

k
P(k)Wa(k), (8)
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where we define the window functions Wa(k) as

Wa(k) = 4A2 k2
∫ ∞

0

dz
(∂tk

−2
D ) e−2(k/kD)2

H (1 + z)
Ja(z). (9)

If the visibility functions Ja(z) are computed with the PCA method, numerical integration is typically required to
calculate the window functions. However, it is possible to approximate analytically Ja(z) and perform a straight-
forward integration of Eq. (9). In this case, it turns out that the approximated µ window function has support
∼ [1, 104]Mpc−1 plotted in Fig. 1 [28].
To visualize how µ and y depend on the template parameters (1), we can approximate Wµ,y(k) to top-hat functions

Wµ,y = Aµ, y × Θ(k − kmin)Θ(kmax − k), where Aµ,y is some proportionality constant. In this case, the expressions
for µ and y (8) can be analytically integrated

µ, y =
Aµ, y Aζ

2
Erf

(
ln k − ln k∗√

2∆

)∣∣∣∣kµ, y
max

kµ, y
min

(10)

The analytic approximation captures quite well the dependence of µ and y on the LN parameters, except when the
LN pivot scale is moved closer to the edges of the window function. We show this in Fig. 4, where, for simplicity, we
compare the analytic result (setting Aµ = 2.27 following [21]) to the one computed with the PCA method implemented
in CLASS assuming the window function of COBE FIRAS.

CMB SD likelihoods and MCMC methodology. In this paper, we place constraints on the PPS through a
Bayesian likelihood analysis. In order to use FIRAS constraints [24] and to forecast the capability of a future PIXIE-
like spectrometer [25], we use the mock SD likelihood presented in [31] and implemented in MontePython v3.5.0,
which reads as follows

lnLSD = −1

2

∑
i

(
∆Iobs(νi)−∆Ipred(νi)

δI(νi)

)2

. (11)

Here ∆I(νi) is the detector sensitivity in the i-th frequency bin and ∆Ipredicted is the theoretical SD signal computed
for some given model parameters. In the case of the LN bump in the PPS in Eq. (1), the parameters are (Aζ , k∗,∆).
For COBE FIRAS, in absence of a publicly available module with real data, we use the mock likelihood implemented
in MontePython which is able to reproduce the upper limit on µ set by the COBE FIRAS [24]. ∆Iobs(νi) is the
measured (fiducial) SD signal in the i-th frequency bin. We break the almost perfect degeneracy between µ and ∆T

(see Eq. (2)) using a Gaussian prior on ∆T centered at ∆T = 0, with standard deviation σFIRAS
∆T

= 2.2 × 10−4 and

σPIXIE
∆T

= 5 × 10−8 for COBE FIRAS and PIXIE, respectively, as done in [32]. The Gaussian prior is essential to
mitigate the degeneracy, especially in the Case 2, where the expected signal µ ≈ 10−7 may be suppressed by a value
of ∆T of the same order. Eq. (4) shows that the term ∆IT (x) includes a term proportional to the g-shape, ∆T ·G(x),



10

1 4 7
log10 k ∗

0.96

0.97

n
s

2.1

2.2

1
0
−

9
A
s

1
2

∆

8

4

lo
g

10
A
ζ

8 4
log10Aζ

1 2
∆

2.06 2.18
10−9As

0.97
ns

Planck+Firas 
Planck+Firas (Fixed Cosmo Params)

1 4 7
log10 k ∗

0.96

0.97

n
s

2.1

2.2

1
0
−

9
A
s

1
2

∆

8

4

lo
g

10
A
ζ

8 4
log10Aζ

1 2
∆

2.06 2.18
10−9As

0.97
ns

Planck+PIXIE
Planck+PIXIE (Fixed Cosmo Params)
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so that the overall amplitude multiplying G(x) is the sum of g and ∆T . Typically, the magnitude of g is much smaller,
around 10−10, compared to ∆T , making g-distortions negligible when considering temperature shifts. For this reason,
we follow the default implementation in MontePython and neglect g-distortions in our analysis. The priors on yreio
and the other foreground parameters are also set following [23].

In order to include constraints on the PPS at k ≲ 0.1 /Mpc, we also fold in the constraining power of Planck data.
Since FIRAS is implemented as a mock likelihood, in order to avoid combining real and simulated data, we use a mock
likelihood for Planck reproducing the Planck 2018 ΛCDM results for cosmological parameters. The inverse Wishart
log-likelihood lnLPlanck for TT, TE, and EE spectra covers a range of multipoles ℓ ∈ [2, 2500], adopts a modified
version of the sensitivity described in [23] for the frequency channels 100, 143, and 217 GHz and covers a sky fraction
fsky = 0.65.

The results obtained with lnLSD+lnLPlanck by using a Metropolis-Hastings MCMC algorithm implemented in the
MontePython sampler and by allowing to vary both the 6 ΛCDM and 3 LN parameters are shown in Fig. 5. These
results are compared with those obtained by fixing the 6 ΛCDM cosmological parameters in Fig. 5. Given the good
agreement that we find for this LN template, we proceed by keeping fixed the 6 ΛCDM cosmological parameters to
reduce the computational cost of the MCMC analysis.

In order to forecast the impact of future CMB SD measurements on the scalar-induced interpretation of PTA data,
we compute the 3d marginalized posterior distribution of (log10 Aζ , log10 k∗,∆) from the public chains of the NG15
analysis obtained by using the SIWGB associated to the LN model in Eq. (1). We then add the log-value of such
normalized posterior to the total CMB log-likelihood lnLPlanck + lnLSD.

The role of SD likelihoods for the PPS. We now discuss the relevance of SD likelihoods for the reconstruction
of the PSS. In the top panels of Fig. 6, we add the derived posteriors on µ, y and ∆T to the PIXIE forecast shown
in Fig. 2. Fig. 6 shows how the constraints on µ are significantly affected by foregrounds, consistently with [23]. By
fixing the foregrounds, we get a significant detection µ = ( 5.3± 0.1 )× 10−7 at 68% CL. On the other hand, when we
vary the foreground parameters in the analysis and marginalize over them, we only obtain a 95% CL upper bound on
µ, i.e. 8.5× 10−7.

The role of foregrounds is instead different for the inference of the PPS by CMB SDs. Indeed, degeneracies among
the LN parameters cannot be broken, even when foregrounds are removed and µ is detected with high statistical
significance. This fact is easy to understand by looking at Eq. (8). Indeed, the detection of µ we can only constrain
a specific combination of LN parameters, but not each of them individually. This clarifies why the PPD of P(k),
despite hinting at a strong scale dependence at ∼ 1σ in the region k ∈ [102, 105]Mpc−1 (see the dark-shaded areas in
Fig. 6), is consistent with a near scale invariant spectrum. To clarify the PPD, we also plot the posterior samples in
the bottom panels of the Fig. 6. Both small peaks in the SD window and large ones at larger scales are admitted by
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the MCMC, as they yield the same value of µ.
Measuring y generated by the dissipation of the acoustic waves would break the degeneracies mentioned above,

and assess the primordial origin of the SDs. However, y generated by the dissipation of the acoustic waves in Case
2 is too small to be detected, regardless of the way we treat foregrounds in our forecast, see Fig. 1. This example
can be compared to our forecast for Case 3 where y is instead large enough to be detected by PIXIE, resulting in(
4.9+4.7

−4.3

)
× 10−8 at 95% CL. In that case, as shown in Fig. 2, the PPS parameters can be all constrained, and the

P(k) can be reconstructed very well.
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