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Abstract

Assurance cases are structured arguments designed to show that a
system functions properly in its operational environment. They are man-
dated by safety standards and are largely used in industry; however, they
are typically proprietary and not publicly available. Therefore, the bene-
fits of assurance case development are usually not rigorously documented,
measured, or assessed.

In this paper, we present an assurance case for the CERN Large
Hadron Collider (LHC) Machine Protection System (MPS). We used open-
source documentation for its creation and used the eliminative argumen-
tation, methodology for assurance case development. The development
involved four authors with considerable experience in assurance case de-
velopment, three of whom work for Critical System Labs, a small enter-
prise specializing in assurance cases.

Our experience shows that (a) the cost and time required to develop
our assurance case is negligible compared to the effort needed to develop
the system, and (b) eliminative argumentation helped identify 10 defeaters
not detailed in the documentation used for creation of the assurance case.
In this paper, we describe our experience and findings, and also discuss
how the LHC assurance case helped accurately identify Key Performance
Indicators for the MPS.
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1 Introduction

Assurance cases (ACs) are arguments intended to show that a system will func-
tion as expected in its operational environment. ACs connect technical evidence
about a system to high-level claims that a wide range of stakeholders can un-
derstand, enabling engineers and reviewers to assess whether proper risk miti-
gations are in place. ACs are used in many domains (e.g., automotive, rail, and
control [1]), mandated by safety standards (e.g., ISO 15026-2 [2], ISO 26262 [3],
and EN 51026 [4]), and are often represented graphically (e.g., [5, 6, 7]).

Despite the interest of the research (e.g., [5, 6, 8]) and industrial (e.g., [9])
communities in ACs, the benefits of the usage of AC are seldom empirically as-
sessed or publicly shared. On one side, the research community is usually inter-
ested in the development of new notations for AC representation (e.g., [5, 6, 8])
and automated reasoning tools (e.g., [10, 11, 12]) that are typically evaluated on
showcase examples which differ significantly from those developed in the indus-
try. On the other side, practitioners extensively use ACs. However, companies
often have strict nondisclosure policies; therefore, there is limited knowledge
sharing about practical assurance strategies and industrial examples [13]. We
are aware of only a handful of attempts (e.g., [1, 9, 14]) aiming to assess the
benefits of using ACs in practice, and not aware of any works that evaluate the
benefits of AC development over real, publicly available AC case study.

This paper presents an AC for the CERN Large Hadron Collider Machine
Protection System (MPS) [15]. The LHC is a particle accelerator and col-
lider built by the European Organization for Nuclear Research (CERN) [16].
The LHC is a cyber-physical system combining hardware and software compo-
nents [17, 18, 19]. We selected the LHC since it is a sizeable industrial case
study from the nuclear domain, and we could interact with CERN engineers
to empirically assess the results of our study. We relied on open-source docu-
mentation for AC creation and used eliminative argumentation (EA) [20] as a
graphical notation. EA explicitly supports modeling defeaters, i.e., reasons to
doubt AC claims. We used EA since it is a well-known methodology for AC
development; it is supported by existing tools [21] and considered by Critical
Systems Labs (CSL) [22] in similar works [1].

CSL is a small-medium Canadian enterprise specializing in assessing and
managing complex software safety and security risks. We developed our AC
using Socrates [21], an industrial collaborative tool for AC development. Devel-
opment took approximately three months and involved three engineers working
at CSL and one Ph.D. student with four years of experience in the assurance
case domain. Our AC is a significant example comprising 506 nodes. This AC
is of medium size, according to industrial experience. We made our AC publicly
available [23]1.

We collected metrics and reflected on the AC creation process with the goal
of answering two research questions: What is the effort needed to develop an
assurance case for a complex system (RQ1)? and How useful is the creation

1The assurance case is publicly available on the CERN website at the following address:
https://cds.cern.ch/record/2854725
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of an assurance case (RQ2)? In terms of effort, the time (91.9 days) and
estimated cost required to develop an AC for the LHC MPS are significantly
lower than system development (10 years and ≈ 4.4 billion USD for construction
of the LHC, of which ≈ 5% was estimated to be spent on the MPS ≈ 200 million
USD). To analyze effectiveness, we interacted with CERN experts to understand
the impact of the defeaters that our AC creation process identified but that were
not detailed in the documentation available to us. CERN experts confirmed all
the identified defeaters and found only a handful of new defeaters that were not
included in the argument. Therefore, we conclude that EA shows high precision
and recall for identifying valid defeaters.

Finally, we reflect on the practical implications of these findings and dis-
cuss how EA enables the accurate identification of Key Performance Indicators
(KPIs): detectable measurements of events that may gauge the performance of
a system beneficial for a safety-critical system such as the MPS.

To summarize, this paper makes the following contributions:

1. We develop a medium-size AC for the LHC MPS by using EA;

2. We make publicly available all the resources we used for the AC develop-
ment, the process we followed, and our AC enabling the replication of our
experiments and results by other researchers or practitioners;

3. We empirically assess the effort and the usefulness of AC development in
a large industrial case study.

The paper is structured as follows. Section 2 presents the LHC and the
MPS component. Section 3 provides relevant background information on ACs
and EA. Section 4 presents the methodology used for the AC development and
to evaluate each research question. Section 5 describes the AC for the MPS.
Section 6 presents our evaluation results. Section 8 discusses related work.
Section 9 concludes by summarizing key results and describing plans for future
work.

2 The Large Hadron Collider

The Large Hadron Collider (LHC) is a particle accelerator and collider built by
the European Organization for Nuclear Research (CERN). The LHC enables
testing theories and investigating unanswered questions in particle physics by
observing collisions between highly accelerated particles. Building the LHC
required approximately 10 years [24, 25] and costed approximately 4.6 billion
SFr (≈ 4.4 billion USD [24]). We selected the LHC as our case study since (a) it
is a large and representative complex system; (b) it is carefully documented;
(c) the documentation is publicly available, and (d) we had contact with CERN
engineers that could help us answer our research questions.

The LHC consists of two 27-kilometer-long rings that accelerate particles to
nearly the speed of light in opposite directions (see Figure 1). Particle beams
travel around each ring in clusters (with particle-free gaps between them), and
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Figure 1: The 27 km LHC tunnel, housing the LHC accelerator, here showing
the superconducting magnets containing the two beam pipes. [26].

over 10000 magnets are used to bend and focus beams around the rings. During
collision experiments, the trajectories of these beams are diverted so that they
intersect at four collision points, and phenomena related to the collision are then
detected and analyzed by a range of large-scale particle detectors.

The accelerated particle beams circulating in the LHC have high energy and
destructive force and pose a significant risk of damage to the system if their
trajectories become unstable (one proton beam within the LHC has the power
of an aircraft carrier moving at 12 knots). Further, a substantial amount of
energy is stored in the electrical circuits used to power the LHC magnets, and
an uncontrolled release of even a small portion of this energy could result in
damage to the LHC. Thus, the machine should be sufficiently protected from
the damages described above.

TheMachine Protection System (MPS) is comprised of inter-dependent com-
ponents designed to ensure that the LHC does not become damaged during
operation. It proactively protects the system by monitoring all conditions that
could lead to damage, and issuing a beam dump (i.e., extracting all particles
from the LHC rings) before hazardous scenarios occur. Each critical compo-
nent of the MPS has redundancy so that, if a failure occurs, backups of the
malfunctioning MPS component will be in place to extract the beam before
damage is caused. The MPS is designed to protect the LHC from two main
hazardous scenarios: beam loss and magnet quenches. In this paper, we focus
on an assessment for uncontrolled potential beam loss only. A beam loss occurs
when accelerated particles become unstable in their trajectory around the LHC.
There are several factors that may cause beam losses, such as collisions between
proton beams and residual gas molecules in the LHC ring’s vacuum chamber,
magnets used to bend and focus the beam around the LHC being out of toler-
ance, and failure to extract the beam from the one of the two LHC rings during
a beam dump. This may result in a loss of containment, or particle collisions
with the LHC itself. As these particles have very high energy, beam loss can
cause significant damage to the LHC if it exceeds acceptable levels.

The MPS is responsible for detecting beam loss and performing beam dumps
before potentially damaging conditions are reached. A beam permit signal is
used by components of the MPS to communicate whether conditions are ap-
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propriate to continue operating the LHC: if the beam permit signal is present,
the LHC may continue operating; otherwise, a beam dump is required. For this
study a simplified MPS is considered to consist of four main components: the
Beam Loss Monitoring System (BLMS), the Beam Interlock System (BIS), the
Beam Dumping System (BDS) and the Safe Machine Parameters (SMP).

The Beam Loss Monitoring System (BLMS) is responsible for monitoring the
LHC to measure the beam loss in all portions of the ring. The BLMS consists of
≈ 4000 monitors distributed around the two rings, each of which is monitoring
a specific region of the LHC. Monitors are more densely distributed in critical
regions of the LHC, such as around the critical components required to perform
a beam dump. When non-nominal beam losses are detected, the BLMS signals
the BIS to initiate a beam dump by withdrawing the beam permit. There is
triple redundancy and error detection in the optical transmission to the BIS,
and redundancy in other areas of the machine protection system. The MPS is
intended to extract the beams within 400µs of the occurrence of a failure state to
avoid potential damage to accelerator components. To satisfy this requirement,
the BLMS is designed to detect and communicate beam losses to the BIS within
80µs.

The Beam Dumping System (BDS) is responsible for extracting the beams
from the LHC rings without damaging the system. It consists of a large graphite
block designed to absorb extracted beams, dilution magnets that spread out
particle clusters to reduce the energy density when they impact the sink, pulsed
kicker magnets and continuously powered septa magnets to divert the circulating
beams from the main LHC ring towards the sink, and moveable absorbers that
protect the machine in the case of errors during a dump. For a beam dump
to occur in a loss-free way, the BDS is engaged during an abort gap, i.e., a
particle-free gap of 3µs in the ring.

The Beam Interlock System (BIS) determines whether the BDS should ini-
tiate a beam dump depending on the values assumed by a set of permit signals.
The BIS processes these signals and sends a continuous signal to the BDS de-
pending on the values received by the so called User systems. The BLMS is
one of these User system (in total there are about 200 connections to the LHC
BIS). The BIS sends a beam permit with value true to the BDS if it receives a
beam permit with value true from all subsystems; otherwise, it sets the beam
permit to the value false. It may take between 20µs and 120µs for the BIS to
receive, process, and redirect a beam permit signal. Note that the BIS connects
to all systems that may cause damage to the LHC. If any of these systems enter
an unsafe state, the BIS will trigger a beam dump before the BLMS detects a
problem. The BLMS is an additional protection measure on top of the BIS.

If the abort gap is filled with beam or synchronisation with the abort gap
is lost, the BDS will engage2, the BDS will engage anyway and perform an
asynchronous dump. Asynchronous dumps can be dangerous as any particles
that pass by the kicker magnets while they are only partially engaged will not be

2There are rare cases where a malfunction may cause particles to de-bunch and travel
around the ring with a more uniform distribution.
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diverted to the proper extraction trajectory. Absorbers are placed to protect the
LHC in asynchronous dumps by covering the possible trajectories that particles
could be sent on if they pass by kicker magnets that are not fully engaged. The
extraction time for a worst-case scenario beam dump is 178µs since it may take
up to 89µs for an abort gap to synchronize with a withdrawn beam permit, and
another 89µs for all the particles to be extracted from the beam.

The Safe Machine Parameters (SMP) computes the values of a set of pa-
rameters from the operational conditions of the LHC and the super proton
synchrotron via the two safe machine parameter controllers: one for the LHC
and one for the super proton synchrotron. Once the SMPs are derived, they
are communicated either via a broadcast protocol through the general machine
timing channel, or via direct serial cable communications. The SMP system is
used to ensure that only low intensity beam is injected into an LHC without
beam and that certain inputs of the BIS can be masked with safe beam inten-
sities. It also distributes critical parameters to many systems. An example is
the beam energy which is used by the BLMS to calculated the thresholds for
requesting a beam dump.

3 Assurance Cases

This section provides relevant background information on ACs using a fragment
of an AC of the LHC MPS.

Eliminative Argumentation (EA) [8] is a graphical notation for AC develop-
ment that extends the Goal Structuring Notation (GSN) [5]. We selected EA
from other alternatives (GSN, CAE [27], SACM [28]) since it has a graphical
structure and enables us to express reasons to doubt AC claims using defeater
nodes. EA has been shown to be easy to learn, facilitates independent review
and emphases the importance of doubt [5].

Figure 2 presents a fragment of an EA for the LHC Machine Protection
System. The EA has nodes of different types:

• Claim nodes express affirmative statements asserting that a system satis-
fies one or more properties. For example, the node C0081 in Figure 2 is
a claim asserting that the system’s Target Dump External (TDE) dump
block (i.e., a large graphite sink) will safely absorb beams from the LHC.

• Defeater nodes express doubts about the validity of an assurance argu-
ment. Defeaters are unique to EA, whereas the other AC node types
presented in this section are also included in other notations such as GSN.
A defeater can be decomposed into nodes showing how it has been mit-
igated, or it may be left as residual risk that threatens the argument’s
validity. For example, the defeater D0091 in Figure 2 asserts that claim
C0081 will not hold if the TDE block absorbs a beam with high energy
density that causes it to exceed its maximum safe temperature threshold.
This defeater is decomposed into an argument showing that the hazardous
scenario has been sufficiently mitigated.
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Figure 2: AC fragment for the LHC machine protection system

• Strategy nodes express reasoning steps used to decompose a claim into
more refined subclaims. For example, node S0364 in Figure 2 decomposes
defeater D0091 into subclaims related to the heat load capacity and cooling
of the TDE block.

• Context nodes are used to provide background information or missing
details that may be necessary to understand the argument. For example,
context X0725 in Figure 2 provides information on the maximum heat
loads for each type of core in the TDE block.

• Inference rule nodes are attached to strategy nodes, and are used to ex-
plain the rationale for why a strategy’s child claims are sufficient to show
that the parent claim holds. Inference rules may also be referred to as jus-
tification nodes (e.g., in GSN). For example, inference rule IR0722 in Fig-
ure 2 argues that if the TDE block’s maximum heat load is sufficient to
absorb a beam from the LHC and if it is given time to cool down each time
it absorbs a beam, then it will never exceed its safe temperature threshold.

• Assumption nodes may be used to list conditions related to the system or
its operational environment that are assumed to be true in the argument.
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• Evidence nodes are used to support claims by directly connecting them to
supporting evidence or documentation showing that the claim holds. For
example, node E0392 in Figure 2 supports node C0365 by referencing a
protocol in the MPS’s post-mortem analysis in which it will never allow an
experiment to commence when the TDE block is at a potentially unsafe
temperature.

• Residual risk nodes are the residual uncertainties that cannot be com-
pletely eliminated by the argument, and thus they remain as potential
sources of risk or uncertainty. These nodes may require further investiga-
tion or risk management strategies to mitigate their potential impact.

• Undeveloped nodes are aspects of the system that are not fully addressed
or developed within the argument. These undeveloped nodes may require
further investigation or analysis to fully understand their implications for
the problem at hand. They represent areas of potential uncertainty or risk
that may require further attention or consideration.

4 Methodology

Engineers typically develop an AC during the safety analysis following a pre-
cise methodology and development process. In this section, we describe the
methodology we used to create the AC for the LHC MPS and empirically assess
its benefits.

Our methodology (see Figure 3) follows two phases: assurance case design
( 1 ) and feedback collection ( 2 ). These correspond to our research questions:
RQ1 and RQ2 from Section 1.

Assurance Case Design ( 1 ). Four authors of this paper designed the AC
for the LHC. Three of them (Chris Ress, Mateo Delgato, Rolf Lippelt) are
industry experts working for CSL. The team of CSL engineers has a combined
experience in AC production of over 25 years. The other (Torin Viger) is a Ph.D.
student at the University of Toronto with four years of research experience in AC
development. From 2009 to 2012, CSL performed a series of technical audits for
CERN covering particular aspects of the MPS. Knowledge gained from earlier
work assisted the effort to develop this AC. Separate from these technical audits,
CSL also collaborated with CERN and Cambridge University researchers on the
formal verification of a critical component of the MPS [29].

The assurance case design proceeded as follows:
1.1 Collection of Material. The AC developers conducted a literature re-

view of public documentation for the LHC MPS and identified eight relevant
papers and four technical reports – see Table 1. These included engineering
specifications for the system captured from various CERN internal documents
and reviewed/discussed in project reports (i.e., [30, 31]), scientific papers (i.e.,
[32, 33, 34, 35, 36]) and a Ph.D. dissertation [37].

1.2 Preliminary Analysis of the Material. The AC developers studied the
MPS documentation with the objective to better understand the MPS and its

8



1.1
Collection of

Material

1.2
Preliminary

Analysis

1.3
Assignment of

Responsibilities

1.4
AC

Development

1 Assurance Case Design

2.1
Analysis of

Defeaters

Identification
of

Categories

Classification
of

Defeaters

2.2
Introductory

Meeting

2.3
Presentation

of the AC

2.4
CERN

Review

Defeater

Review

Changes to

the AC

2.5
Analysis of

Results

Virtual

Meeting

Log
Analysis
and
Manual

Inspection

2 Feedback Collection

Figure 3: Methodology for creation and analysis of the MPS AC.

subsystems in order to determine how AC development tasks should be dis-
tributed among the team. Collection and analysis of this material took a com-
bined period of two weeks.

1.3 Assignment of Responsibilities. An online session was performed to
plan the AC development and define the tasks assigned to each member of the
AC development team. Each member was responsible for developing a branch
of the argument for one of the four main subsystems (i.e., the BLMS, BIS, BDS,
and SMP) of the MPS (see Section 2).

1.4 AC Development. The AC design was performed using the collabora-
tive web AC development platform Socrates [21] and took approximately seven
weeks. Development was primarily done in parallel, with additional collabora-
tive work sessions to review the argument and identify connections and inter-
dependencies between its branches. These sessions lasted for around two hours
and occurred twice weekly. Interdependencies between branches were mainly
determined by considering defeaters in each argument branch and analyzing
whether any other MPS subsystem performed a function that mitigated them.

The main argument creation phase was deemed complete once all branches of
the argument were sufficiently decomposed so that they could be directly linked
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Ref Description

[30] Operational report for the BIS
[31] Description of the BLMS
[32] Documentation of the LHC beam and power interlock systems
[33] Technical overview of the BIS
[34] Instruments and methods for measuring beam parameters
[35] Statistics related to operation of the BDS
[36] Upgraded BDS configuration and behaviour of beam dumps
[37] Ph.D. dissertation describing the LHC MPS and its components

Table 1: Documents considered for the creation of the LHC AC.

to evidence from relevant CERN documents. The process left some residual
defeaters where supporting evidence could not be identified from the publicly
available documentation. The argument was reviewed internally by five addi-
tional engineers for consistency and quality for two weeks. We discuss the results
of the assurance case design and provide the answer to RQ1 in Section 6.1.

Feedback Collection ( 2 ). The evaluation of the AC proceeded as follows:
2.1 Analysis of Defeaters. We performed an internal review to analyze and

classify the defeaters. The internal review had the following steps:

1. Identification of Defeater Categories. We identified a set of categories that
classify how the doubts expressed by the defeater nodes were mitigated
by the documents we analyzed. The categories were defined by two of the
authors and discussed with the other members of the team. The categories
capture the degree to which the defeaters and their corresponding miti-
gations were addressed by the publicly available documentation. Table 2
presents the categories we used to classify the defeaters. For example,
the category Not Explored refers to defeaters for which corresponding
hazard scenarios are not explored in CERN documents we analyzed.

2. Classification of the Defeaters. We analyzed each defeater and associated
it with one of the defined categories. This process was conducted internally
within the project, with suitable peer review, before being verified by
CERN experts. The process involved a review of each defeater identified
in the AC, determining whether this defeater was adequately addressed by
the open source documentation available, to ensure that sufficient evidence
was available to demonstrate that the scenario was satisfactorily mitigated.

2.2 Introductory Meeting. We provided a high-level presentation of the goal
of our empirical study and outlined the goal of our evaluation to CERN experts.

2.3 Presentation of the AC. We presented the AC in detail to CERN experts
to give them a general understanding of the argument we built. We then gave
CERN experts access to the Socrates platform so that they could edit the AC
themselves. We also shared with them the categorized list of defeaters.
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Category Description

Residual Risks The risk captured by the doubt of the defeater is
not mitigated.

Not Relevant The doubt expressed by the defeater does not rep-
resent a significant risk for the system.

Not Explored The hazard scenario is not explored in the docu-
mentation.

Some Understanding The documents address the risk from the defeater
without explicitly detailing it.

Understood The documents detail the defeater. However, its
mitigations are not simple or obvious.

Well Understood The documents precisely detail the defeater and
the corresponding mitigations.

Table 2: Classification of defeaters.

2.4 CERN Review. Three senior CERN experts reviewed and validated the
argument against existing assessments and verified the evidence for identified
claims. CERN engineers provided feedback in two different ways: by reviewing
the categorized list of defeaters and by directly editing the argument.

2.5 Analysis of Results. We held a virtual meeting with CERN engineers
and collected their feedback on the categorized list of defeaters, especially those
classified as Not Explored, since they capture hazard scenarios not explored
in the docu- mentation. To analyze the activity performed by CERN engineers
in editing the argument, we collected and manually inspected the AC changes
they made.

In the following sections, we first present the AC produced during Assurance
Case Design ( 1 ), and then summarize the results from the Feedback Collec-
tion ( 2 ). Finally, during the Feedback Analysis review meeting, the project
proposed the identification of key performance indicators (KPIs) from the AC.
Specifically, it was proposed to use performance metrics within the AC to iden-
tify leading and lagging KPIs for the MPS. We then continued to identify subse-
quent KPIs for the MPS subsystems in the AC, noting areas of key performance
metrics, residual or undeveloped nodes where monitoring of the system could aid
mitigation of possible residual risks. Finally, the identified KPIs were shared
with CERN experts for review. CERN suggested some minor typographical
changes and noted that these KPIs corresponded to metrics already tracked by
the post-mortem system (i.e., the system responsible for analyzing LHC data
after an experiment completes).

5 The LHC Assurance Case

The AC for the LHC created by us during the Assurance Case Design ( 1 ) has
506 nodes. Table 3 gives a distribution of the number of nodes of each type in
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Node Type Number of Nodes

Claims 146
Evidence 70
Strategies 32
Inference Rules 29
Context 26
Assumptions 1
Defeaters 105
Residual 9
Undeveloped 15
Complete 73

Total 506

Table 3: Number of nodes of each type in the LHC AC.

Figure 4: Overview of the high-level structure of the argument for the LHC.

the argument. Of these nodes, 105 are defeaters representing sources of doubt
in the system. While most defeaters are mitigated by evidence, nine are left as
residual risks within the EA.

Figure 4 presents an overview of the high-level structure of the argument.
The top-level claim C0001 asserts that “The LHC Machine Protection System
(MPS) protects against damage from potential beam losses” and is recursively
decomposed into sub-claims, evidence, and other EA nodes. Specifically, the
claim C0001 is decomposed using a strategy that splits it into four subclaims,
one for each of the subsystems (i.e., BLMS, BDS, BIS, and SMP - see Section 2).

Each subclaim describes how the corresponding subsystem protects against
damage from potential beam losses. For example, Figure 5 presents a fragment
of the AC argument associated with a subclaim for the BIS subsystem. Claim
C0030 argues that “The BIS will transmit loss of the beam permit to the BDS in
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Figure 5: Fragment of the AC that refers to the BIS subsystem.

less than 100 microseconds”. The strategy S0654 decomposes claim C0030 into
four branches based on the foreseeable failure modes that could block, delay or
otherwise interfere with the transmission of a beam dump request to the BDS.
These failure modes are recorded explicitly by the defeater nodes D0031, D0036,
D0438, and D0512. For example, the defeater D0031 argues that the BIS will
transmit the loss of the beam permit to the BDS in less than 100 microseconds
“Unless the beam permit loop is damaged in a way that interferes with the
transmission of the loss of the beam permit”.

EA expands defeater nodes into subclaims that terminate with evidence
nodes and describe how the risks associated with the doubts introduced by the
defeaters nodes are mitigated. For example, to mitigate the risks introduced
by defeater D0031, the usage of redundant beam permit loops and the fail-safe
design of the mechanism responsible for transmitting beam permits is consid-
ered. The evidence node E0534 of the AC asserts that “in the event of one or all
transmission lines being damaged, the beam permit loop will have no 10MHz
signal or noise and subsequently results in the request for a beam dump”, which
shows how the design of the beam permit loop mitigates risks from potential
damages to the system’s transmission lines.

6 Evaluation

As discussed in Section 4, after designing the AC (Assurance Case Design —
1 ), we empirically evaluated our results in collaboration with CERN experts
(Feedback Collection — 2 ). This section presents the answers to our research
questions: Section 6.1 assesses the difficulty of developing an AC for the system
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Engineer Level Activities Days Booked

Junior A (full time) AC creation 28.0
Junior B (full time) AC creation 28.0
Senior (full time) AC creation 31.4
Senior (part time) Review, verification, validation 4.5

Total 91.9

Table 4: Total number of workdays spent developing the MPS AC by each
engineer.

(RQ1), and Section 6.2 evaluates the usefulness of the AC (RQ2).

6.1 AC Development Effort - RQ1

Our AC consists of 506 nodes, which corresponds to a medium-sized artifact
according to CSL engineers. Considering a recent paper that reports on the
application of EA to seven different software-intensive systems [1], our AC is
larger than six of the seven assurance cases; the size of the remaining assurance
case (513 nodes) is comparable to ours.

Developing the AC required 2543 changes (additions, modifications, and
removals of nodes) and took 91.9 workdays. Table 4 shows the total number of
workdays spent developing the AC, with rows representing the time spent and
activities performed by engineers at different levels. This metric includes time
spent studying the MPS and its documentation. Therefore, the development
time could be reduced if the AC were developed by engineers already familiar
with the system.

Compared to the development time of the LHC (approximately 10 years [24,
25]), this AC development time is negligible. The AC building cost is also
negligible when compared to the investment required to build the LHC MPS
itself (≈ 200 million USD).

RQ1 - Development Effort

The time (91.9 days) required to develop a medium-size AC for the LHC
MPS is significantly smaller than the one needed for the system develop-
ment (10 years). The cost estimated for developing the AC is also negligible
compared to the cost of building the LHC MPS (≈ 200 million USD).

6.2 Identifying Risk Scenarios - RQ2

To assess the usefulness of developing an AC for the MPS, we evaluate (a) whether
the AC development enabled us to identify defeaters that were not explicitly de-
tailed in the publicly available documentation and (b) the precision and recall
for the identification of the defeaters of the MPS.
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Table 5 (column Analysis of Defeaters) reports the number of defeaters that
were classified in each of the categories from Table 2 during the Analysis of De-
featers phase ( 2.1 ) detailed in Section 4. Based on our initial classification, 24,
50, and 13 defeaters were classified as Some Understanding, Understood,
and Well Understood, respectively. Among the remaining 18 defeaters, nine
were classified as Residual Unidentified Risks, three as Not Relevant,
and six as Not Explored. These defeaters were analyzed during the Defeater
Review phase 2.4 . Table 5 (column Defeater Review) reports the number of
defeaters that belongs to each category after Defeater Review phase. It also
illustrates within brackets how this number if computed starting from the num-
ber of defeaters present in that category after the Analysis of Defeaters. For
example, in the Understood row, 57 corresponds to 50− 10+17” which indi-
cates that 10 and 17 defeaters were respectively removed and added to the 50
defeaters from the Analysis of Defeaters.

6.2.1 CERN Assurance Case Review

Recall that during the Defeater Review phase 2.4 described in Section 4, CERN
experts directly reviewed and edited the safety argument. Their review raised a
total of 20 technical and editorial comments in the AC, which provided extended
descriptions and clarifying details related to the design and functionality of the
MPS. As an example, CERN clarified that if the BIS has no power, the beam
permit loop signal should have no signal or noise, which will be interpreted as
dump request by the dumping system (claim C0442).
Reviewing these comments resulted in the following changes:

(a) minor modifications of the AC claims to more accurately reflect the design
and functionality of the MPS,

(b) creation of two additional evidence nodes,

(c) revision of three nodes from claims to defeaters,

(d) creation of one new defeater for a previously unexplored branch of the
BLMS argument focused on the potential for beam energy to not be pro-
cessed correctly by the BLMS,

(e) one defeater being marked as undeveloped in the AC, which focused
on a potential scenario involving a sudden loss in power to the BDS and
available documentation,

(f) addition of two context nodes to the argument to expand on information
provided by CERN experts on the operation of the BLMS.

6.2.2 Defeater Review

In total, 27 defeaters were reclassified following the Defeater Review by CERN
experts. The impact on each category of defeaters was as follows:
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Category
Analysis of

Defeaters 2.1
Defeater

Review 2.4

Residual Unidentified Risks 9 7 (9− 2 + 0)
Not Explored 6 3 (6− 3 + 0)
Some Understanding 24 14 (24− 10 + 0)
Understood 50 57 (50− 10 + 17)
Well Understood 13 23 (13− 0 + 10)

Not Relevant 3 1 (3− 2 + 0)

Total 105 105 (105− 27 + 27)

Table 5: Categorization and number of defeaters.

• Residual Unidentified Risks. CERN experts confirmed seven of the
defeaters in this category but noted that the remaining two were mitigated
by additional publicly available information about the MPS which they
described during a review meeting.
Resulting Changes: Two defeaters were removed from the Residual
Unidentified Risks category and moved to the Understood category.

• Not Relevant. After consulting the additional references identified by
CERN experts (research papers and supporting documentation from pub-
licly accessible CERN resources), information was found related to the
mitigation of two defeaters initially classified as Not Relevant cate-
gory. The remaining Not Relevant defeater was confirmed by CERN
experts as not a relevant risk to the LHC MPS.
Resulting Changes: Two defeaters were removed from the Not Rele-
vant category and moved to the Understood category.

• Not Explored. CERN experts explained the measures used to mitigate
the risk associated with three defeaters that were classified into this cate-
gory. They then confirmed the relevance of the remaining three defeaters
as well as absence of the mitigation measures for them in the publicly
available documents we considered.
Resulting Changes: Three defeaters were removed from the Not Ex-
plored category and moved to the Understood category.

• Some Understanding. CERN experts explained how the measures re-
ported in the documents we analyzed mitigated the risk associated with
ten defeaters initially categorized under Some Understanding. They
then confirmed the relevance of the remaining fourteen defeaters in this
category, for which we could not find thorough mitigation measures in the
documentation we analyzed.
Resulting Changes: Ten defeaters were removed from the Some Un-
derstanding category and moved to the Understood category.
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• Understood and Well Understood. CERN experts confirmed the
relevance of all defeaters in these categories and provided additional infor-
mation which enabled us to improve the AC and expand on the mitigation
measures for ten of the defeaters initially classified as Understood.
Resulting Changes: Ten defeaters were removed from the Under-
stood category and moved to the Well Understood category.

The results from Table 5 (column Defeater Review) show that only one
defeater was classified as Not Relevant after the Defeater Review. Among
the remaining 104 defeaters, ≈ 90% (95 = 14+57+23) were classified as Some
Understanding, Understood, or Well Understood) and were known by
CERN experts. This result is expected since the AC development was based
on an existing operating system and publicly accessible online documentation
containing information reported by CERN experts. Of the remaining ≈ 10%,
seven were classified as Residual Unidentified Risks and three were clas-
sified as Not Explored. These defeaters were confirmed to be relevant by
CERN experts, and not explicitly detailed in the publicly available documen-
tation. This result is significant: it shows the usefulness of AC development
in identifying real defeaters relevant to a system, and the level of precision of
the approach. Therefore, we conclude that development of an AC using EA is
useful to accurately identify doubts in a system.

To calculate the precision and recall of our identification of defeaters, we
defined True Positives (TP), True Negatives (TN), False Positives (FP) and
False Negatives (FN) as follows:

• TPs are defeaters that we classified as relevant during the Analysis of De-
featers phase ( 2.1 ) (i.e., those in the Residual Unidentified Risks,
Not Explored, Some Understanding, Understood and Well Un-
derstood categories) which were confirmed to be relevant by CERN ex-
perts during the Defeater Review phase ( 2.4 ). All defeaters in these
categories were confirmed to be relevant, therefore TP = 102 (9+6+24+
50 + 13).

• TNs are defeaters which we classified as Not Relevant that were con-
firmed to be Not Relevant by CERN experts after the Defeater Review.
We have TN = 1, as only one of the three defeaters identified as Not Rel-
evant was confirmed by CERN to be not relevant.

• FPs are defeaters which we categorized as relevant defeaters (i.e., in any
category except Not Relevant), but that CERN identified as Not Rel-
evant. We had no false positives, therefore FP = 0.

• FNs are nodes which we did not categorize as relevant defeaters, but which
CERN identified to be relevant. We have two FNs from the Defeater Re-
view phase ( 2.4 ), as two defeaters we categorized as Not Relevant
were found to be relevant by CERN experts. Additionally, as noted in Sec-
tion 6.2.1, CERN changed three nodes from claims to defeaters and added
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an entirely new defeater during their review of the AC itself. Therefore,
FN = 6 (2 + 3 + 1).

The precision of our defeater identification process is TP/(TP+FP ) = 1. Our
recall is TP/(TP+FN) = 102/(102+6) = 0.94.

RQ2 - Usefulness

The answer to RQ2 is that AC development identified 10 defeaters that
were not detailed in the documentation we considered. These defeaters
were confirmed to be valid by CERN experts. The precision of the manual
development process we used to identify defeaters is 1, the recall is 0.94.

7 KPI Discussion and Threats to Validity

During the interactions with CERN experts, especially during the Defeater Re-
view phase, parts of our conversation led to the discussion and definition of Key
Performance Indicators (KPIs). KPIs are quantifiable and detectable measure-
ments of events whose rate of occurrence can be used to gauge the performance
of a system. Identifying KPIs helps develop and manage a system, as they give
concrete measurements that can be analyzed to determine whether a system or
its subsystems are functioning correctly. Specifically, two types of measurements
were discussed with CERN experts: lagging indicators and leading indicators.

• Lagging indicators track the occurrence rate of hazards and loss events,
such as crashes, injuries, and fatalities.

• Leading indicators measure the occurrence of events that, while not them-
selves harmful, are expected to precede or indicate the potential for future
failures in performance.

Lagging indicators can provide useful information, however they are heavily
dependent on collecting data post a loss event. Thus, the use of lagging indica-
tors alone to measure a system’s performance is not ideal. Leading indicators
can include near-misses, equipment malfunctions and faults/failures.

The two indicators are complementary: lagging indicators detect the pres-
ence of hazards and loss events when they occur, whereas leading indicators
can process larger amounts of data and preemptively detect problems in perfor-
mance.

For the MPS, we identified 21 KPIs (15 lagging and 6 leading indicators).
They were identified by analyzing claims and defeaters related to measurable
aspects of the system’s performance, and events which can be monitored via
the CERN MPS. The KPI were mainly derived from key Claims, Residuals and
Undeveloped nodes, where monitoring the system could provide data to help
measure and mitigate potential residual risks. As an example, the KPI BLMS-
KP2 (a lagging indicator) states that “A failure of a single, or multiple, BLMS
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detector(s) would be reported to the control room, and thus a user permit not
granted for operations” is derived from Claim C0140 - “Detector failures will be
identified and reported to the central control room”, within the AC.

Our experience shows that the EA has enabled these KPIs to be easily iden-
tified from the wider argument (approximately 500 nodes), due to the structure
of the argument and the ease of identifying residual risks, claims and defeaters.
These KPIs were shared, reviewed and discussed with CERN experts. CERN
experts also confirmed that these KPIs are reasonable and largely addressed by
their existing postmortem system. The MPS postmorten system will identify
items such as missing redundancy between systems or within a system. Opera-
tions can only continue after redundancy has been re-established. The fact that
the identified KPIs have been considered by the postmortem system of the LHC
confirms that they are reasonable, demonstrating that AC development and the
use of EA can help identify KPIs that mitigate residual risks in a system. In
addition, the discussion related to some KPIs aided in identification of poten-
tially unrealized loss events. We plan to more rigorously evaluate the usefulness
of AC development in identifying KPIs as future work.

Threats to validity. The methodology used to collect the feedback from
CERN, i.e., the defeater review and the changes to the AC via Socrates, is an
internal threat to validity of our results. To mitigate this, we used two methods
to collect feedback: the discussion of the defeater review and the analysis of the
changes performed via Socrates on the AC. Another internal threat to validity is
team composition and experience of team members. To mitigate this, we created
a team composed of members with a mix of experience, including industry and
academia.

The analysis of a single case study threatens the external validity of our re-
sults: the conclusions of our empirical investigation may differ for different case
studies and systems. However, the fact that the MPS is a large safety-critical
system and the involvement of experts in AC development from CSL mitigates
this threat: a large safety-critical system is likely to share problems that are
also encountered in other safety-critical systems, and the presence of CSL engi-
neers ensured that the creation of the AC was grounded on previous experience.
Usage of public documentation for the AC development and analysis is another
external threat to validity since for other systems (still under development),
this documentation may not be available, or might be incomplete. Therefore,
when systems are not as mature as the one we analyzed, we expect precision
and recall to be lower. Further, an AC is normally created during the system
design and hence evolves over time, this would also likely affect the precision
and recall.

Finally, the metrics used to measure the usefulness of the defeaters produced
by the manual development process (TP, FP, TN, and FN) threaten our results’
construction validity since they influence how well they represent or reflect a
concept that is not directly measurable.
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8 Related Work

There is significant research and industry interest in approaches that support AC
development, including new notations [27, 8, 5], methodologies [9, 38, 39, 40],
argument templates [41, 42, 43], domain-specific techniques [44, 14], and tools
for formal reasoning over ACs [45, 11, 46, 10]. However, these techniques are
often not assessed or only assessed over small showcase examples. For example,
the work introducing EA [8] demonstrated its usefulness on three artificial ex-
amples with ≈30 nodes. We only identified a handful of works that analyze the
implications and effectiveness of AC development techniques in practice. We
summarize these works below.

Diemert and Joyce [1] discussed their experiences and lessons learned from
using EA to create ACs for seven different industrial systems, including four
automotive (149, 257, 484 and 513 nodes), two rail (40 and 95 nodes) and
one industrial control (14 nodes) ACs. The authors report that EA increases
confidence in ACs and helps with independent safety assessment; however, this
insight is only supported by practitioner experience, as neither the ACs nor
information on their development processes are publicly available. In addition,
the lessons learned are presented informally, without any systematic empirical
analysis of the developed assurance cases.

Sujan et al. [47] reviewed AC practices in six UK industries (automotive,
civil aviation, defense, nuclear, petrochemical, and railway). Their analysis
compares safety requirements and regulations from the healthcare domain and
concludes that ACs may lead to more structured healthcare safety management
practices; however, the authors note that further research studies are required
to provide empirical evidence of the contribution of ACs to safety management.

Graydon and Holloway [48] reviewed twelve candidate proposals (in fifteen
papers) for assessing confidence in ACs. Their goal was to assess the capabilities
of the proposed techniques for quantifying confidence in assurance arguments.
The authors searched for counterexamples to detect techniques that can produce
implausible results. Where possible, the authors prioritized counterexamples
that are variants of the original examples. For three out of twelve techniques,
the authors reported some counterexamples showing that the technique outputs
are untrustworthy.

Nair et al. [49] used evidential reasoning [50] to measure and aggregate confi-
dence in ACs. Evidential reasoning requires safety analysts to attach confidence
levels to evidence nodes to denote the evidence’s trustworthiness and aggregates
these values to derive a quantified confidence measurement in the AC. The au-
thors evaluated their framework through a survey involving 21 participants with
over two years of experience in safety assurance. However, the authors did not
assess their framework in any case study.

Cyra et al. [51] proposed visual assessment to analyze an argument that relies
on the Dempster-Shafer theory of evidence [52]. Dempster–Shafer’s theory of
evidence requires associating each evidence node with a value within the interval
[0, 1]. Strategies are linked to functions that enable computing the confidence of
the different claims from the confidence of evidence nodes. The authors analyzed
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whether the functions associated with the different strategies are plausible. This
analysis was conducted via an experiment involving 31 students from the last
year of the Master’s degree in information technologies. The results show that
the accuracy of the aggregation rules is similar to the consistency from the
answers of the participants.

Unlike these works, this paper empirically analyzed and assessed the benefits
of AC developed using EA on a significant industrial example. We made our
AC and results publicly available.

9 Conclusion

In this paper, we empirically evaluated the effort required for developing an
assurance case for a large representative safety-critical system and assessed its
usefulness. Our results show that the cost and time required to develop this
AC are negligible compared to the system cost, the AC helped identify risk
scenarios not explicitly considered in the documentation considered for the AC
development, and the manual development was effective in identifying defeaters.
Based on our knowledge, this is the first study that empirically assesses the
usefulness of the AC and involved two teams of experts from the industries,
one helping in the construction of the AC (experts from CSL) and one for its
evaluation (experts from CERN). Therefore, our results will be relevant to both
researchers, who need industrial case studies to assess their research solutions,
and practitioners, who can rely on empirical results confirming the usefulness
of AC development.

Our AC, made publicly available, is a significant contribution per se. Fur-
ther, the fact that the AC and all the supporting documentation is openly
available makes it even more useful to researchers looking to benchmark their
methods on a realistic example. Based on our knowledge, this is the first (and
only) AC publicly available that includes more than 100 nodes, developed in
collaboration with safety experts with an extensive experience in safety analysis
and revised by domain experts. This AC is also a significant contribution for
the safety community: it will provide a reference case study that can be used
as a benchmark for future works.

The development of a large and representative exemplar AC is part of our
long-term vision of supporting AC developers by using AC development informa-
tion as data [53]. We believe that by monitoring the AC development activities
and treating assurance cases as data, we can learn suggestions to help safety
engineers improve their AC. For this reason, the activity of the AC developers
was monitored, and their activities during the creation of the AC were logged.
We plan to treat these AC development activities as data and to propose tech-
niques that can learn from these data and provide suggestions that can improve
the design of the AC. For example, recommendations may help identify safety
interdependencies between the components for the MPS overlooked during the
AC design.
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