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We study the impact of full unitarity on the moment structure of forward scattering amplitudes.

We introduce the semiarcs, calculable quantities in the EFT dispersively related to both real and

imaginary parts of the UV amplitude for a fixed number of subtractions. It is observed that large

hierarchies between consecutive moments are forbidden by unitarity. Bounds from full unitarity

compete with the ones stemming from convexity, and become more important in EFTs where the

loop expansion is more important than the derivative expansion.

I. INTRODUCTION

Our description of relativistic quantum phenom-

ena is based on the framework of effective field theo-

ries (EFT), that describe long-distance dynamics of a

system. Effects of the microscopic dynamics are en-

coded in a set of parameters that, although thought

arbitrary from the low-energy, infrared (IR) point of

view of the EFT, obey positivity constraints com-

ing from dispersion relations [1–4]. As shown in [5],

negativity of certain coefficients of the forward am-

plitude leads to long distance violations of causality.

Such constrains on the EFT space of parameters from

structural UV consistency of the theory have been ex-

tended to an infinite set of two-sided bounds on the

Wilson coefficients [6–10]. Such positivity bounds

have been shown useful to understand generic QFT

properties [11–20], gravity [21–30] and particle phe-

nomenology [31–47].

Such constraints make only partial use of the uni-

tarity of the S-matrix, in the sense that only the pos-

itivity of the imaginary part of the amplitude is in-

voked. Full non-linear constraints are central in the

modern incarnation of the S-matrix bootstrap [48–

51], which has provided a quantitative understand-

ing of a wide range of strongly coupled systems [52–

58]. Finding common ground between this numeri-

cal approach and the more qualitative but analytic

and versatile idea of dispersion relations might bring

novel perspectives on EFTs emerging from strongly

coupled dynamics [59]. Implications of full unitarity

in the EFThedron formulation of the EFT bounds

has been explored in [60]. In this Letter we discuss

the implications of full unitarity in the UV to the

structure of positive moments of the forward ampli-

tude presented in [7]. We argue that the moment

structure is a necessary, but not sufficient consistency

condition of the forward scattering amplitude.

Naively, one might be tempted to think that

full unitarity should simply translate into an upper

bound on the overall coupling captured by first mo-

ment a0 since, after all, any positive measure leads to

the structure of moments. However, the real part of

the amplitude at a given point depends on the convo-

lution of its imaginary part along a certain contour,

and therefore full unitarity must set constraints not

only to the overall normalization of the measure but

also on its functional form. Ruling out a given mea-

sure translates into ruling out a subspace of arcs, and

therefore a subspace of EFT parameters.

In the following we shall formalize this simple idea.

For this we need to introduce an appropriate contour

in the complex plane, that we call semiarcs, that al-

lows to dispersively relate EFT-calculable quantities

to both real and imaginary parts of the UV ampli-

tude for a fixed number of subtractions. We remark

the central role played by null constraints [9] in order

to transfer the unitarity bounds on partial waves to

the semiarcs. In the context of an EFT of a Gold-

stone boson, we observe how the constraints from full

unitarity become more relevant than the ones com-

ing from the semipositiveness of the Hankel matrix

of moments (see e.g. [7, 10]) when the loop correc-

tions are more important than higher orders of the

derivative expansion.

II. SEMIARCS

We study the 2 → 2 scattering amplitude of a

derivatively coupled massless scalar. We focus on the

scattering amplitude in the forward limit, M(s) =
limt→0M(s, t). This choice is made for simplic-

ity and it is expected than similar arguments can

be used for t ≠ 0, see e.g. [20]. As a function

of the complex Mandelstam variable s, the scatter-

ing amplitude M(s) is assumed to satisfy the fol-
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FIG. 1: Contours in the complex s-plane that

define the semiarcs. The right contour leads to

the relation in Eq. 1, while the left one leads to

Eq. 4.

lowing analytic properties [61]: i) Crossing symme-

try, M(s) =M(−s), together with real analyticity,

M(s) = M∗(s∗). ii) The sole analyticity of M(s)
is the branch cut at physical energies s > 0, and the

corresponding crossing symmetric cut at s < 0. iii)

Unitarity of the S-matrix S = 1 + iT , which implies

2ImT > T †T for physical energies. In particular,

ImM(s) > 0. iv) Polynomial boundedness of M(s),
in particular the Froissart bound M(s)/s2 → 0 as

∣s∣→∞ [62–64].

These set of properties impose nontrivial con-

straints on the functional form that the amplitude

M(s) (orM(s, t), in general) can take. A given rep-

resentation of the amplitude might obscure certain

properties. Dispersion relations allow to relate the

amplitude in different kinematic regimes , imposing

nontrivial constraints on the explicit form of a given

amplitude. For instance, as we will discuss in detail

in the following, unitarity in the UV implies positiv-

ity of certain coefficients in the IR, and crossing in

the IR implies certain sum rules in the UV partial

waves.

In order to explicitly reveal such constraints, we

consider the integrals of M(s)/sn+3 along the con-

tours on the left and right sides of the upper half

plane in Fig. 1. The right contour gives the relation

0 = (∫
is

i∞
−∫

R
+∫

∞

s
) dz
iπ

M(z)
zn+3

≡ In(s) − aRn (s) +An(s). (1)

Note that we have defined the integral over the semi-

arc R counterclockwise. We will refer to aRn (s) as the

semiarc. The scale s on which the semiarcs aRn (s)
depend, being the radius of the semiarc, should be

thought as the scale at which the EFT is explored,

and therefore smaller than the maximal scale where

such description stops being valid.

Along the imaginary axis, one has z∗ = −z, and

therefore crossing together with real analyticity im-

ply that the amplitude is purely real, M(z) =
M∗(z). This implies that In is purely imaginary

(real) for n even (odd). For n even, one gets the

relations

2Re(aRn ) =
2

π
∫

∞

s

dz

z

ImM(z)
z2+n ≡ AIm

n (2)

2Im(aRn ) = −ARe
n − 2iIn, (3)

where ARe
n is defined similarly to AIm

n . The first re-

lation reveals that 2Re(aRn ) are indeed the arcs of

Ref. [7]. Positivity of the imaginary part of the am-

plitude implies the identification of AIm
n with the mo-

ments of a positive distribution, in particular with

the Hausdorff moment problem (see e.g. [65]). While

AIm
n is a UV quantity, dispersion relations allow to

find an IR representation in terms of the semiarc

2Re(aRn ), which is calculable within the EFT and

inherits the moment structure.

The imaginary part of the semiarcs is proportional

to the integral of the real part of the amplitude, ARe
n .

Therefore, if one has some control over the amplitude

along the crossing symmetric axis In, full unitarity

in the UV may be dispersively related to constraints

on the structure of the semiarcs in the IR.

Before continuing the discussion about In, we shall

comment on the absence of the contour along the neg-

ative real axis. In the usual formulation of dispersion

relations, the negative axis cut is related to the con-

tribution along the physical axis using crossing and

real analyticity. In order to obtain Eq. 2, we have

explicitly used the same crossing and real analytic-

ity assumptions to conclude thatM(s) is purely real

along the crossing symmetric axis. Therefore, both

constructions are equivalent. Due to crossing, the left

side of the complex plane is redundant and the right

contour is enough. Indeed, the left contour leads to

the relation

0 = −In(s) − aLn(s) − (−1)nA∗
n(s). (4)

The object A∗
n(s) is defined like An(s), but inte-

grating the complex amplitude M∗ instead, and aLn
is similar to aRn , but integrating along the counter

clockwise contour L. Using the usual properties, it

is possible to show that aLn = (−1)n(aRn )∗. Together
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with Eq. 1, one gets the relations

an ≡ aRn + aLn = An − (−1)nA∗
n

a−n ≡ aRn − aLn = An + (−1)nA∗
n + 2In. (5)

The sum of the semiarcs an is of course the arc of

Ref. [7], and proportional to the integral of the imag-

inary (real) part of the amplitude in the UV for n

even (odd). The difference of semiarcs a−n is instead

proportional to the real (imaginary) part of the am-

plitude in the UV for n even (odd), plus the crossing

symmetric axis contribution In.

The crossing symmetric integral In—. We still

need to determine the contribution from the cross-

ing symmetric axis In. While it might be possible to

use properties of the amplitude in this region to learn

and understand the physical meaning of such contri-

bution [29], we opt in the following for a pragmatic

approach. We will relate the integral In to integrals

along the contours L, R and `R that contain a ker-

nel different than 1/zn. Indeed, In can actually be

written in terms of the discontinuity along a loga-

rithmic branch cut in the imaginary axis, generated

by log(is). Integrating the quantity M(z) log(iz/s)
along the right and left contours, one obtains

In = −
1

2πi
(∫

−s

−∞
−∫

L
−∫

R
+∫

∞

s
) dz
iπ

M(z)
zn+3

log ( iz
s
)

= − 1

πi
[Alog

n − (−1)nA∗,log
n − (aR,logn + (−1)n(aR,log

n )∗) ]

where the label log indicates the presence of a log z
s

in the integrand, as in

aR,logn = ∫
R

dz

z

M(z)
zn+2

log
z

s
, (6)

which is calculable in the EFT.

For even n, the quantity Alog
n −(−1)nA∗,log

n is equal

to AIm,log
n , i.e. the integral over the imaginary part

as in Eq. 2 but weighted by log z
s
. Given the positiv-

ity of ImM, it is possible to write AIm,log
n in terms

of a linear combination of AIm
n′ just by a change of

variables. Indeed, the integral can be mapped to the

unit segment (0,1) and the logarithm can be written

in terms of polynomials in a way that all integrals

can be written as IR arcs. In the following we do

not take this route and use a non optimal but very

useful and intuitive shortcut. It is indeed convenient

to use polynomials in z2 and 1/z2 since this gives rise

to bounds in terms of higher and lower arcs. From

the relation

1 + 2 log z−
s

2
− z2

−
2z2

< log
z

s
<
−1 + 2 log z+

s

2
+ z2

2z2+
, (7)

valid for all z−, z+ ≥ s, one obtains the linear bounds

1 + 2 log z−
s

2
an −

z2
−
2
an+2 < AIm,log

n <

−1 + 2 log z+
s

2
an +

1

2z2+
an−2. (8)

While this form might be suited for a numerical im-

plementation in a semidefinite program routine, for

a given {an−2, an, an+2} one can actually analytically

find the optimal z± that give the most stringent con-

straint. Using these values, one finds

1

2
log

an
s2an+2

≤ AIm,log
n

an
≤ 1

2
log

an−2

s2an
. (9)

Note that the homogeneous constraint an−2an+2 ≥ a2
n

ensures that the gap is semipositive. For degener-

ate values of the arcs an−2/s2 ∼ an ∼ s2an+2, then

AIm,log
n ∼ 0. Indeed, for degenerate arcs the integral

measure is peaked near the threshold at z ∼ s, and

therefore the logarithm vanishes.

In summary, for n even, the integrals over the

imaginary and real part of the UV amplitude are

written in terms of the IR semiarcs, together with

the object AIm,log
n which is bounded by the IR arcs.

The explicit relations are given by

n even

AIm
n = 2Re(aRn )

ARe
n = −2Im(aRn ) −

4

π
Re(aR,log

n ) + 2

π
AIm,log
n . (10)

While for n odd one finds

n odd

ARe
n = −2Im(aRn )

AIm
n = 2Re(aRn ) −

4

π
Im(aR,log

n ) − 2

π
ARe,log
n . (11)

The positivity of the imaginary part of the UV ampli-

tude implies that AIm
n satisfy the Hausdorff moment

structure. Moreover, ARe
n is tied together with AIm

n

via full unitarity. On the right hand side of the rela-

tions, aRn and aR,log
n are calculable within the EFT,

while AIm,log
n can be bounded in terms of the arcs an.

Unitarity and null constraints—. We discuss now

how to find the implications of full unitarity of the

2-to-2 S-matrix to the arcs. Using the conventions

of [66], the forward amplitude can be written as

M(s) = ∑` n`f`(s), with n` = 16π(1 + 2`). In terms

of the partial waves f`, the unitarity constraint is

given by 2Imf`(s) ≥ ∣f`(s)∣2 rather than Imf`(s) ≥ 0.
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We can impose this constraint as it is, giving a non-

linear relation between the imaginary and real parts

of the partial waves. However, one might impose a

linear constraint. For Imf` given, the real part is

constrained by

∣Ref`∣ ≤
1√

x(2 − x)
(x + (1 − x)Imf`) (12)

for any x ∈ (0,2). Such linear bounds constrain ARe
n

in terms of AIm
n , therefore relating quantities with the

same number of subtractions. For x = 1, one recovers

∣Ref`∣ ≤ 1, and a similar inequality for Imf` leads to

2 ≤ Imf` ≤ 0.

In its nonlinear form, unitarity relates, in general,

semiarcs with different n. Using the Cauchy-Schwarz

inequality it is possible to bound the integral over

ImM(s) in terms of the integrals over the real and

imaginary parts of the partial waves,

snAIm
n ≥ s

n+k+1

64
∑
`=0

1

1 + 2`
[(AIm,`

n+k−1
2

)
2

+ (ARe,`
n+k−1

2

)
2

] ,

(13)

where k is added so that the number of subtractions
n+k−1

2
can be an integer, and the label ` indicates

the contribution of only the partial wave ` to the

amplitude.

The key observation that makes Eq. 13 useful is

that not all partial waves can give an arbitrary con-

tribution. The reason is that crossing implies non-

trivial constraints on the partial waves f`. A way

to impose crossing is via the null constraints, intro-

duced in Ref. [9]. The idea behind the null con-

straints is the following. One can impose crossing

symmetry and polynomial boundedness on M(s) =
∑` 16π(1 + 2`)f`(s) in the UV by writing a cross-

ing symmetric ansatz for the amplitude in the IR

and imposing the convergence of dispersion rela-

tions for enough subtractions. The IR amplitude,

at tree level, can be built only from the mass di-

mension four and six polynomials X ≡ s2 + t2 + u2

and Y ≡ stu, so that it is explicitly crossing sym-

metric. At a given mass dimension ∆, there are c∆
independent kinematic invariants of the form XiY j ,

where c∆ is the coefficient of the generating function

(1 − x4)−1(1 − x6)−1 = ∑∆ c∆x
∆. On the other hand,

the k-th derivative of the n-th arc is in one in one-to-

one correspondence with the monomial sntk 1. The

1 One needs a non-vanishing power of s2 in order to have a

number of sntk monomials grows faster than c∆, in-

ducing a relation between different ∂
(k)
t an at each ∆.

For instance, at ∆ = 4 one has that ∂(2)a0 ∝ a2. As

a UV relation it translates into a sum rule for the

partial waves [9],

AIm,`=2
2 =∑

`≥4

J 2(J 2 − 8)
12

AIm,`
2 , (14)

where we wrote J 2 ≡ `(`+ 1). Given that the weight

of the null constraint in Eq. 14 grows as ∼ `4, in

the forward amplitude the ` = 2 contribution must

completely dominate all the rest of partial waves if

one considers enough subtractions. Studying the arcs

and their derivatives for higher ∆ leads to sum rules

for higher number of subtractions and higher pow-

ers of ` as well. The real parts of the partial waves

are bounded by ∣Ref`∣ ≲
√

Imf` for Imf` << 1. This

might imply slower convergence of the partial waves.

The above argument holds under the assumption

of tree level in the IR. At one loop, the null con-

straint gets corrected by a logarithm, which might

induce modifications to the bounds of certain coef-

ficients [20]. We will focus on qualitative features

of EFTs which are under perturbative control, and

therefore there is no qualitative difference between

the loop and tree-level null constraint. We shall come

to this point when discussing bounds on the Wilson

coefficients. At the non-perturbative level, there is

no known explicit form for the null constraints. This

would be equivalent to solving the crossing and Frois-

sart constraints on the partial wave expansion.

In practice, we rewrite the sum in the right hand

side of Eq. 13 as

snAIm
n ≥ s

n+k+1

64

1

1 + 2`eff
[(AIm

n+k−1
2

)
2
+ (ARe

n+k−1
2

)
2
]

(15)

for some `eff. Note that the integrals on the right

hand side involve a sum over all partial waves. If

the amplitude is dominated by a single partial wave,

then `eff coincides with such partial wave. Other-

wise, equality between the right hand side of Eq. 13

and Eq. 15 is an equation for `eff. One can write

a conservative bound in Eq. 15 by finding the max-

imal `eff allowed. The null constraints cut off the

contributions from high partial waves, and ensure

convergent dispersion relation. This slightly modifies the

counting at low ∆.
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that such maximal `eff is finite. For instance, us-

ing the null constraint in Eq. 14, one can show

that ∑`=0
1

1+2`
(AIm,`

2 )2 ≥ 103
670

(AIm
2 )2, corresponding

to `eff ≃ 2.75, close indeed to ` = 2 as expected.

Using the fact that the sum over partial waves can

be truncated for arcs with sufficient subtractions, the

linear bounds of Eq. 12 can be used to show that

full unitarity forbids arbitrary large hierarchies be-

tween arcs. Taking n even, note that both Im(aRn )
and Re(aR,log

n ) are finite as long as the amplitude

is finite along the semiarc, but the lower bound for

AIm,log
n , given by 1

2
an log an

s2an+2
in Eq. 9, can be arbi-

trary large for an ≫ s2an+2. Full unitarity constrains

such large hierarchies. We will come later to this

point when considering an explicit realization for the

EFT amplitude and give an intuitive argument on

why unitarity imposes such constraint. We can con-

clude that the moment structure of the arcs an is a

necessary but not sufficient self consistency condition

of an EFT amplitude.

Alternatively, since both sides of Eq. 15 are calcu-

lable, regions of the EFT parameter space can impose

a lower bound on `eff, meaning that one cannot UV

complete the theory without a sizable contribution

from a given `eff. If such required `eff is larger that

the maximal one allowed by the null constraints, such

region of parameters space is ruled out.

III. IR IMPLICATIONS OF UV UNITARITY

Unitarity of the UV amplitude imposes a set of re-

lations and constraints on the IR arcs, which in turn

translate into a set of constraints on the Wilson coef-

ficients of the EFT. We consider an EFT of a Gold-

stone boson, a single massless scalar with a shift sym-

metry. Momentarily, we assume the EFT amplitude

to be well described by its tree level approximation.

In the forward limit, the only consistent structure is

a polynomial in the mandelstam variable s,

M(s) = c2s2 + c4s4 + c6s6 + . . . (16)

The semiarcs aRn can be easily computed, finding

that the monomials sp in the amplitude give a purely

imaginary contribution to aRn , with the notable ex-

ception of the case n = p + 2. In this case, there is a

one-to-one correspondence between 2Re(aRn ), or an,

and the Wilson coefficients, 2Re(aRn ) = cn+2. There-

fore, the Wilson coefficients cn+2 = AIm
n are identified

with the moments of a positive distribution. For n

odd, both real and imaginary parts of aRn receive the

leading contribution from c2.

The expressions in Eqns. 10 and 11 involve the

semiarc with a logarithm, aR,log
n , which receive, in

general, the leading contribution from c2, for any n.

The fact that the leading contribution to AIm
n with

n even comes from the cn+2 Wilson coefficient and c2
is the leading contribution to the rest of the semi-

arcs is at odds with unitarity. Indeed, the inequal-

ity in Eq. 15 implies sncn+2 ≳ 1
1+2`eff

c22
64π2 , where this

should hold up to an order one number from the spe-

cific calculation of the right-hand-side. The inequal-

ity should be valid for an arbitrary small c2, so the

tree level null constraint ensures the convergence of

the sum over partial waves for small `eff. However,

the inequality must hold even in the s → 0 limit,

which makes the left-hand-side arbitrary small. Uni-

tarity implies that the tree-level approximation is in-

adequate for the calculation of the semiarcs.

At one loop the forward amplitude receives loga-

rithmic contributions. In the forward limit and for

s in the upper half plane, the two loop amplitude is

given by [7]

M(s) = c2s2 + s4 [c4 + β4 log(−is)] − iπ
2
s5β5 (17)

+ s6 [c6 + β6 log(−is) + β′6 log2(−is)] + . . . ,

where β4, β5, . . . are the beta functions of the Wilson

coefficients, calculable within the Goldstone theory

in terms of the coefficients c2, c4, . . . Such logarithmic

correction on the amplitude induces the appearance

of contributions proportional to β4, etc. to the arcs

AIm
n . By dimensional analysis, such contribution is

AIm
n ∼ β4/sn−2, which is much more relevant than the

tree level AIm
n ∼ cn+2 contribution, so loop corrections

dominate the arcs at low energies for n ≥ 4.

In fact, as observed in [7], positivity of the arcs at

all scales within the EFT validity fixes the sign of

the most relevant — in the RG sense— contribution

to the arcs, which is given by snAIm
n ≃ −β4 +O(s2).

Therefore, the beta function β4 must be negative,

as it is indeed the case for the Goldstone model. For

AIm
2 = 2Re(aR2 ), this contribution is given by the run-

ning coefficient c4(s) ≡ c4 + β4 log(s), so c4(s) > 0.

Full unitarity implies not only the negativity of

β4, but a minimum absolute value. For the arc

with n = 4, AIm
4 , unitarity bounds are of the form

AIm
4 ≳ 1

32
1

1+2`eff
(ARe

2 )2. The lower bound also re-

ceives contribution from (AIm
2 )2. However, we ne-

glect those because the most relevant contribution
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to AIm
2 comes from c4(s), while ARe

2 receives a more

relevant contribution ∼ c2/s2. At arbitrary low ener-

gies, using the explicit value for the beta function in

the Goldstone theory of β4 = − 7
10

c22
16π2 , the unitarity

bound is given by

7

20

c22
16π2

≳ 1

1 + 2`eff

1

4

c22
16π2

(18)

Reassuringly, the explicit value of the beta function

does indeed satisfy this bound for `eff = 0. This had

to be the case, since one can always make c2 → 0, so

that the EFT is arbitrarily weakly coupled, and one

can UV complete it with just a weakly coupled linear

sigma model, so that the most dominant partial wave

can be ` = 0. If Eq. 18 required `eff ≠ 0 in order to

hold, then the UV completion with a Higgs would be

inconsistent. A similar relation is satisfied at any n.

Unitarity constraints of the type in Eq. 13 on AIm
2

impose a lower bound on the running coefficient,

c4(s) ≳
1

1 + 2`eff

c22
16π2

. (19)

Given the negative beta function, this implies that it

is not possible to generate an EFT with sizable c2 and

vanishingly small c4(s) when all other contributions

to Re(aR2 ) can be neglected.

It is worth to understand in a naive language why

unitarity imposes such a constraint. In order to have

AIm
2 ≪ AIm

0 , one needs a contribution to the UV inte-

gral from a high scale so that the suppression between

arcs comes from the extra 1/z2 in the integrand. As-

suming that such contribution is from some dynam-

ics localized at z ∼ M2, with an effective coupling

g, one has c2 ∼ g2/M4 and c4 ∼ g2/M8. Therefore,

in this perturbative setup the bound above implies

g2 ≲ 16π2, which is nothing but the naive bound from

perturbative unitarity.

Finally, we would like to compare the full unitarity

constraints with the ones stemming from the convex-

ity of the moments, or more appropriately from the

semipositivity of the Hankel matrix of moments. At

higher energies, AIm
4 gets a tree level contribution

from c6(s). The convexity AIm
0 AIm

4 ≥ (AIm
2 )2 of the

moments implies the homogeneous constraint

− β4

2
+ c6s2 ≥ c

2
4(s)s2

c2
. (20)

In the tree level limit, β4/(c6s2) ≪ 1, this property

ensures the convexity of the Wilson coefficients, but

the relevant loop correction proportional to β4 re-

laxes this condition. This is to be compared with

the constraint from unitarity in Eq. 18 once the c6s
2

term in the arc is included,

− β4

2
+ c6s2 ≳ 1

1 + 2`eff

1

4

c22
16π2

. (21)

Therefore the quantity −β4

2
+ c6s2 receives a con-

straint from the convexity condition in Eq. 20 and

the unitarity condition in Eq. 21. The importance

between the latter and the former is controlled by

∼ β4

c4(s)
c2

c4(s)s2 . The first ratio controls the size of loop

corrections, while the second controls the derivative

expansion. If there is no energy regime in which the

tree level term c6s
2 dominates AIm

4 , the arc is well

described by β4 at all scales in the EFT and there-

fore the naive tree level convexity c2c6 ≥ c24 is violated

at all scales, and c6(s) can be negative. Depending

on whether the ratio β4

c4(s)
c2

c4(s)s2 is greater or smaller

that one, the EFT will reach the cutoff by saturating

either the unitarity (Eq. 21) or convexity (Eq. 20)

constraints.

In consequence, in theories where loop corrections

are more important than higher derivative terms, the

unitarity constraints are more important than the

ones coming from convexity.

IV. CONCLUSIONS

The semiarcs extend the idea of arcs, and disper-

sively relate EFT-calculable quantities to the inte-

grals of both the real and imaginary part of the am-

plitude in the UV for a fixed number of subtractions.

The relations in Eq. 10 and Eq. 11 are the backbone

of this Letter.

While positivity of the imaginary part of the am-

plitude implies the Hausdorff moment structure for

different subtractions, the real part is constrained via

full unitarity of the 2-to-2 amplitude in the form of

S†S ≤ 1. This can be used in the physical, UV en-

ergies to derive constraints on the EFT parameters.

We conclude that the moment structure is a neces-

sary but not sufficient consistency condition of the

forward scattering amplitude. Large hierarchies be-

tween moments are constrained by unitarity.

The null constraints introduced in [9] cut off the

contributions from high partial waves, allowing to

draw implications of full unitarity for the amplitude.
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Loop corrections induce a relevant deformation to

the arcs that dominates the irrelevant tree level con-

tribution. Full unitarity provides a lower bound on

the absolute value of the beta function of the first

running coefficient, and we provide the non-trivial

check that the explicit value in a Goldstone model is

such that the EFT can indeed be consistently UV-

completed by a Higgs.

The version of the full unitarity constraints consid-

ered in this Letter are similar to the convexity ones,

but the former become stronger for EFTs in which

the quantum corrections are more important than

higher orders of the derivative expansion.

A future study of the semiarcs at finite t would

give access to the operators that vanish in the for-

ward limit, as well as the null constraints of the real

part of the partial waves. At a practical level, it

would be interesting to develop a numerical routine

that integrates all constraints and extends the sim-

ple Cauchy-Schwarz inequalities used in this work.

A separate question concerns the physical meaning

of In, since it is the quantity controlling the map

between unitarity in the UV and its IR implications.
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