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A High-Granularity Timing Detector for the ATLAS Phase-II upgrade
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Abstract

The increase of the particle flux at the HL-LHC with instantaneous luminosities up to L = 7.5 × 10 34 cm −2 s −1 will have a severe
impact on the ATLAS detector reconstruction and trigger performance. The end-cap and forward region where the liquid Argon
calorimeter has coarser granularity and the inner tracker has poorer momentum resolution will be particularly affected. A High
Granularity Timing Detector will be installed in front of the LAr end-cap calorimeters to help in charged-particle reconstruction and
luminosity measurement. This low angle detector is introduced to augment the new all-silicon Inner Tracker in the pseudo-rapidity
range from 2.4 to 4.0. Two silicon-sensor double-sided layers per side will provide precision timing information for minimum-
ionising particles with a resolution as good as 30 ps per track in order to assign each particle to the correct vertex. Readout cells
have a size of 1.3 mm × 1.3 mm, leading to a highly granular detector with 3.7 million channels. The Low Gain Avalanche Detectors
technology has been chosen as sesor chip as it provides excellent timing performance. The requirements and overall specifications
of the High Granularity Timing Detector will be presented as well as the technical design and the project status. The on-going R&D
effort carried out to study the sensors, the readout ASIC, and the other components, supported by laboratory and test beam results,
will also be presented.
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1. Introduction

The High-Luminosity LHC (HL-LHC) [1] is expected to
start operation in 2027. It will achieve an instantaneous lu-
minosity of 7.5 × 1034 cm−2s−1 and will collect an integrated
luminosity of 4 000 fb−1. With such beam conditions the ave-
rage number of interactions per collision will be typically 200,
about one order of magnitude larger than during Run 2.

Figure 1: Visualisation of the truth interactions in a single bunch crossing in
the z-t plane, showing the simulated Hard Scatter (HS) tt̄ event interaction (red)
with pile-up interactions superimposed (black) for < µ >= 200, from Ref. [3].

b Copyright 2021 CERN for the benefit of the ATLAS Collaboration. Re-
production of this article or parts of it is allowed as specified in the CC-BY-4.0
license

The ATLAS detector [2] will undergo a number of upgrades
to cope with the HL-LHC running environment. The Data Ac-
quisition (DAQ) and Trigger systems will improve their granu-
larity and will have faster electronics achieving an output rate
of 10 kHz. The current inner tracker will be replaced by a fully
silicon based detector (ITk), and its acceptance will be extended
up to pseudo-rapidity equal to 4. The calorimeters will be par-
tially upgraded with more granular and faster electronics. In the
end-cap region the electronics of the muon chambers will also
be replaced to cope with the new conditions. Finally, a High
Granularity Timing Detector (HGTD) [3] is planned for the for-
ward region of the ATLAS detector where the performance of
the calorimeters and ITk is particularly degraded. HGTD will
perform timing measurements of charged tracks and help in the
suppression of pile-up.

The High Granularity Detector will provide a time resolution
of 30 ps for tracks in the forward region and will be able to
reject pile-up from |η| = 2.4 to |η| = 4 by exploiting the track
timing information (see Figure 1) . More generally, this detec-
tor will improve the performance of the ATLAS detector in the
forward region to a level comparable to that for |η| < 2.4 and
provide a powerful tool for luminosity measurement.

These proceedings will briefly describe the HGTD geome-
try and running conditions in section 2, discuss the Low Gain
Avalanche Detectors (LGAD) sensors and the detector layount
in section 3, ASICs in section 4, performance and a few physics
cases in section 5, and conclude in section 6.
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Figure 2: Illustration of the HGTD. The blue (green) region represents the ac-
tive (off detector electronics) part of the detector, from Ref. [4].

2. Detector

The HGTD will be built in front of the end-cap calorimeters
cryostats of ATLAS, at a distance of ±3.5 m of the interaction
point and will cover the pseudo-rapidity region from 2.4 to 4
as shown in Figure 2. The space to build this detector is quite
limited, its active radius goes from 120 mm to 640 mm and its
thickness should not exceed 125 mm including 50 mm of mo-
derator to protect the ITk and the HGTD from back-scattered
neutrons. In order to ensure a timing resolution of 30 ps per
track over all the HL-LHC (which might be degraded to 50 ps
at the end of HL-LHC), two layers of active sensors will be
built with an additional effective layer at low radius. This ad-
ditional effective layer will provide 2.6 (2.0) hits per track at
small (large) radii. This increase in the number of hits will be
achieved by increasing the overlap of the modules for R < 230
mm from 20% to 70%.

Due to the high particle rate in the HGTD region it is crucial
for the detector to be radiation hard. At the end of the HL-LHC
the maximum neutron-equivalent fluence at a radius of 120 mm
will reach 9 × 1015 neq/cm2 (see Figure 3) including a safety
factor of 1.5. That fluence decreases exponentially as function
of the radius. The radiation dose (see Figure 4) will damage the
electronics and the sensors, leading to a decrease of the timing
resolution as a function of integrated luminosity. To maintain a
sufficiently precise timing resolution the sensors and the ASICs
will be replaced every 1 000/fb for the inner ring (120 mm < R
< 230 mm), every 2 000/fb for the middle ring (230 mm < R
< 470 mm), while the outer ring will not need to be replaced.
In this scenario, the maximum fluence that the sensors have to
sustain is 2.5 × 1015 neq/cm2 (including a safe factor of 1.5).

3. Sensors

The HGTD sensors will be made of Low Gain Avalanche
Detectors (LGAD) [5]. LGADs are n-on-p silicon detectors
containing an extra highly-doped p-layer below the n-p junc-
tion to create a high field which causes internal amplification as
displayed in Figure 5(a). When a charged particle crosses the

Figure 3: Si1MeVneq fluence for HL-LHC with scale factor applied and con-
sidering replacements, from Ref. [3].

Figure 4: Ionising dose for HL-LHC with scale factor applied and considering
replacements, from Ref. [3].
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Figure 5: Cross section of an LGAD (a) and simulated signal current in LGADs at start and after full integrated neutron fluence (b), from Ref. [3].

detector, an initial current is created by the drift of the electrons
and holes in the silicon. When the electrons reach the amplifi-
cation region, new electron/hole pairs are created and the holes
drift towards the p+ region and generate a large current. This
charge amplification is referred to as the gain of the LGAD.
This current, larger than in a standard diode, is the key ingredi-
ent to get an excellent time resolution for energy deposited by
Minimum Ionizing Particles (MIP). The expected currents for
different irradiation levels (therefore different gains) are pre-
sented in Figure 5 (b). For large gain, the rise time is about
500 ps and the signal duration is approximately 1 ns. When the
irradiation neutron fluence increases, the charge is smaller and
the rise time and the signal duration are shorter.

After amplification in the gain layer, the height of the LGAD
signal is proportional to the gain. On the other hand, the slope
dV/dt depends on the thickness of the sensor, favouring thin
sensors since the electronics jitter scales as the inverse of the
slope [3]. However, the jitter also depends linearly on the de-
tector pad capacitance, therefore limiting the potential use of
very thin sensors. Consequently, the optimal thickness relies
strongly on the performance of the read-out ASIC. The base-
line active thickness has been chosen to be 50 µm, the total
thickness is 300 µm and the pad size 1.3 × 1.3 mm2.

Over the last five years LGAD sensors have been produced
by CNM/Spain, HPK/Japan, FBK/Italy and recently NDL and
IME/China, with different doping levels, active thicknesses, pad
sizes, and inter-pad gaps. These detectors have been exposed
to protons, neutrons and X-rays up to the expected maximum
radiation levels (including the safety factors) and intensively
characterized in the laboratory (with probe stations, β sources
and lasers) and in beam tests (at CERN, DESY, Fermilab).

Figure 6 summarizes the time resolution obtained in the la-
boratory measurements, with dedicated electronics, for sensors
from different producers exposed to a neutron fluence up to 2.5
× 1015 neq cm−2. A charge of 4 fC can be reached up to a fluence
of 3 × 1015 neq cm−2, providing a time resolution smaller than

Figure 6: Time resolution as a function of the collected charge for neutron
irradiated LGADs from different producers (HPK, FBK) with a 50 µm active
thickness. These measurements have been made at -30oC, in the laboratory
with a β source using a custom electronics read-out board (not the ALTIROC
therefore optimistic with respect to the expected electronics jitter contribution).
The typical error bar is about 3 ps. The red line shows that in these conditions
better than 70 ps time resolution is obtained at 4 fC. Figure taken from Ref. [3].
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Figure 7: (a): Distribution of the time-of-arrival (TOA) as a function of the time-over-threshold (TOT). The dots correspond to the mean value of the TOA distribution
for a given TOT bin extracted from a Gaussian fit. The red line is a fit of the average TOA as a function of the TOT. (b): Distributions of the time difference between
LGAD+ALTIROC and the Quartz+SiPM system before (red) and after (black) time walk correction together with Gaussian fits. The numbers are the fitted Gaussian
widths where the time resolution of the Quartz+SiPM system has been subtracted quadratically. Figures taken from Ref. [3].

70 ps per hit. The performance of sensors from all manufac-
turers is similar, even if before irradiation the optimal operating
bias voltage might be different because the doping profile is dif-
ferent. With a minimal charge of about 4 fC and a discriminator
threshold of about 2 fC, a hit efficiency of at least 95% is ex-
pected.

4. ASICs

The front-end electronics is constituted by ATLAS TIming
ReadOut Chip (ALTIROC), an ASIC chip bump bonded to the
LGAD sensor. It will have 225 readout channels, thus two
ASICs will read out each LGAD. The main challenge in the
design of this ASIC is the fact that it needs to have a small con-
tribution to the timing resolution, in order to match the excellent
performance of the LGAD.

A version of ALTIROC, the ALTIROC1v2 ASIC, bump
bonded to a LGAD sensor array (HPK 3.1) was exposed to
electron beam tests at DESY in fall of 2019. The LGADs were
operated with a bias voltage of 230 V, resulting in a MIP charge
deposit of about 20 fC.

Figure 7 (a) shows the time-of-arrival (TOA) variation as a
function of the time-over-threshold (TOT). The range of the
TOT is truncated since it was not possible to measure large
values of TOT because of a coupling between the busy signal
of the TOA TDC and the falling edge of the preamplifier out-
put. This coupling only occurs when this signal is output on the
PCB. This TOA busy signal must be output during test beam in
order to synchronize the data from ALTIROC and the oscillos-
cope used to record the Quartz+SiPM system waveforms. This
signal won’t be needed for the HGTD and is not used for test
bench measurements (it is only used for debug purposes). In the
next iteration, ALTIROC1v3, the busy signal will be output as
a differential signal to solve this problem. Therefore, with AL-
TIROC1v2, only a range of the TOT can be used in test beam

and Figure 7 (a) also displays a fit in this restricted range used
for the time walk correction.

Figure 7 (b) shows the time difference between
LGAD+ALTIROC hybrid and the reference time from
the Quartz+SiPM system before and after the time walk
correction extracted from the fit in Figure 7 (a). The distri-
butions are Gaussian without any tails. The measured time
resolution decreases from 58.3±1.6 ps to 46.3±1.4 ps after
time walk correction. Subtracting the Landau contribution
(about 25 ps), the remaining time resolution is about 39 ps
containing contributions from the electronics jitter, TDC and
clocks. These are encouraging results, but it is important to
measure the performance of full sized devices (15x15 pads)
before and after irradiation. The first full size ASIC prototype
(ALTIROC2) has been fabricated and is already being tested
by the HGTD Group.

5. Performance

The precise timing measurement of the HGTD can be used
to greatly improve the reconstruction of different physics ob-
jects. This can be achieved by rejecting out of time pile-up that
could contaminate objects thus reducing their reconstruction ef-
ficiency. In order to study the performance of the HGTD and
optimize the detector layout, fully simulated events [6] of single
muons, single electrons, single pions, jets, inelastic p-p interac-
tions and several other physics processes have been produced.

The pile-up rejection has been evaluated in different jet pT
regimes and pseudorapidty intervals. It has been shown that
HGTD can introduce an improvement of up to a factor 4 if a
timing resolution per track of 30 ps is assumed [3].

Heavy-flavour tagging is another area which is critical in HL-
LHC era. The b-tagging algorithms are particularly sensitive
to pile-up contamination. The b-jets are associated with a dis-
placed vertex so the algorithms accept tracks with a very large
impact parameter (z0) window and thus increase the likeliness
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of using pile-up tracks. Using the HGTD timing information a
fraction of the pile-up tracks in this z0 window is rejected and
the identification of b-jets in the forward region is improved by
a factor 1.4 to 1.8 [3].

The HGTD can be used to improve the identification of the
leptons in the forward region. When working with leptons it is
important to know if they originate from the hard scatter event
or if they are the result of a decay, a conversion or a fake. In
Ref [3] it is show how HGTD can improve the selection effi-
ciency for electron isolation criteria by about 10%.

HGTD can also help in physics analyses that can benefit from
improved jet and lepton reconstruction, as for example Standard
Model measurements of a VBS process and the weak mixing
angle sin2 θeff , and a search for VBF-produced Higgs bosons
decaying invisibly. In the measurement of sin2 θeff , HGTD re-
duces the total experimental uncertainty by 11% [3].

In the search for VBF-produced Higgs bosons decaying in-
visibly HGTD can improve the S/B ratio, as shown in Figure 8.
This figure is normalized to ITk-only performance. For a par-
ticular pile-up jet efficiency gain from the application of HGTD
relative to ITk, the dotted blue line shows the corresponding
gain in S/B. For example, a 20% increase in forward pile-up re-
jection for jets above 50 GeV (without any loss in hard-scatter
efficiency), would correspond to a S/B gain of approximately
15% (corresponding to the y-axis when the horizontal value is
0.80).

Figure 8: Normalized signal over background gain relative to ITk-only pile-up
jet suppression performance, as a function of the additional pile-up jet rejec-
tion from HGTD. The solid black (dotted red) line represents the HGTD im-
provement from the Central-Forward (Forward-Forward) event topologies se-
parately. The dotted blue line shows the total improvement when the combined
HGTD+ITk pile-up suppression algorithm is applied to all jets in the event.
Figure taken from Ref. [3].

In addition to improving the reconstruction of physics ob-
jects, the HGTD can also be used as a luminosity measurement
device. Since this detector is highly granular and has a low
occupancy a good linearity between the number of hits in the
detector and the number of interactions per bunch crossing is
expected.

With the HGTD a precise measurement of luminosity is pos-
sible by integrating all the hits in a period of 1s. A statistical
precision of 0.14% for a run with an average number of simul-
taneous pp interactions, < µ >= 1 and down to 0.01% for a run
with < µ > = 200 is possible. Better precision could also be
achieved through a longer averaging time.

6. Conclusion

The HGTD will cover the forward region of the ATLAS de-
tector in |η| between 2.4 and 4.0, providing a timing resolution
of 30 ps per minimum-ionizing particle. This detector is pro-
posed to be built using LGAD sensors with a pixel size of 1.3 ×
1.3 mm2. The timing information provided by this detector will
be used to mitigate the effects of the pile-up in the forward re-
gion, improving the reconstruction of physics objects to a level
similar to the one obtained in the central region. The HGTD
will also provide luminosity measurements online and offline.
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