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Abstract

The photon structure function F; has been measured at average
Q? values of 73 and 390 GeV? using data collected by the AMY de-
tector at the TRISTAN ete™ collider. Fy is observed to be increasing
as InQ?. The z-dependence of Fy , where z is the momentum frac-
tion carried by the parton inside the photon, is also measured. The
measurements are compared with several parton density models.

1 Introduction

Because of the photon’s point-like nature, the high @? behaviour of its struc-
ture function, Fy, can be calculated using perturbative QCD. This was first done
by Witten and his leading order calculation suggested that F; measurements
could provide the best method for measuring the QCD scale parameter A [1].
Subsequently, experimental measurements of the F; were made at PETRA and
PEP (2, 3, 4, 5, 6]. However, the determination of A was not realized because the
pointlike part of Fy is badly singular in the small z region where higher order
corrections were included [7, 8, 9]. Two methods were proposed to solve the prob-
lem. One is to calculate Fy by solving the inhomogeneous Altarelli-Parisi (IAP)
equations [10]. Another method, proposed by Field, Kapusta and Poggioli [11], is
the introduction of a transverse-momentum cut-off, p¢, that defines the boundary
of the phase space region where perturbative QCD is applicable. It was found that
F7 is, in fact, more sensitive to the choice of p? than to the value of A, and the
determination of A from structure-function measurements is difficult. However,
one can still test QCD by comparing the F; measurements with the QCD predic-
tion by FKP. Such tests were done recently by the AMY [12], TOPAZ {13], and
OPAL [14] groups.

The parton (quark and gluon) density in the photon is an essential ingredient in

QCD calculations of jet production in quasi-real photon-photon collisions at ete”
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colliders [15, 16, 17, 18] as well as in photoproduction processes at ep colliders {19,
20]. Considering the significant role of these so-called resolved photon processes
in the future high energy e*e™ and v colliders [21], a knowledge of the photon’s
parton distribution becomes indispensable, which in turn, can be revealed by the
measurement of the structure function Fy.

Many theoretical attempts have been made recently to estimate the parton
densities by solving the IAP equations. In these calculations the boundary condi-
tions at low Q2 are fixed either by fitting the evolved F; to its measured values
or assuming some model. Since the statistical precision of existing F, determi-
nations is still limited, additional measurements will help improve parton density
determinations based on this technique. In turn, we can compare the presently
available calculations of the parton density to the new, high-Q? measurements

reported here.

High energy ete~collisions are well suited for the study of collisions of quasi-
real and virtual photons. Bremsstrahlung photons emitted from the beams have a

considerable chance to collide with each other to produce hadrons via the process
et +e” o et + e + hadrons, §9)]

as illustrated in Fig. 1. Here ¢ and k are the four-momenta of the two photons
that collide to produce the hadronic system. In the special case when k? =~ 0 and
—g2 > 0, the electron associated with the g-photon gets scattered at a large angle,
and is tagged in the detector, while the electron associated with the k-photon is
scattered at a small angle close to the beam-line and escapes detection. Such a
process can be described as the deep-inelastic electron-photon scattering, with the
target photon being the k-photon.

In terms of laboratory variables, the cross section for this process is given

by (22, 23]

da _ 4Ta2Eta 2 2 2 9
dEgdcost, Q' . [{1 +{(1~-y9) }Fz(z,Q ) -y’ Fr(z,Q )] (2)

where Q% = —¢% = 4EiogEbeam 5in?(0ag/2), and oy and Eyq, are the scattering
angle and energy of the tagged electron. The scaled variable z = 51%1 represents
the momentum fraction carried by the struck parton inside the photon, and y =
1- Eb;:—‘:‘; c0s%(8:04/2). Here W is the invariant mass of the hadronic system.

The contribution from the F] structure function in Eq.(2) is estimated to be
a few percent ( several percent for our higher—Q? measurement ) of the total for
the kinematical conditions of the present experiment. Thus, measurements of the
cross section of Eq.(2) provides a rather direct determination of Fy.

We present here measurements of the photon structure function F, at average
Q? values of 73 and 390 GeV?, with a data sample that is an order-of-magnitude
larger than that of our previous measurement [12]. We use these measurements
to determine the value of the p? cut-off parameter at the average @2 of 73 GeV?,
and compare the results with those determined by the OPAL group at lower Q?
values [14]. The results are also compared with several parametrizations of the

parton density obtained from solutions of the IAP equations.

2 Experimental Apparatus and Event Selec-
tion

The data used are obtained with the AMY 1.5 detector of the TRISTAN ete™
collider at /s = 58 GeV?', and correspond to an integfated luminosity of 309.8
pb~!. Measurements of Fy using the AMY 1.0 detector are reported in ref. [12];

!The endcap devices of the original AMY detector were upgraded in 1989. The original
and upgraded detectors are referred to as AMY 1.0 and AMY 1.5, respectively.



a detailed description of the AMY detector is given in ref. [24]. We briefly note
here features of the detector that are important for this analysis.

Charged particles are detected in a cylindrical drift chamber (CDC) with ac-
ceptance for | cos 8] < 0.906 and momentum resolution Ap,/p? ~ 0.6% GeV~'. A
cylindrical, lead/proportional-tube barrel electromagnetic shower counter (SHC)
surrounds the CDC and has a total thickness of 14.5 radiation lengths. It has an ac-
ceptance of | cos § |< 0.75 and an energy resolutionof AE/E = 23/\/E(GeV)+6%.
The Endcap Shower Counter (ESC) consists of a 4.5 r.l.-thick “front” and an 8.9
r.l-thick “back” lead/scintillator calorimeters with a resistive tube chamber be-
tween them for position measurement. The ESC covers the region 11° < § < 37°
and has an energy resolution of AE/E = 15//E(GeV) 4+ 6%. Both the SHC and
ESC are used to tag the scattered electrons.

SHC-tag events are selected as follows:

1. A charged particle track is identified as the tagged electron if it has an
azimuthal angle 8 > 43° and is associated with an SHC cluster with an

energy greater than 0.25Fpcqm-

2. No additional SHC or ESC clusters with energy above 0.25F;.,,, are ob-

served (anti-tagging cut).
3. At least five charged tracks are observed in the CDC.
4. The total visible energy is less than Epeqrm.
5. The invariant mass of the observed hadronic system W,;,> 3 GeV.

6. The projection of the sum of the transverse momenta of all particles in the
same hemisphere as the tagged electron onto the direction of the tagged
electron, Ypr |, is less than 1.5 GeV. (This ensures that the tagged electron

is isolated from the hadron system.)

7. The Normalized Longitudinal Momentum Imbalance, NLMB, is greater than
0.15 + 0.075(Zpy ), where NLMB=Xpy [ Epeam along the tag direction, and
the sum runs over all charged and neutral particles, including the tagged

electron.

A total of 77 events pass the above-mentioned cuts. We calculate backgrounds
using Monte Carlo generators and a full detector simulation. The most serious
background, from inelastic Compton scattering [25}, is 30.5 + 1.4 events. The
background from ete™ — eTe™ 777~ is 2.7 £ 0.2 events. Backgrounds from single-
photon annihilation and beam-gas interaction events are negligibly small. After
correcting for all these backgrounds, 43.8 £ 9.0 events remain, with an average
Q2 of 390 GeV2. The trigger efficiency, determined from redundant independent

triggers, is very near 100%.

The ESC tag events are selected using the following criteria :

1. A tagged electron is identified with a cluster that is observed between 15° <
6 < 35° in the ESC with energy greater than 0.5 Epeam.

2. No additional clusters with energy greater than 0.25Ep.qm are observed else-

where in the detector (anti-tagging cut).

3. At least three charged particles are seen in the CDC, at least two of which
must have pr > 750 MeV.

4. The total visible energy is less than 0.4 Fpeqm.
5. NLMB is greater than 0.6 .

6. The Normalized Transverse Momentum Imbalance, NTMB is less than 0.2,

where NTMB = ELEEP—-T—l and the summation includes the tag electron.



A total of 610 events pass these cuts. Backgrounds from various sources are esti-

mated as follows:

e 40.7 + 5.9 events from the single-y annihilation hadronic process;
e 36.4 + 5.6 events from the ete~ — ete 717~ process;

e 18.6 + 4.0 events from the inelastic Compton scattering process.

Backgrounds from ete~ - 7¥77, conversion and annihilation diagrams for ete™ —
ete~qq, and beam-gas interaction are negligibly small.

After the background subtraction, 514.3 + 26.3 events remain. The trigger
efficiency was determined from redundant, independent triggers to be 89.8%. The
tagging efficiency was found to be 97%. The Q? values for these events range from
25 to 220 GeV2, with an average Q2 of 73 GeV>.

3 Event Simulation

In order to compare experimental results with theoretical predictions, to make
acceptance corrections for the unfolding procedure, and to decide on kinematical
cuts, we generated a large Monte Carlo sample of events simulating process (1).
The cross section for process (1) is given by convoluting the photon flux with the
differential cross section given by Eq. (2) using the Equivalent Photon Approxima-
tion (EPA) [22, 26]. For the photon flux we use a formula that includes the effects
of the anti-tagging condition [23]. Monte Carlo events were generated according
to the FKP, QPM and VMD models. Contributions from the point-like part of
Fj to light-quark (u,d,s) production is simulated by means of the FKP formalism
[11] and described in ref. [12], using A = 0.2 GeV for the QCD scale parameter
and p? = 0.5 GeV as the cut-off defining the boundary between the point-like and

hadron-like regimes of the photon. The heavy-quark (i.e., c and b) contribution to
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the point-like part of Fy is generated using the Quark Parton Model (QPM) [26];
QCD corrections for the heavy quarks are considered to be negligible. Since we
also present our structure function with heavy quark contribution separated, this
partition of FKP and QPM is convenient. For the hadronic part of the F, we used

the Vector Meson Dominance (VMD) model parameterized as
FPYMP = 0 [0.222"%(1 - 2)°% + 0.06(1 - z)25) (3)

by the TPC/27 group [6].

For the longitudinal structure function F] we used the QPM prediction [25].
As mentioned above, the contribution of this part to the total cross section is
estimated to be at the few percent (several percent) level for ESC- (SHC-) tag
events, assuming the QPM prediction for both the F and FJ. For each process,
we generated ey — eqd events according to the cross section formula given by
Eq. (2) using the corresponding F7.

The angular distributions of the quark pairs for the point-like and the hadronic
contributions are different. For the point-like contribution, we used the quark an-
gular distribution given in ref. [22]. For the hadronic part, we used a transverse
momentum distribution of the form j‘i%T [0 e'ﬂPzT, where pr represents the trans-
verse momentum of the quark with respect to the incident photon direction. We
use B=3. For quark masses we use: m, = mg = 325 MeV; m, = 500 MeV;
m, = 1.6 GeV; and my = 5 GeV.

The Monte Carlo integration and event generation are done with the BASES
and SPRING programs [27); and the LUND 6.3 string-fragmentation model (28]
is used to simulate the final hadronic state out of the produced quarks. The
generated events are passed through the AMY detector simulation program and
analysed with the same programs that are used for the real data.

There are two assumptions implicit to our MC simulation. The first is that the



target photon mass is zero. Since our anti-tagging condition is rather loose, the
actual target photon may have a finite virtual mass, while the photon structure
function that we use is computed under the assumption of zero target photon mass.
The second assumption is that initial-state radiative corrections are negligibly
small. Neither assumption is strictly correct: radiative effects tend to increase the
effective cross section, whereas massive photons reduce it. In order to estimate
these effects, we compared a QPM event sample generated using our Monte Carlo
with a sample produced by a generator developed by Berends, Daverveldt and
Kleiss [31]. The latter is based on the exact calculation for all first order diagrams
including radiative corrections to the multiperipheral diagram only. Since the
multiperipheral diagram dominates the cross section, the comparison of the two
MC results gives the necessary information.

For the ESC-tag events, the total cross sections within our acceptance cuts for
the two MC event samples are same at one-percent level, which suggests that the
effects of the finite target photon mass and radiative correction compensate each
other as far as the total cross section is concerned. However, the Q2 and the visible
W (W.,i,) distributions are slightly different, but different in such a way that the
visible z (z,i,) distributions almost match each other. Therefore we do not make
any corrections to the z,;, distribution while extracting Fy .

For the SHC-tag events, the radiative correction increases the cross section
by 6% and the target photon mass effect decreases the cross section by 10%; the
combined effect decreases the cross section by 5 %. The effects on the Q%, W,,;, and
Z4i, distributions are similar to those for the ESC-tag case except for the absolute
normalization. Thus, we reduce the total number of events calculated by our MC
by 5% and apply no other corrections.

After applying the same cuts as those used for real data, the relative contribu-

tions from the different MC event types are in the ratio of

FKP : QPM : VMD = 56 : 23 : 21 at Q? = 73 GeV? and 51 : 38 : 11 at
Q? = 390 GeV2. The numbers of events expected from the Monte Carlo calcula-
tions are 487.9 + 8.7 for the ESC- and 44.2 + 0.8 for the SHC-tags, which agree
with those from the real data, i.e. 514.3+26.3 and 43.8 £9.0, respectively. Various
distributions of kinematic parameters, such as NLMB, NTMB, W,;,, visible total
energy, number of charged/neutral tracks, QZ, polar angle/energy of the tagged
electron, for the real data agree with those expected from the MC in both the tag
cases. As an example, we show the z,;, distributions for the SHC- and ESC-tag

events in Fig. 2.

4 Analysis and Result

In order to extract Fy, we unfold the experimental data using a correlation matrix
that includes the effects of the detector acceptance and resolution as determined
from our Monte Carlo data sample. To extract the z dependence of F;, we use
Z,i, as the unfolding variable.

The ESC (SHC) data are unfolded in 8 z-bins and later combined to three
(two) bins using the unfolding technique described in ref. [3]. The resulting Fy
values at different z-bins are presented in Table 1.

Tag Device < Q> T <Fy/a>

ESC tag 73 GeV? 025 0.65+0.08 +0.06
0.50 0.60+0.16 + 0.03
0.75 0.65+0.11+ 0.08

SHC tag 390 GeV? 0.31 0.94+0.23+0.10
0.69 0.8240.16+0.11

Table 1. Unfolded F, measurements.

In Table 1, the first errors are statistical and the second are systematic. The

systermatic errors are the quadratic sum of the following:
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e a 1.5% uncertainty in the measurement of luminosity;
e a 1% uncertainty in the ESC-tag trigger efficiency (0% for the SHC tag);

e an error ranging from 3 ~ 5% due to the ESC-tag event selection cuts and

background rejection (negligible for SHC-tags ).

e a fragmentation function uncertainty error ranging from 2 ~ 11 % for the
ESC-tag and from 4 ~ 11 % for SHC-tag events. This was estimated from the
amount of variation of the unfolded F; using different fragmentation mod-
els : (a) LUND 6.3 fragmentation default parameters [28]; (b) same tuned
for TRISTAN data [29]; and (c) independent fragmentation model {30].

o an error due to the assumption that F7 can be factorized into z and Q? func-
tions. This was estimated by unfolding QPM MC events with a correlation
matrix computed for a sample generated with F; = o In Q2. Its bin-to-bin

variation is 5 ~ 6 % for the ESC-tag and 3 ~ 11 % for the SHC-tag events.

The measured Fy functions are shown in Figs. 3(a) and 3(b), where the error
bars indicate the quadratic sum of the statistical and systematic uncertainties.
Included in the figure are the theoretical predictions based on the FKP model
for FJ at Q% = 73 GeV? and Q* = 390 GeV? for various values of pf. These
are calculated by summing the QCD prediction in all orders for the light quarks
(u,d,s) with A = 0.2 GeV, the QPM prediction for the heavy quarks (c and b), and
the VMD contribution for the hadronic part.? As seen in the figure, the data are
consistent with the predictions for p? values below 1 GeV. The best value of p} for
the ESC-tag data, determined by fitting the data in the range 25 < Q2 < 175 GeV?

2In the prediction for the QPM part, we have assumed the charm quark mass to be
1.6 GeV. A lower charm mass (1.3 GeV, for example) increases the F; at higher z, as
shown in Figs. 3(e) and 3(f). In calculating the average FJ such an ambiguity enters as
a systematic error.
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to the FKP predictions, is p} = 0.51 £ 0.39 GeV, with x2/DOF = 0.53/2. This
value is larger than, but consistent with, the p{ value obtained by the OPAL group
(14], namely 0.27 % 0.10 GeV for the range 4 < Q2 < 40 GeV2.

As mentioned above, various theoretical predictions of Fy are available, all of
which are obtained by solving either the leading-order (LO) or the higher-order
(HO) IAP equations. They differ from each other by the methods used to deter-
mine the parton distributions at Q32, the lower boundary of Q2. Most of them de-
termine the parton density at the boundary around 4 GeV? by fitting the evolved
F; function to the measured Fj data. Among the predictions of this type are
those by Drees-Grassie (DG) {32}, Levy-Abramowicz-Charchula (LAC) (33] and
WatanabeHagiwara-Izubuchi-Tanaka (WHIT) (34]. The predictions by Gliick-
Reya-Vogt (GRV) [35] and Aurenche-Fontannaz-Guillet (AFG) [36] use VMD and
modified-VMD predictions, respectively, for the boundary condition at the rather
low Q2 value of 0.3 GeV2. The DG, LAC and WHIT predictions are leading-order
calculations while the GRV and AFG predictions include both the leading- and
higher-order contributions. When both the LO and HO predictions are available,
we show here only the HO predictions although the difference of the two predic-
tions is very small. The parton densities for DG, LAC and GRV were calculated
using the PDFLIB program [37], but parton densities for WHIT and AFG were
calculated by the programs supplied by the respective authors.

The WHIT and AFG predictions explicitly take into account the heavy quark
mass effects, but the other calculations neglect them [38]. Thus, the F; predictions
of the DG,LAC and GRV models are taken to be the sum of the QCD prediction
for the light quarks and the QFM prediction for the heavy quarks, while the WHIT
and AFG models give QCD predictions for F) for all flavours.

In Figs. 3(c) and 3(d) we compare the F; measurements with the DG, LAC1®

30ut of the three LAC models LAC1, LAC2 and LAC3, the last one has already been
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and WHIT* predictions. These predictions are in good agreement with the data.
Figs. 3(e) and 3(f) show comparisons with the GRV and AFG predictions. They
also exhibit good agreement with our data.

The values of F} averaged over the z-range 0.3 < z < 0.8 are :
o F] =0.63+0.07 at Q2 = 73 GeV?;
o FJ =0.85+0.18 at Q% = 390 GeV?.

The listed uncertainties are the quadrature sum of the statistical and systematic
errors. The values of F; with the heavy quark (c,b) contribution subtracted are
F; = 0.42 +0.08 (0.50 £ 0.18) for the ESC- (SHC-) tag data. Here the errors
include the effect of the c-quark mass uncertainty, estimated by allowing it to vary
between 1.3 and 1.6 GeV (see Figs. 3(e) and 3(f)). According to QCD, F, should
increase as In@?. In Fig. 4 we plot the values of F;' with the heavy quarks removed
together with the corresponding values from the other experiments [13, 14, 23}.
Included in the figure are the FKP predictions for various p? values. The data are
consistent with a InQ? increase. Fitting the FKP prediction to all the data gives
a p? value of 0.45 + 0.07 GeV with x2/DOF = 4.36/13.

5 Summary

In summary, we have measured the photon structure function F; at high Q2%
The measurements are compared with various QCD-based predictions. The z
behaviour of F) at @2 = 73 GeV? and Q% = 390 GeV? are consistent with the
FKP, WHIT, ATG, DG, LAC1 and GRYV predictions. The measured Q? behaviour
of Fj is consistent with the InQ? increase, as predicted by QCD. By fitting the

experimentally rejected [15]. LAC1 and LAC2 give similar F, functions. Therefore we
chose to compare our data with LAC1 only.

*There are six versions of the WHIT model, but all of them have similar F, functions,
except at very low z. Hence we show only the WHIT1 result.
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FKP prediction to our data alone and to all the available F; data, we obtain p{
values of 0.51 + 0.39 and 0.45 + 0.07 GeV, respectively.
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Figure Captions

Fig. 1 : Deep-inelastic electron-photon scattering in et e~ collisions.

Fig. 2 : The z,;, distributions for the (a) ESC-tag and (b) SHC-tag
events. The data (crosses) corrected for the background contributions bin by bin
are compared with the FKP(uds)+QPM(cb)+VMD prediction (histogram) for p?
= 0.5 GeV, A = 0.2 GeV, m, = 1.6 GeV and m;, = 5.0 GeV.

Fig. 3 : The F; values as a function of z.

(a) ESC-tag and (b) SHC-tag events. The data (closed circles) are compared
with the FKP(uds)+QPM(cb)+VMD predictions with p)=0.1 (solid), 0.5 (dashed)
and 1.0 GeV (dotted) for A = 0.2 GeV, m. = 1.6 GeV and mp = 5.0 GeV. The
QPM(c,b) (dot-dashed) and VMD (double-dot-dashed) contributions are shown
separately .

(c) ESC-tag and (d) SHC-tag events. The data (closed circles) are compared
with the WHIT1(solid), LAC1 (dashed) and DG (dot-dashed) model predictions.
The heavy quark contribution for the WHIT1 (double-dot-dashed) is shown sepa-
rately. The heavy quark contribution for the DG and LAC calculated by QPM is
shown in Figs. 3(a) and 3(b).

(e) ESC-tag and (f) SHC-tag events. The data (closed circles) are compared
with the GRV (solid) and AFG (dashed) model predictions. The QPM c-quark
contribution is shown for c-quark masses of 1.3 and 1.6 GeV.

Fig. 4 : The @Q?-evolution of the structure function F, for the z-region
between 0.3 and 0.8. The c- and b-quark contributions are subtracted. Our mea-
surements are shown together with those from other experiments. Included in the
figure are the FKP(uds)+VMD predictions for p?=0.1 (dotted), 0.5 (solid) and 1.0
GeV (dashed). The VMD contribution(dot-dashed) is indicated separately.
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