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Abstract

Using the CLEO II detector at CESR angular distributions of the decay
A} — Aety, have been studied. By performing a 3-dimensional maximum
likelihood fit, the form factor ratio, R = f2/ fy, is extracted and found to be
~0.33+0.16 £ 0.15.
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Charm semileptonic decays allow a measurement of the form factors which parametrize
the hadronic current because the Cabibbo-Kobayashi-Maskawa (CKM) matrix element V.,
is known from unitarity [1). Heavy Quark Effective Theory (HQET) [2] and SU(3) relate
the form factors in ¢ — sfv to the form factors in b — u decay, thereby allowing the
determination of CKM matrix elements involving the b quark. Although this scheme was
originally conceived for mesons, for which data have been more readily available, within
HQET, A-type baryons are more straightforward to treat than mesons as they consist of
a heavy quark and a spin zero light diquark. This simplicity also allows for more reliable
predictions concerning heavy quark to light quark transitions [3] [4] [5] than is the case
for mesons. It has therefore been argued that HQET can be applied to A} — Afty. A
measurement of the form factors in A} — Af*y; tests this idea. Since in HQET these form
factors are related to those governing Ay — A€~ i and Ay — pl™ i, it also offers alternative
strategies for measuring the CKM matrix elements V3 and V,,;.

In the limit of negligible lepton mass, the semileptonic decay of a charmed baryon 1/2* —
1/2* is usually parametrized in terms of four form factors: two axial form factors F{! and
F#, and two vector form factors FY and FY. These form factors are functions of ¢*, the
invariant mass squared of the virtual W. In the zero lepton mass approximation, the decay
may be described in terms of helicity amplitudes Hy,», = HY,,, + HR ., where )3 and A,
are the helicities of the A and W. The helicity amplitudes are related to the form factors
by:

VR, = VA [(Ma, + MOFY - ¢'F}]
HY, = VEQI[-F + (Ma, + Ma)FY)
Vi Hly = V@(Ma. - MAF{ +¢Ff)
HY, = VIQ,|-F{' — (Ma. - Ma)F{ (1
where Q1 = (M, + Mj)? — ¢*. The remaining helicity amplitudes can be obtained with
the help of the parity relations: HY}{P_ re = +(—)HrA(:\‘).

In terms of the helicity amplitudes the four fold d;cay distribution, I's, can be written
as [5]:
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where Gp is the Fermi coupling constant, V., is the CKM matrix element, P is the A
momentum in the A. rest frame, 8, is the angle between the momentum vector of the
proton in the A rest frame and the A momentum in the A, rest frame, ©,, is the angle
between the momentum vector of the electron in the W rest frame and the A momentum in

cos x 8in O, 8in B4 [(1 — cos ew)Re(H_%oH;]) + (1 + cos GW)Re(H%OH:%_l)]} 2)

the A, rest frame, x is the angle between the A and W decay planes in the A rest frame,
and ay is the A — px decay asymmetry parameter measured to be 0.64 [1].

Within the framework of HQET the heavy flavor and spin symmetries imply relations
among the form factors which reduce their number to one when the decay involves only
heavy quarks [3] [6]. Treating the s quark as a light quark, two independent form factors f,
and f; to O(A/m,) [3) [4] are required to describe the hadronic current. The relationship
between these form factors and the standard form factors is:

FY (@) = - FA@) = A(6) + 30 hld)
Ac

(@) @)

()= -FMN) =

In general f, is expected to be less than f. If the strange quark is treated as heavy f is
zero.

In order to extract the form factor ratio R = f3/f; from a fit to I's an assumption must
be made about the ¢* dependence of the form factors. We follow the model of Kérner and
Kramer (KK) [5] who use the dipole form:

figt) = L) 1 g2y 0
=gy | el
where the pole mass is chosen to be ms; = 2.11GeV /c?.

The data sample used in this study was collected with the CLEQ 1I detector [7] at
the Cornell Electron Storage Ring (CESR). The integrated luminosity consists of 3.0 fb
taken at and just below the Y(45) resonance, which corresponds to approximately 4 million
ete™ — ¢ events.

We search for the decay AY — Aety, in ete™ — c events by detecting a Aet pair

. with invariant mass in the range my < mp+ <y, [8]. The minimum allowed momentum
for electrons is 0.7 GeV/c. The A is reconstructed through its decay to pr. The dE/dz

measurement of the proton is required to be consistent with the expected value. We require
the momentum of the pr pair to be greater than 0.8 GeV /c in order to reduce background.
These A candidates are then combined with electrons, and the sum of A and e* momentum,
Pac+, is required to be greater than 1.4 GeV/c. This cut reduces our dependence on the
shape of the A, fragmentation function at low momentum, which is poorly known.

The number of events passing the cuts described above is 1101, of which 13543% are
consistent with fake A background, 133 £ 40 are consistent with fake electron background
and 116 + 23 are =, — Zety, feedthrough. Details of the background estimations can be
found in a previous paper [9]. The sidebands of the px invariant mass distribution are used
to estimate the fake A background in this study {10]. For events in which there is a A
candidate, we multiply the electron fake probabilities by the number of tracks not positively
identified as an electron within the electron fiducial volume satisfying our kinematic criteria
to estimate the fake electron background. We use the results of an earlier =, — Zetve
analysis [11] and the relative efficiency for =, — Zetv, to produce a Aet pair passing the
cuts outlined above to estimate the background from =, — Zetv,.

With the selection criteria described above, we find no evidence for Aetv, final states in
which there are additional A} decay products [9]. In Fig. 1, we show the mj.+ distribution
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after A sideband subtraction and comparisions between the data and Monte Carlo (MC)
distributions.

Calculating kinematic variables requires knowledge of the A, momentum but this is
unknown due to the undetectable neutrino. We estimate the direction of the A, from the
thrust axis of the event. The magnitude of the A. momentum is then obtained by solving the
equation P2, = (Pa + P. + P,,). After the A, momentum is estimated, the four kinematic
variables are obtained by working in A, center-of-mass frame. The resolutions (RMS) on
t = q2/q2 .., c08 B4, cos O and x determined by MC are 0.25, 0.25, 0.2 and 45° respectively.
Due to poor resolution on Y, this angle is not used here to extract the form factor ratio.

Using t, cos ©, and cos Ow, we perform a 3-dimensional unbinned maximum likelihood fit
in a manner similiar to reference [12]. This technique enables a multi-dimensional likelihood
fit to be performed to variables modified by experimental acceptance and resolution, and
is necessary for this analysis due to the substantial smearing of the kinematic variables.
The essence of the method is to determine the probability density function by using the
population of appropriately weighted Monte Carlo events in the three dimensional kinematic
space. This is accomplished by generating one high statistics sample of MC events with a
known value of the form factor ratio R and corresponding known values of the three kinematic
variables {, cos ©,, and cos Ow for each event. The generated events are then processed
through the full detector simulation, offline analysis programs and selection criteria. Using
the generated kinematic variables, the accepted Monte Carlo events are weighted by the ratio
of the decay distribution for the trial values of R to that of the generated distribution. The
accepted Monte Carlo events are now, therefore, distributed according to the probability
density corresponding to the trial values of R. By such weighting, a likelihood may be
evaluated for each data event for different values of the form factor ratio, and a fit performed.
The probability for each event is determined by sampling this distribution using a search
volume around each data point. The volume size is chosen so that the systematic effect
from finite search volumes is small and the required number of Monte Carlo events is not
prohibitively high.

The A} — Ae*v, sample has signal to background in the approximate ratio 2:1. Back-
ground is incorporated into the fitting technique by constructing the log-likelihood function
Inf = InLs — InLg, where InCs and InCp are the log-likelihood calculated for events
in the signal region and for the background events respectively and both likelihoods are
evaluated for the same shape (method A). In this way the background contribution to the
log-likelihood function is subtracted directly, however this method does not include fluc-
tuations of the background in the statistical error on the fit parameters and therefore will
underestimate the statistical error. To account for background fluctuations in the fit and
to investigate the systematic error associated with the method of background incorporation
into the fit we construct the function InL = X, In(PsT's + Pgl'p), where N is the number
of events in the signal region, Ps and Ppg are the probabilities that events in this region
are signal and background respectively, and T'p is a model of the background (method B).
With small background samples it is difficult to evaluate the background shape I's. In
this preliminary analysis we use method A to determine the central value and method B to
determine the statistical error on the central value. We take the difference in the central
value found by the two methods as the systematic error due to the method of background
incorporation.

The 1101 events in the signal region are fit to the expression for the decay rate, Is,
using 60,000 accepted MC events. We find R = —0.33£0.16 where the errors are statistical.
Fig. 2 and Fig. 3 show the projections of the ¢, cos O, and cos Ow distributions for the data
and for the fit. The confidence level of the fit is determined by the K nearest neighbours
method [13] and by comparing the likelihood of the fit with the distribution of likelihoods
obtained by fitting many MC samples of the same number of events as the data sample.
Both methods give a consistent result. The hypothesis that the signal is described by the
KK model with R = —0.33 has a confidence level of 23%.

The systematic error on R arises from Monte Carlo statistics, volume size used in the
likelihood fit, uncertainties in the background normalization and the method of background
incorporation. The error due to Monte Carlo sample size is estimated by dividing the Monte
Carlo into six equal samples and repeating the fit. The systematic error due to the size of
the search volume is determined by varying the volume size and repeating the fit. The
largest difference obtained is taken as the systematic error from this source. The systematic
error associated with the background normalization is determined by varying the estimated
number of the background events in the signal region by one standard deviation. The largest
systematic error is due to the manner of background incorporation. 1t is estimated from the
difference between the central values found by method A and method B. This error is taken
to be symmetric in the final result. Combining all of the above errors in quadrature we find:

R=-033+0.161+0.15

In conclusion, using a 3-dimensional maximum likelihood fit the angular distributions
of A} — Ae*v, have been studied. The form factor ratio, R = f3/f1, is extracted to be
—0.33 £ 0.16 £ 0.15 with 23% confidence level.
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FIG. 1. Invariant Aet mass for right sign combinations. The points with error bars are data
after subtraction of the contribution of fake lambdas estimated using the px invariant mass side-
bands. The dashed line shows the sum of the backgrounds described in the text. The dotted line
shows the Monte Carlo prediction for A} — Aety; normalized to the data after subtraction of the
backgrounds. The solid line shows the sum of the Monte Carlo prediction and the backgrounds.
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FIG. 2. Projections of the data (points with error bars) and the fit (solid histogram) for ¢,
c05 0, and cos Ow. The dashed lines show the background distributions.
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FIG. 3. Projections of the data (points with error bars) and the fit (solid histogram) onto
c0s 84 and cos By for different ¢ regions. (A) and (C) are for 0.0 < t < 0.5 and (B) and (D) are
for 0.5 < t < 1.0 . The dashed lines show the background distributions.






