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Abstract

The High Luminosity LHC (HL-LHC) experiments will operate at unprece-
dented levels of event pile-up from proton-proton collisions at 14TeV center-of-
mass energy. In this paper we study the performance of the baseline and a series of
alternative scenarios in terms of the delivered integrated luminosity and its quality
(pile-up density). A new figure-of-merit is introduced, the effective pile-up density,
a concept that reflects the expected detector efficiency in the reconstruction of event
vertices for a given operational scenario, acting as a link between the machine and
experimental sides. Alternative scenarios have been proposed either to improve the
baseline performance, or to provide operational schemes in the case of particular
limitations. Simulations of the evolution of optimum fills with the latest set of pa-
rameters of the HL-LHC are performed with β∗-levelling, and results are discussed
in terms of both the integrated luminosity and the effective pile-up density. The crab
kissing scheme, a proposed scenario for pile-up density control, is re-evaluated un-
der this new perspective, with updated beam and optics parameters. Estimations on
the impact of crab cavity noise, full crab crossing, or reduced cross section section
for burn-off, on the expected integrated luminosity are also presented.
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1 Introduction

The High Luminosity LHC (HL-LHC) is an approved upgrade of the LHC aiming
at the increase of the integrated luminosity to about 250 fb−1 per year, enabling
3000 fb−1 over twelve years after the upgrade [2, 14, 5]. In order to reach its goal,
new beam parameters, accelerator components and operation techniques have to
be implemented [7]: a larger bunch population, reduced beam sizes at the two
main interaction points (IPs), the use of crab cavities (CCs), and luminosity lev-
elling with β∗ –tested at low intensity [21]–, are among those of interest for this
work.

Since the original HL-LHC proposal [3], the baseline parameters have signif-
icantly evolved. In addition, a series of alternative scenarios aiming at improving
the potential performance, reducing risks, or providing options in the event of seri-
ous limitations, have been studied. For example, in order to minimize the electron
cloud effects that could limit the performance of the machine [35], two config-
urations have been proposed [42, 41], namely, the 8b+4e filling scheme, and a
configuration with a new 200 MHz radiofrequency (RF) system [15]. The use of
flat optics is challenging from the operational point of view, and it is adopted in
the latter case as a means to minimize performance loss. The impact from the
possible absence of crab cavities is addressed, and further reducing the beam size
at the IP and the crossing angle to improve the integrated performance is currently
under study too.

As a result of high luminosity levels, detectors will face the challenge of oper-
ating at very high pile-up, the average number of events per bunch crossing. It has
been found that not only the pile-up has an impact on the detector efficiency, but
also its longitudinal distribution around the IP [10, 33]. In this context, the crab
kissing (CK) was proposed as an operational scenario for the control of the event
density [18], using the peak pile-up density as figure-of-merit.

An original parameter, the effective pile-up density, is introduced in Section 2
as a better figure-of-merit to compare the different scenarios in terms of their
expected detector performance. In Section 3 we simulate physics fills for the
HL-LHC baseline and the aforementioned alternative scenarios, and we discuss
their performance considering the effective pile-up density. At the end of this
section an adapted version of the crab kissing scheme with the current flat optics
and CC voltage is discussed. Section 4 evaluates the effect of emittance blow-
up induced by crab cavity noise on the integrated performance. The following
sections explore the impact from a larger crab cavity voltage, which enables to
perform bunch collisions with full crab crossing, and from a reduced beam burn-
off rate due to a smaller magnitude of the cross section –corresponding to the
inelastic cross section exclusively–, pushing the limits of the achievable integrated
luminosity. General and particular conclusions for each scenario are drawn in
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Section 7.

2 Effective pile-up density

The pile-up µ is the average number of events per bunch crossing, and its magni-
tude changes over time, as the luminosity evolves throughout the fill,

µ(t) =
σL(t)

fnb
, (1)

where σ is the proton-proton inelastic cross section, L(t) is the instantaneous lu-
minosity at time t, nb is the number of colliding bunches, and f is the revolution
frequency. A precise and updated characterization of the pile-up level of the dif-
ferent HL-LHC operational scenarios is highly relevant for the experiments: re-
construction and identification of the primary vertices of the events in a collision
is a critical first step in most analyses, and their ratio with respect to the number
of simulated vertices depends on the pile-up.

A simplified expression of the instantaneous luminosity formula assuming
Gaussian distribution for the transversal bunch profiles, the presence of hour-glass
effect, crab crossing in the crossing plane (×), and crab kissing in the parallel sep-
aration plane (‖), is [18]

L =
2fnbN

2

4πσ∗×σ
∗
‖

cos
θ

2

∫ ∫
ρs(s− z)ρs(s+ z)K(s, z) ds dz , (2)

where K(s, z) is given by

K(s, z) =

exp

−[ θ2 s− 1
k×

θ×
2

sin(k×s) cos(k×z)
]2

σ∗×
2

[
1+
(
s/β∗×

)2] −

[
1
k‖

θ‖
2

cos(k‖s) sin(k‖z)

]2
σ∗‖

2

[
1+
(
s/β∗‖

)2]


√
1 + (s/β∗×)2

√
1 +

(
s/β∗‖

)2 , (3)

and N is the bunch population (assumed to be the same for all bunches in both
beams), θ is the full crossing angle, and ρs is the particle longitudinal densities of
the two colliding bunches, β∗×,‖ and σ∗×,‖ =

√
ε×,‖β∗×,‖ are the transversal betatron

functions and beam sizes at the IP, and ε×,‖ are the emittances in the corresponding
planes. The RF crab cavities are characterized by their angles θ×,‖ and wave
number k×,‖ = 2πf×,‖/c. The integrals on the longitudinal coordinate s, and the
distance to the reference particle z, extend over their respective domains; the IP is
located at s = 0.
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The line pile-up density ρ(s, t), or simply pile-up density, describes the local
distribution of events along s, thus

µ(t) =

∫
ρ(s, t) ds . (4)

Note from Eqs. (1) and (4) that (dL / ds) (s, t) = fnbρ(s, t)/σ. Experimental
tracking detectors are sensitive to the line pile-up density. Other related quantities
of interest are the peak (line) pile-up density, usually located at the IP,

ρ̂(t) = ρ(s = 0, t) , (5)

and the rms luminous region

σs,lum(t) =
1

µ(t)

∫
s2ρ(s, t) ds ; (6)

both evolving as the fill progresses. Each operational scenario delivers a local
density (and luminous region) with particular characteristics. As in the case of
the pile-up, a detailed study of these quantities is needed in order to provide the
input for accurate simulations of the detector performance for different detector
configurations.

The longitudinal resolution of the tracker (around 0.1 mm) is significantly
smaller than the average distance between pile-up vertices [9], so it is reason-
able to assume the impact of pile-up density to be linear in the current range of
collision scenarios. Several quantities have been preliminary studied as a function
of the pile-up density; it has been found that the local efficiency of reconstructed
events exhibits an approximate linear relation with the pile-up density [10, 33, 34],
confirming this simple but novel hypothesis. The linear assumption of the effect
of the pile-up density on detector efficiency makes it possible to define an effec-
tive pile-up density –as derived in the following–, to quantify its integrated effect
which is much more interesting than the peak: this figure-of-merit mirrors the in-
tegrated luminosity, as opposed to the peak luminosity, as a parameter of interest
for the experiments [32].

Based on the results described above, we parametrize the useful data quantity
for analysis, represented by L′int, as a fraction of the delivered integrated luminos-
ity Lint =

∫ tfill

0
L(t) dt for a fill duration tfill, via a function f of the pile-up µ and

the local density ρ,

L′int =

∫ tfill

0

∫
f(µ, ρ)L(s, t) ds dt . (7)

Expanding f around ρ = 0,

f(µ, ρ) ≈ f(µ, 0) +
∂f(µ, ρ)

∂ρ

∣∣∣∣
ρ=0

ρ(s, t) . (8)
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At constant pile-up, which is the case in the HL-LHC for most of the fill duration
due to luminosity levelling (a process described in Section 3.1), the integrals over
the first term can be approximated as∫ tfill

0

∫
f(µ(t), 0)L(s, t) ds dt ≈ f(µ)Lint , (9)

and∫ tfill

0

∫
∂f(µ, ρ)

∂ρ

∣∣∣∣
ρ=0

ρ(s, t)L(s, t) ds dt

≈ −ε
∫ tfill

0

∫
ρ(s, t)L(s, t) ds dt ≡ −ερ̄Lint , (10)

where

ε ≡ −∂f
∂ρ

∣∣∣∣
ρ=0

. (11)

We can then rewrite the useful integrated luminosity in Eq. (7) as

L′int ≈ [f(µ)− ε(µ)ρ̄ ]Lint , 0 ≤ f(µ) ≤ 1 , ε > 0 , (12)

and therefore it allows us to compare different scenarios in terms of the integrated
luminosity and ρ̄ for constant pile-up. Equation (10) defines the effective (line)
pile-up density ρ̄, the average of the pile-up density over the fill, weighted by the
integrated luminosity (or equivalently, the total pile-up in the fill) [39],

ρ̄ =

∫ tfill

0

∫
ρ2(s, t) ds dt∫ tfill

0

µ(t) dt
. (13)

The units of ρ̄ are mm−1, understood as events/mm. The lower the effective pile-
up density is, the higher the detector efficiency becomes for the reconstruction of
event vertices, i.e. higher data quality.

2.1 Approximations

In general, the pile-up density is a complicated function of the beam and optics
parameters at the IP. However, a Gaussian description with peak ρ̂(t) and rms
value given by σs,lum(t),

ρ(s, t) = ρ̂(t) e−s
2/2σ2

s,lum(t) , (14)
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Fig. 1: (Colour) Pile-up density at IP1 or IP5 at the start of the fill for the HL-LHC
nominal baseline (solid red line) and the corresponding Gaussian fit (dotted black
line). The original crab kissing scenario (solid blue line) exhibits a flat behaviour
at the start of the fill.

is often a good approximation even when considering realistic simulations [37,
17], as seen in Fig. 1. In this case, Eq. (13) can be simplified to

ρ̄Gauss =
1√
2

∫ tfill

0
ρ̂2(t) dt∫ tfill

0
ρ̂(t) dt

. (15)

A flatter event distribution is observed, for example, in the crab kissing scheme
at the start of the levelling (Fig. 1). In order to analytically derive the effective pile-
up, we consider the extreme case of a rectangular (box) function with full width
∆(t),

ρ(s, t) = ρ̂(t) box[s,∆(t)] ; (16)

the effective pile-up density is then given by

ρ̄flat =

∫ tfill

0
ρ̂2(t) dt∫ tfill

0
ρ̂(t) dt

. (17)

Comparing Eqs. (15) and (17) we observe that ρ̂ is not a robust figure-of-merit
and it is too pessimistic by about a factor of

√
2 for the cases with approximately

Gaussian event distributions, such as the HL-LHC baseline. For this reason, we
have introduced ρ̄, to replace the peak pile-up density as a figure-of-merit to eval-
uate scenarios in terms of the expected detector performance at constant pile-up.

6



Table 1: HL-LHC parameters for different operational scenarios; optics parame-
ters apply to IP1 and IP5.

Parameter Unit Baseline Flat 8b+4e 200 MHz No CCs CK

Number of bunches 1 2760 2760 1972 2760 2760 2760
Number of collisions at IP1 or IP5 1 2748 2748 1967 2748 2748 2748
Bunch population (protons per bunch, ppb) 1011 2.2 2.2 2.2 2.2 2.2 2.2
Total beam current A 1.10 1.10 0.79 1.10 1.10 1.10

Longitudinal profile – q-Gaussian q-Gaussian q-Gaussian Gaussian q-Gaussian Supergauss.
rms bunch length cm 7.6 7.6 7.6 15.0 7.6 10.0
Full width at half maximum cm 21.2 21.2 21.2 35.3 21.2 31.4
Relative energy spread 10−4 1.29 1.29 1.29 1.00 1.29 1.29

Minimum β∗×, β∗‖ cm 15.0, 15.0 18.0, 7.5 15.0, 15.0 18.0, 7.5 31.5, 7.5 18.0, 7.5
Full crossing angle µrad 500 490 470 490 410 490
Minimum normalized BBLR separation σ 10.5 11.4 10.5 11.4 12.6 11.4
Norm. transversal emittance (start) µm 2.5 2.5 2.2 2.5 2.5 2.5

3 Simulations

3.1 Luminosity levelling and general settings

Luminosity decays over time due to beam burn-off and emittance blow-up. Lu-
minosity levelling consists in continuously restoring the luminosity loss to the
levelled luminosity Llev by adjusting optics settings, for a period of time tlev, after
which L decays naturally. The total fill duration tfill maximizes the yearly inte-
grated luminosity, thus, corresponding to an optimum fill.

In the current HL-LHC baseline, two levelled luminosities at IP1 and IP5,
namely, 5.0× 1034 cm−2 s−1 and 7.5× 1034 cm−2 s−1, define the nominal and ul-
timate operation scenarios. Levelling is achieved via stepwise reduction of β∗ at
the two main IPs, delivering the desired beam size and crossing angles that re-
store the luminosity to its levelled value. At IP8, Llev = 2× 1033 cm−2 s−1 is
assumed to remain constant for the entire fill duration (by levelling with offset,
for example). The time evolution of the luminosity is assumed to follow the mod-
els in [38, 20] at constant emittance for the duration of each step. A new step,
i.e reduction of β∗ and beam separation, is performed when the luminosity has
decayed to a fraction of its initial levelled value,

L(tp) = pLlev , for 0 < p < 1 , (18)

until the minimum achievable values are reached. In the approximation of con-
stant transversal and longitudinal emittance for the duration of the step, this occurs
at

tp =
N0

r0

(
1
√
p
− 1

)
, (19)
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with N0 and r0 the bunch population and the rate of intensity burn-off, respec-
tively, at the beginning of the step; the latter is pessimistically approximated by
the sum of pile-up events in all the IPs, with a total cross section σb.o. of 111 mb
for burn-off [5, 8],

r(t) ≡
∑

IP

σb.o.LIP(t)

nb,IP
. (20)

The step length tp shortens as the fill progresses. A luminosity step of 2 % (p =
0.98) is adopted for the present simulations, and the effect of levelling can be
seen in Fig. 2 which shows the luminosity and pile-up in the nominal baseline
fill with levelling. Pile-up is estimated with an inelastic proton cross section of
81 mb. Emittance evolution includes radiation damping and intrabeam scattering
(IBS) [24], as computed by MAD-X [1]. No additional source of vertical emittance
growth, as in [6, 26] is added. The beam energy is 7 TeV for all scenarios.

Table 1 lists the optics and beam parameters of each operational scenario.
The evolution of typical fills for any scenario is simulated by a PYTHON routine,
based on the original code implemented in [42], and that has been extended to
include new levelling techniques, and to better reproduce the latest HL-LHC pa-
rameters [40, 29]. The value of β∗ at the beginning of the levelling process is
determined by Llev, taken as the maximum instantaneous luminosity accepted by
the detector.

For the estimation of the yearly integrated luminosity, a year accounts for 160
days of operation, with a 50 % performance efficiency –as defined in [4]–, and
turn-around times –that is, the time between two consecutive fills– of 145 min and
150 min for nominal and ultimate operations, respectively. The expected perfor-
mances for each scenario are discussed in the following sections.
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Fig. 2: (Colour) Evolution of the instantaneous luminosity and pile-up at IP1 or
IP5 along the fill for the HL-LHC baseline at nominal levelling.
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3.2 HL-LHC Baseline

The current HL-LHC baseline makes use of round optics with minimum β∗ =
15 cm and a beam crossing angle of 500 µrad (10.5σ) at IP1 and IP5. Two 400 MHz
RF crab cavities per IP side and per beam, each with a voltage of 3.4 MV provide
partial compensation of the crossing angle, which accounts for 380 µrad.

Previous simulations consider a Gaussian distribution [28] for the modelling
of the bunch longitudinal density. In this work this is described by a particular
case of the Tsallis q-Gaussian distribution [31, 43]

λ(s) ≡ 4
√

2

5πσλ

(
1− s2

8σ2
λ

)5/2

, |s| ≤ 2
√

2σλ , (21)

with bunch length given by the rms value σλ. This is the distribution observed in
the LHC and it is justified for the HL-LHC [37]. The bunch length, and therefore
the full width at half maximum (FWHM) –a parameter of interest due to its rela-
tion with the stability–, are kept constant along the fill, and their magnitudes are
listed in Table 1.

3.2.1 NOMINAL

The nominal levelled luminosity of 5.0× 1034 cm−2 s−1 yields a total pile-up of
131 events per bunch crossing for the HL-LHC baseline, a perfectly acceptable
number in view of the detector capabilities. The steps in levelling process can be
seen in Fig. 2, where the levelling time and fill duration are indicated.

In the following, we describe in detail the evolution of the optimum fill for
this scenario. As seen in Fig. 3a, the bunch population decays linearly from the
beginning of the fill until the end of the levelling. The horizontal emittance reaches
a maximum of almost 2.6 µm after around 4.5 h; at the end of the fill, it decreases
to approximately its original value. The vertical emittance, on its part, shrinks to
about 1.9 µm by the end of the fill. At the start of the levelling, β∗ at IP1 or IP5
is 64 cm, as shown in Fig. 3b. The compensation of the crossing angle by the
crab cavity is θCC/θ = 77 %, remaining constant along the fill. The normalized
long-range beam-beam (BBLR) separation d, for the bunch encounters closer to
the IP, decreases from 21.8σ to the minimum of 10.5σ at the end of the levelling.
Sixty-eight steps are needed to keep the luminosity within a 2 %-margin from its
levelled value, and it decays naturally for 1.2 h more after the minimum β∗ has
been reached.

9



0.8

1.2

1.6

2.0

2.4

0 2 4 6 8 10

B
un

ch
 p

op
ul

at
io

n 
[1

011
]

Time [h]

N

εx,n

εy,n

σλ

FWHM

 
1.8

2.0

2.2

2.4

2.6

N
or

m
al

iz
ed

 e
m

itt
an

ce
 (

ho
r.

, v
er

t.)
 [µ

m
]

 

 
6

8

10

12

14

R
M

S
 b

un
ch

 le
ng

th
 [c

m
]

 

 
20

24

28

32

36

F
W

H
M

 [c
m

]

 

(a)

0

25

50

75

100

0 2 4 6 8 10

β* x
, β

* y 
[c

m
]

Time [h]

β*x
β*y

θ

θCC

d

θCC / θ

 
0

150

300

450

600

A
ng

le
 (

to
ta

l c
ro

ss
., 

cr
ab

b.
) 

[µ
ra

d]

 

 
5

10

15

20

25

N
or

m
al

iz
ed

 B
B

LR
 s

ep
ar

at
io

n 
[σ

]

 

 
0.7

0.8

0.9

1.0

1.1

θ C
C

 / 
θ 

[a
rb

. u
ni

ts
]

 

(b)

40

50

60

70

80

0 2 4 6 8 10

R
M

S
 lu

m
in

ou
s 

re
gi

on
 [m

m
]

Time [h]

σs,lum

ρ̂s

L

µ

 
0.0

0.4

0.8

1.2

1.6

P
ea

k 
lin

e 
pi

le
-u

p 
de

ns
ity

 [m
m

-1
]

 

 
3.0

4.0

5.0

6.0

7.0

Lu
m

in
os

ity
 [1

034
 c

m
-2

s-1
]

 

 
80

100

120

140

160

180

P
ile

-u
p 

(e
ve

nt
s 

pe
r 

bu
nc

h 
cr

os
si

ng
)

 

(c)

Fig. 3: (Colour) Evolution of parameters along the fill for the HL-LHC baseline
at nominal levelling. (a) Bunch population, normalized emittances, rms bunch
length, and FWHM. (b) Normalized BBLR separation, β∗, full crossing angle,
crab crossing, and the ratio of the latter two, at IP1 or IP5. (c) rms luminous
region, peak line pile-up density, instantaneous luminosity and pile-up, at IP1 or
IP5.
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The rms luminous region is 49 mm for the nominal baseline at the start of the
fill, and decreases by 17 % towards the end of the fill [see Fig. 3c]. The peak
pile-up density starts at one event per millimetre; then, due to the reduction of the
luminous region, it rises to a maximum 1.30 mm−1 at tlev. After this point, the
pile-up density decays as the luminosity naturally decays.

The optimum fill of the HL-LHC nominal baseline is found to deliver a yearly
integrated luminosity of 262 fb−1 –thus, surpassing the current goal–, and the ef-
fective pile-up density accounts for 0.80 mm−1. These results are summarized in
Table 2.

3.2.2 ULTIMATE

The ultimate scenario of the HL-LHC exhibits a similar general behaviour than
the nominal. However, the levelling time and fill duration are shorter due to larger
levelled luminosity (7.5× 1035 cm−2 s−1); this value corresponds to a pile-up of
around 200 events per bunch crossing, the maximum value tolerable by the exper-
iments. Regarding the optics, β∗ and the BBLR separation are 41 cm and 17.3σ,
respectively, at the start of the process; the full crossing angle and crabbing angle,
as well as the minimum β∗ and separation remain as in the nominal.

A significant increment is experienced by the pile-up density, which reaches
a maximum of 1.95 mm−1 at tlev. As in the nominal case, the local densities of
events are well-described by Gaussian distributions. In this case, the levelling
process involves around 30 steps. The baseline yearly integrated luminosity is
326 fb−1 –meeting the current goal at this operation–, which represents an incre-
ment of 24 % with respect to the nominal. The effective pile-up density in this
case is ρ̄ = 1.20 mm−1, that is, it rises by around 50 % with respect to the nominal
case.

3.3 Flat optics at the IPs

This scenario is proposed to feature flat optics with β∗× = 18 cm and β∗‖ = 7.5 cm
at IP1 and IP5, values that maximize the virtual luminosity (the luminosity with
the maximum bunch population –corresponding at the beginning of the fill–, and
with the minimum β∗ –to be reached at the end of the fill–). The levelling is
performed keeping the β∗×/β

∗
‖ ratio constant. With a BBLR separation of 11.4σ

–an optimistic assumption that has yet to be demonstrated for flat optics, and that
might require the implementation of long-range compensation techniques [19, 11,
27]–, the full crossing angle is around 490 µrad. The fraction of compensation of
the crossing angle by the crab cavities is approximately the same than the baseline.
The Flat alternative, yet to be further validated, pushes the performance by 2 %
and 4 % for the nominal and ultimate levelling, respectively, while reducing the

11



Table 2: Results on luminosity, pile-up, and rms luminous region at IP1 or IP5 for
the different HL-LHC operational scenarios.

Parameter Unit Baseline Flat 8b+4e 200 MHz No CCs CK

Nom. Ult. Nom. Ult. Nom. Ult. Nom. Ult. Nom. Ult. Nom.

Levelled luminosity 1034 cm−2 s−1 5.0 7.5 5.0 7.5 3.8 5.5 5.0 7.5 5.0 7.5 5.0
Total pile-up 1 131 197 131 197 140 200 131 197 131 197 131

Fill duration h 8.5 5.3 9.1 5.7 8.2 5.5 8.1 5.2 7.4 4.9 8.9
Levelling time h 7.4 3.6 8.2 4.3 7.2 4.0 6.5 2.4 5.7 2.2 8.9
Number of levelling steps 1 68 45 79 56 72 52 57 28 48 25 80

At the start of the fill
Peak pile-up density mm−1 1.03 1.62 1.00 1.56 1.07 1.58 0.82 1.48 1.23 2.13 0.61
rms luminous region mm 49 47 51 49 50 49 63 54 42 37 67

At the end of the levelling
Peak pile-up density mm−1 1.30 1.95 1.34 2.02 1.31 1.88 1.29 1.93 1.81 2.73 0.61
rms luminous region mm 41 41 40 39 43 42 43 44 29 29 58

Effective pile-up density mm−1 0.80 1.20 0.78 1.20 0.82 1.17 0.70 1.08 1.03 1.58 0.51
Diff. w.r.t. baseline nominal % – +51 −2 +51 +3 +47 −12 +36 +29 +99 −36

Yearly integrated luminosity fb−1/160 days 262 326 267 340 199 243 256 304 249 293 249
Diff. w.r.t. baseline nominal % – +24 +2 +30 −24 −7 −2 +16 −5 +12 −5

effective pile-up density for the nominal by 2 %, and preserving its magnitude for
ultimate operation. Baseline detector performance (L′int) is therefore expected in
the Flat alternative scenario.

3.4 8b+4e

The 8b+4e filling scheme, as seen in Table 1, uses fewer bunches, the baseline
round optics, and smaller emittance. Luminosity is also levelled at a lower mag-
nitude, namely, 3.8× 1034 cm−2 s−1 (nominal) or 5.5× 1034 cm−2 s−1 (ultimate),
resulting nonetheless in a slightly higher pile-up compared to the HL-LHC base-
line, but consistent with the maximum pile-up tolerable by the experiments. Pile-
up densities –peak and effective–, are slightly larger (smaller) than those for the
baseline for nominal (ultimate) operation, although their magnitude does not differ
significantly (less than 3 %). With the aim of addressing potential electron-could
limitations, 8b+4e operation reduces, however, the nominal (ultimate) integrated
performance by 24 % (26 %) in comparison with its baseline counterpart. There-
fore, from the experimental point of view, detector efficiency is not expected to be
significantly affected in the nominal 8b+4e alternative, and, on the contrary, it is
expected to rise by a few percent at ultimate operation. As in the previous cases,
the longitudinal density of events is well-described by a Gaussian distribution at
any time in the fill.
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3.5 200 MHz scenario

Constituting another alternative scenario for the mitigation of electron-cloud ef-
fects, the 200 MHz scheme requires longer bunch length and a secondary RF
system (with a total voltage of 6 MV) [36]. Studies with a Gaussian longitudinal
profile and a 15 cm-rms bunch length have found mitigation of the heat load for
a secondary emission yield of 1.4 [22]. Simulation of the optimum fill assumes
that the bunch length decreases due to synchrotron radiation damping. The longi-
tudinal stability of this case is guaranteed by the existence of the 400 MHz cavi-
ties, which can be used for double RF harmonic operation. No additional space
is expected to be required for the new low-harmonic system as it would replace
two of the existing high-harmonic RF modules. Simulations at zero chromatic-
ity have shown a reduction of the transverse mode couple instability threshold to
2.6× 1011 protons per bunch [23]. This value is above the foreseen operational
bunch charge, however it is possible that multi-bunch effects slightly decrease the
threshold approaching the operational bunch charge [5].

At nominal pile-up level, the 200 MHz alternative –with identical optics to the
Flat scenario– delivers one of the largest luminous regions (63 mm), while reduc-
ing the effective pile-up by 12 %. In terms of luminosity performance, little loss is
observed with respect to the baseline. Despite the lower Lint, first detector studies
find the efficiency in the 200 MHz scenario slightly to be better than the baseline
thanks to the lower ρ̄. These figures narrow at ultimate operation nonetheless.

3.6 Absence of crab cavities

At nominal levelling, the absence of crab cavities in the HL-LHC baseline (round
optics) –due to possible initial issues with their operation or delays in their insta-
llation– reduces the yearly integrated luminosity to 229 fb−1, that is, a reduction
of more than 12 %. In such condition, the alternative scenarios discussed in the
previous sections, i.e. Flat, 8b+4e and 200 MHz, experience performance losses
of 8 %, 12 %, and 17 %, respectively. Effective pile-up density is affected as well,
with the scenarios featuring flat optics delivering the lowest values: 1.38 mm−1 in
Flat and 1.46 mm−1 in 200 MHz, in comparison with 1.57 mm−1 in the baseline,
and 1.63 mm−1 in 8b+4e; these numbers of ρ̄ even surpass those found at ultimate
pile-up levels. The situation considerably worsens at ultimate operation, where
the reduction of integrated luminosity doubles, and the effective pile-up density
rises beyond 2 mm−1 in all cases (notably except the 200 MHz scenario, where
ρ̄ = 1.59 mm−1).

Hence, in the event of no crab cavities, the use of flat optics is mandatory. In
particular, β∗×/β

∗
‖ = 31.7 cm/7.5 cm and a 12.6σ-normalized BBLR separation

maximizes the virtual luminosity. This optics –that has yet to be validated, as the
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Fig. 4: (Colour) Integrated luminosity as a function of the maximum peak pile-
up density for the case without crab cavities (flat optics). Only the case with the
largest ρ̂ is simulated without constrain in its magnitude; in all other cases, the
maximum peak pile-up densities correspond to the applied cap for each of them.
Effective pile-up densities are shown for selected points.

previous scenarios with flat beams–, delivers the figures listed in Table 2: notori-
ously, the loss on integrated luminosity is only 5 % (10 %) at nominal (ultimate)
operation, but it comes with a larger effective pile-up (about 1.0 mm−1 for nomi-
nal and 1.6 mm−1 for ultimate). Limiting the maximum peak pile-up density, and
ρ̄ consequently, can be implemented as part of the levelling (it is accomplished
by slowing down the rate of the reduction of β∗), but it comes at a greater cost
on the integrated luminosity, as seen in Fig. 4. The balance between these two
parameters is currently being evaluated by the experiments.

3.7 Crab kissing scheme

In the original crab kissing concept [18], the process of levelling not only keeps
the luminosity under control, but a maximum value on the peak pile-up density is
also enforced –similar to the limit discussed at the end of the previous section–.
In the operation with crab kissing, however, this is accomplished by the use of
two knobs, the crab crossing angle (in the crossing plane) and the crab kissing
angle (in the parallel separation plane). The β functions at the IP are kept at
their minimum values for the entire fill. The crab kissing angle is first adjusted to
achieve the desired peak pile-up density; this in turn reduces the luminosity, which
is then levelled by adjusting of the crab crossing angle. Once the crossing angle is
fully compensated by the crab cavities in the crossing plane, and the kissing angle
has reduced to zero, the luminosity decays naturally. This results in three stages
throughout the fill. Operation with crab kissing thus requires the use of four crab
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cavities per beam and per IP side, to deflect the bunches in both the transversal
planes, making it incompatible with the current HL-LHC baseline.

The CK scheme remains of interest, however, due to its potential performance:
it delivers the lowest effective pile-up density (which translates into the largest
detector efficiency), and its reduction of integrated luminosity with respect to the
baseline can be small under certain conditions. The crab kissing scheme has been
reproduced with identical parameters to those in [18] with the aim to characterize
it, as with all the current alternative scenarios, both in terms of its luminosity
performance for optimum fills –not discussed there, where the very important role
of turn-around time is omitted–, and in terms of the expected detector performance
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Fig. 5: (Colour) Evolution of parameters along the fill for the crab kissing scheme
at nominal levelling. (a) Normalized BBLR separation, β∗, fullcrossing angle,
and crab kissing, at IP1 or IP5. (b) rms luminous region, peak line pile-up density,
instantaneous luminosity and pile-up, at IP1 or IP5.
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via the newly introduced figure-of-merit. Additionally, identical evolution of the
parameters of interest, under the same conditions reported in [18], allow us also
to validate the simulation tools. For the original CK the optimum fill duration is
found to be 8.8 h (nominal turn-around time is assumed), with an effective pile-up
density of 0.50 mm−1 for a constant peak pile-up density of 0.61 mm−1 during
the entire fill duration; the yearly integrated luminosity is 245 fb−1/160 days, that
is, a loss of more than 9 % with respect to the original HL-LHC described in the
aforementioned reference under the same conditions.

Operation with crab kissing has been re-evaluated with the same flat optics
from Section 3.3 and revised CC voltage, see Table 1. As in the original CK
scheme, the longitudinal density is described by a supergaussian function of order
4 [16],

ν(s) =
23/5

Γ (1/4)Sν
exp

(
− s4

2S4
ν

)
, (22)

with rms

σν ≡ Sν

(√
2

Γ (3/4)

Γ (1/4)

)1/2

= 10 cm . (23)

At the beginning of the fill, bunches are crabbed with θCC/θ = 90 % (see
Fig. 5a) and, after 4 h, the 490 µrad crossing angle is fully compensated. A crab
kissing angle of almost the same magnitude than the crossing angle achieves, at
the start of the levelling, the peak pile-up density of 0.61 mm−1 –less than half of
the nominal baseline–, value that is kept constant over the entire the fill. During
this first stage, a constant pile-up of 131 events per bunch, and an rms luminous
region of around 68 mm are maintained.
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Table 3: Effective pile-up density and luminosity at IP1 or IP5 for the different
HL-LHC operational scenarios assuming a 0.115 µm/h emittance growth from
crab cavities (for β∗ = 15 cm and 6.8 MV, and scaled correspondingly).

Parameter Unit Baseline Flat 8b+4e 200 MHz No CCs CK

Nom. Ult. Nom. Ult. Nom. Ult. Nom. Ult. Nom. Ult. Nom.

Yearly integrated luminosity fb−1/160 days 258 319 265 335 196 237 252 295 249 293 231
Diff. w.r.t. 0 µm/h % −1.5 −2.3 −1.0 −1.5 −1.5 −2.2 −1.6 −2.7 – – −7.0
Diff. w.r.t. baseline nominal % – +23 +3 +30 −24 −8 −2 +15 −4 +14 −10

For CK scenario with the current flat optics, the optimum fill duration is found
to be 8.8 h, and a zero-crab kissing angle is not reached at the end of fill. Keep-
ing the same injected beam after the optimum tfill in order to accomplish full crab
crossing and θCK = 0 simultaneously suppose a reduction of the integrated perfor-
mance. During the second stage, the luminosity and pile up drop almost linearly,
reaching 3.6× 1034 cm−2 s−1 and 95 events per bunch crossing, respectively. This
updated CK scheme delivers a yearly integrated luminosity of 245 fb−1, represent-
ing a 5 %-reduction with respect to the current HL-LHC nominal baseline. The ef-
fective line pile-up density is the lowest among the studied scenarios, 0.51 mm−1

(Table 2). It has to be highlighted again, nevertheless, the need of doubling the
number of crab cavities to run the machine under this alternative operation.

The maximum peak pile-up density –and the effective pile-up in consequence–
can be pushed to even smaller values; doing this, nonetheless, can lead to impor-
tant loss of integrated performance (for example, 9 % at ρ̄ = 0.47 mm−1). Con-
trary, by relaxing the constraint on ρ̂ it is possible to almost fully recover the
nominal baseline integrated luminosity, but lower detector efficiency is expected,
as shown in Fig. 6. As in the case of the absence of crab cavities, the limit in the
maximum peak pile-up density is set by the experiments.

4 Impact of crab cavity noise

Crab cavity noise is an important concern since it can generate emittance blow-
up [30, 13]. Preliminary simulations have been conducted to asses the effect of
the emittance growth from crab cavities, approximated by(

dε

dt

)
CC
≈ 0.115 µm/h · V 2

CC

(6.8 MV)2
15 cm

β∗
. (24)

The additive growth rate of 0.115 µm/h is taken from the sum of the phase noise
(0.94 %/h) and amplitude noise (3.7 %/h) of the CC voltage, estimated for a
transversal emittance of 2.5 µm, β∗ = 15 cm, and 3.4 MV deflecting voltage for
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each of the two crab cavities per beam and per IP side (or θCC = 380 µrad), ac-
cording to present estimates of the minimum noise level achievable and taking
into account the effect of the transverse feedback [12].

Figure 7 illustrates the influence of the crab cavity noise on the evolution of the
horizontal and vertical emittances along the fill for the HL-LHC nominal baseline
(the effects of IBS and synchrotron radiation, as explained in Section 3.1, are also
present). At the beginning of the fill, the crab cavities around the main IPs induce
emittance blow-up for both planes –vertical (horizontal) crossing is assumed in
IP1 (IP5)– at a rate of 0.027 µm/h due to larger β∗. An nominal operation, the
reduction of Lint with respect to the case without CC noise is around 2 %, and it
exhibits a linear behaviour for smaller growth rates. The Flat alternative experi-
ences only a 1 % luminosity loss, while the reduction for the 8b+4e and 200 MHz
scenarios are similar to the baseline. At ultimate levelling, these figures increase
by around 50 %, as listed in Table 3, where the difference of Lint with respect to
the baseline is also included. The impact of CC noise is more dramatic for the crab
kissing scheme, due to the use of RF cavities, where the integrated luminosity is
reduced by 7 %; this represents a performance 10 %-lower than the nominal with
the same noise rate. The effect of CC noise on the original crab kissing operation
is halved due to larger β∗.

Both the fill duration of the optimum fill, and the levelling time, are shortened
by the CC noise as well; the change on ρ̄ is almost negligible. These preliminary
results have triggered efforts to mitigate crab cavity noise at the source or via
feedback from RF systems [12, 25].
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5 Reduced total cross section for burn-off

It should be noted that simulations have been conducted assuming a pessimistic
burn-off with a cross section of 111 mb (corresponding to the contributions of
both elastic and inelastic processes). LHC observations at lower bunch charge
suggest, however, a larger burn-off at the beginning of the fill that tends to 81 mb
with time. Proportional increments between 7 % to 8 %, and between 11 %–12 %
for nominal and ultimate operations, respectively, are expected for each scenario
with the more optimistic assumption of beam burn-off given by the inelastic cross
section exclusively. The extent of the performance in terms of Lint and ρ̄ for
the different scenarios (excluding CK) studied here, with the two values of cross
section and two pile-up levels as extreme points, is presented in Fig. 8.

6 Full crabbing voltage

We explore the potential performance that can be reached with additional crab
cavity voltage, coming from four CCs per beam per IP side, since it remains of
interest for the HL-LHC project as a future upgrade to the machine.

For the baseline optics, in particular, 9.0 MV fully crabs the beam i.e. θCC/θ =
1 (see Fig. 9). Despite the gain on integrated performance in such condition is lit-
tle, around 2 % for nominal and 3 % for ultimate, the effective pile-up density does
experience a moderate improvement: 0.71 mm−1 and 1.06 mm−1, respectively,
positively impacting on detector efficiency. With four crab cavities available, the
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crab crossing angle can be even pushed slightly above the crossing angle, although
the resulting gains Lint and ρ̄ in such conditions are negligible.

Full crab crossing for the Flat and 8b+4e alternatives yields an increase of 1 %
(2 %) at nominal (ultimate) operation on integrated performance, with effective
pile-up densities similar to the baseline. The 200 MHz option profits the most
from full crabbing, with a 3 %-gain on integrated luminosity for nominal –and
double this figure for ultimate–, and the remarkably low effective pile-up densi-
ties: 0.58 mm−1 and 0.89 mm−1, respectively.

Combined full crabbing voltage and reduced cross section (81 mb) can boost
the current integrated luminosities by 8 % for nominal operation, and up to 14 %
at ultimate pile-up.

7 Conclusions

In view of the unprecedented levels of pile-up and pile-up density that the ex-
periments will face in the HL-LHC upgrade, a detailed characterization of these
parameters for the baseline and the different alternative scenarios is extremely
important. The concept of a new figure-of-merit, the effective pile-up density ρ̄,
has been introduced as a means to evaluate the operational scenarios taking into
account detector performance. The introduction of this parameter is motivated
from detector simulations [10, 33] showing a linear relation of the detector effi-
ciency in the reconstruction of primary vertices with the local density –not with
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the peak pile-up density, commonly considered in the past–, and extrapolating to
its average value along the fill. The concept of effective pile-up density is based
on the pile-up density introduced in [18], but it extends it to an integrated aver-
age over the fill duration, to mirror the integrated luminosity as figure-of-merit to
characterize the optimum fills of a given operational scenario in the sense that ex-
periments are often more interested on the integrated luminosity, than on its peak
at all times. While the peak pile-up density remains of interest, the effective pile-
up aims at better describing the expected detector performance. In consequence,
relative comparisons of performance for different scenarios can be done in terms
of their integrated luminosity and effective pile-up densities.

In terms of data quantity, the current baseline delivers around 262 fb−1 for a
pile-up of 131 events per bunch crossing (nominal), and 326 fb−1 for a pile-up of
almost 200 events per bunch crossing (ultimate), not only meeting, but surpassing,
the HL-LHC goals. In terms of data quality, the effective pile-up densities are
0.80 mm−1 (nominal) and 1.20 mm−1 (ultimate).

Regarding the alternative scenarios –which provide extreme cases of study for
the experiments–, flat optics, as implemented in the Flat and 200 MHz scenarios,
not only restores/preserves the integrated performance, but also lead to slightly
reduced effective pile-up densities, from which detector efficiency can profit. In
particular, the latter scenario, delivers 10 % to 12 % lower ρ̄ for nominal and ulti-
mate levelling, respectively, due to the largest rms luminous regions coming from
longer bunches. The use of flat optics in the absence of crab cavities manages to
limit the performance loss below 5 %, however, at the cost of larger effective pile-
up densities. increases. Nevertheless it must be noted that flat optics has not been
tested yet and the implications of this mode of operation should be thoroughly
assessed. Baseline detector performance is expected in the 8b+4e scenario, but
it comes with a much larger impact on the integrated luminosity than the other
alternatives.

Characterization of the crab kissing scheme in terms of the effective pile-up
density, reproduced as originally proposed [18], finds ρ̄ = 0.51 mm−1, coming
from the flatter distribution of the pile-up density at the beginning of the fill, with
a reduction of 9 % on the yearly integrated luminosity for the optimum fill. An
updated version for this scenario has been presented, making use of similar param-
eters and simulation settings to those of the current Flat scenario. The integrated
luminosity is found to be reduced by 5 % with respect to the current nominal base-
line, while delivering the lowest effective pile-up density. It has to be stressed,
nonetheless, that four crab cavities per beam and per IP side are needed for the
crab kissing operation, as opposed to two in the current HL-LHC baseline. It
seems then that in order to achieve an important reduction of the effective pile-up
density, a major hardware component has to be involved, such as additional crab
cavities to perform crab kissing, or a new 200 MHz-RF system.
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First estimates of the impact of emittance blow up induced by crab cavity noise
show reductions by 1 % to 3 % on the integrated luminosity for all scenarios. No-
table exception is the crab kissing scheme, whose luminosity performance can
be seriously compromised by CC noise. Therefore implementation of mitigation
techniques is of great importance. Availability of full crabbing voltage leads to
the increment of the integrated luminosity of the different scenarios by few per-
cent, at the same time that lowers their effective pile-up densities; this translates
into improved amounts of data and their quality, that collisions at each of these
operational scenarios can provide.
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O. Dominguez, P. Fessia, M. Fitterer, S. Gilardoni, M. Giovannozzi,
B. Gorini, G. Iadarola, K. Kain, M. Kuhn, E. Métral, N. Mounet, T. Pieloni,
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R. Calaga, O. Dominguez, H. Damerau, S. Fartoukh, S. Hancock,
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