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1 Introduction

The Compact Muon Solenoid (CMS) is one of the two general purpose detectors at the

Large Hadron Collider (LHC). As such, it has a broad physics program that spans from

precision measurements to searches for exotic particles predicted by extensions of the

standard model of particle physics. Given the rate of collisions in the LHC and technical

limitations, not all collision events can be recorded. To avoid loosing information that is

of interest for the physics programme, an elaborate triggering system is employed that

reduces the rate of events to be recorded to manageable levels. To that end, a staged

scheme is deployed where the first stage is based on custom built hardware that discards

events at the time scale of subsequent LHC collisions, and the second stage is based on

more complex filtering algorithms that run on a computer farm.

After a successful first physics data taking period from 2009-2013 at 3.4 and 4 TeV

collision energy, the LHC started a 2-year programme of maintenance and upgrades to

bring the machine back with almost the design collision energy of 6.5 TeV and higher

luminosity. With these changed running conditions, the experiments’ triggering schemes

have to be revised. To provide the same acceptance for events that are of interest,

while increasing the fraction that can safely be rejected, new algorithms have to be

developed and the overall triggering strategy has to be reconsidered in the level-1 muon

trigger. Information from all three muon detectors of CMS are used in the level-1

trigger. Combining this information at an early stage to ensure the maximum amount

of information is available for track reconstruction, is one essential change in the upgrade.

This thesis presents the concept of and performance studies motivating the algorithm

of the Micro-Global Muon Trigger (µGMT). The µGMT is a central part of the muon

trigger; it is the first stage at which muon track candidates from the whole muon detector

are available. This means that duplicate tracks have to be identified and handled to avoid

double counting. The final trigger stage, the Micro-Global Trigger (µGT), is capable to

calculate topological relations between different trigger objects, but object multiplicities

have to be low enough to keep combinatorics in check. Therefore, the µGMT algorithm

foresees sorting the muon candidates according to their momentum and the quality of

the momentum measurement.

Lastly, the µGMT combines calorimeter with muon track information. As the bandwidth

available for information exchange and computing resources are a limiting factor in

the level-1 trigger, the calorimeter information is received with reduced granularity.

Algorithms have to be, therefore, carefully considered and a negative influence of this

reduced granularity has to minimised. With the calorimeter information, an additional

1



2 Chapter 1. Introduction

handle is introduced that allows to suppress the trigger rate further while maintaining

a high signal efficiency.

Verifying the hardware implementation against an independent software implementation

of the same algorithms is an important part during development and also data taking.

This software implementation also allows to change aspects of the existing or even to

develop new algorithms without the need to disrupt data taking. Also monitoring and

control software is an essential tool to ensure successful physics data taking. For example,

many parts of the algorithm can be adjusted through modifiable look up tables. The

contents of these can be changed through the control software and are checked as part

of the monitoring.

Structure

The present thesis is composed of eight chapters, this introduction being the first. The

second chapter gives an overview of the standard model of particle physics and the ex-

perimental facilities at the Conseil Européen pour la Recherche Nucléaire (CERN) with

an emphasis on the CMS experiment. In chapter three, the level-1 trigger before the

upgrade is compared to the components that are foreseen, also giving a general overview

of the technical capabilities of the hardware components. The fourth chapter contains

the presentation of studies that estimate the performance of trigger algorithms at dif-

ferent stages in the muon trigger. As the µGMT algorithm receives muon candidates

from the track-finders, their performance presents the basis for estimating the quality

of any µGMT algorithm. Therefore, the individual track-finders are first studied inde-

pendently. Then aspects in the sort algorithm of the µGMT are considered that could

be used to increase the number of rejected events while keeping a high signal event

efficiency. The chapter is closed by studies that show that the usage of calorimeter

information can improve the performance of the muon trigger system. In chapter five,

the µGMT algorithm that currently is implemented in hardware and emulation software

is discussed. The sixth chapter introduces the control and monitoring software for the

µGMT. This software was used to verify and test the hardware implementation of the

previously described algorithms and the results of these tests are described in chapter

seven. The text is then concluded and a short outlook is given.



2 Physics and Experiments at the Large

Hadron Collider

This chapter outlines the basics of the Standard Model of particle physics and intro-

duces the experimental facilities that are relevant for this work. Particularly, the LHC

and its pre-accelerator chain are described and the run-parameters of the machine and

their influence on the luminosity are introduced. In the last part of the chapter, the

CMS experiment and its individual detector components and the utilised software are

described.

2.1 Theoretical Motivation

In section 2.1.1 the particle content of the Standard Model of particle physics is de-

scribed. Section 2.1.2 introduces terms that are specific for proton-proton collisions and

highlights the most important muon production processes. The following is largely taken

from refs. [1, 2].

2.1.1 Overview of the Standard Model of Particle Physics

The Standard Model of particle physics describes the current understanding of the con-

stituents of matter and their interactions. Both the constituents and the interactions

can be represented by particles. The constituents are fermions that carry a spin of 1/2,

the mediators of interactions on the other hand are bosons that carry integer spin of 0

or 1.

The fermions can be further split into quarks and leptons which come in three different

generations. The three electrically charged leptons are accompanied by neutral partners,

the neutrinos. These additional leptons are massless in the Standard Model. However,

the discovery of neutrino oscillations necessitated the introduction non-zero masses for

at least two neutrinos [3].

Table 2.1 shows the bosons of the Standard Model, the symbols used as abbreviations

throughout this text, the spin and electric charge they carry, as well as the interactions

they mediate. The last column also indicates which interactions they are subject to.

The massless photon is the mediator of the electromagnetic interaction between particles

that carry an electric charge. The electromagnetic interaction is described by the re-

lativistic quantum field theory called Quantum Electro Dynamics (QED).

3



4 Chapter 2. Physics and Experiments at the Large Hadron Collider

Table 2.1 Bosons (force mediator particles and the Higgs boson) of the Standard
Model.

Name Symbol Spin El. charge (e) Interaction Subject to

Photon γ 1 0 EM -
W boson W± 1 ±1 weak weak, EM
Z boson Z 1 0 weak weak
Gluon g 1 0 strong strong (self)

Higgs boson H 0 0 - weak, Higgs (self)

Table 2.2 Fermions in the Standard Model.

Name Symbol El. charge (e) Subject to Generation

L
ep

to
n

s

Electron e -1 EM, weak 1
Muon µ -1 EM, weak 2
Tau τ -1 EM, weak 3

Electron neutrino νe 0 weak 1
Muon neutrino νµ 0 weak 2
Tau neutrino ντ 0 weak 3

Q
u

ar
k
s

Up u 2/3 EM, weak, strong 1
Down d -1/3 EM, weak, strong 1
Charm c 2/3 EM, weak, strong 2
Strange s -1/3 EM, weak, strong 2

Top t 2/3 EM, weak, strong 3
Bottom b -1/3 EM, weak, strong 3

The W bosons, i.e. the W− boson and its anti-particle, the W+ boson, together with

the Z boson mediate the weak interaction. Their relatively high masses of mW =

80.385± 0.015 GeV1 and mZ = 91.1876± 0.0021 GeV [4] indicate that the reach of this

interaction is small. Since the W bosons carry electric charge, they also participate in

the electromagnetic interaction.

Gluons are the force carrying particles of the strong interaction, described by Quantum

Chromo Dynamics (QCD). They are colour octets, 8 linearly independent states with

different colour charges, colour being the charge of the strong interaction. The gluons

themselves carry two colour charges resulting in self-interactions. Due to this self-

interaction, quarks as well as gluons can not be observed as free particles, an effect

called colour-confinement.

The Higgs boson was the last particle of the Standard Model to be observed. In July

2012, both the ATLAS and CMS collaborations published the observation of a new

particle with a mass around 125 GeV that is compatible with a Standard Model Higgs

boson [5, 6]. In the frame of the Standard Model, through the mechanism of electroweak

symmetry breaking, the Higgs field gives rise to the W and Z boson masses. Fermions

gain masses through Yukawa couplings to the Higgs field.

1 In this work natural units are used which are defined with ~ = c = 1. The typically used unit of
energy in this framework is eV. This results in energies and masses being measured in eV, while time
and lengths have the unit 1/eV.
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Table 2.2 shows all fermions of the Standard Model and the symbols used throughout

this text. The electric charge and the interactions they are subject to are given as well as

their generations. The quarks can be divided in up-type quarks, up (u), charm (c) and

top (t) quark of charge 2/3 in units of the electron charge (e) and down-type quarks down

(d), strange (s) and bottom (b) of charge -1/3. The corresponding antiparticles carry

opposite electric charge. All quarks participate in weak, electromagnetic and strong

interactions. The three generations of charged leptons electron (e), muon (µ) and tau

(τ) all carry the charge -1 in units of e, while their antiparticle carry positive charge. The

corresponding neutrinos do not carry any electric charge. Charged leptons participate

both in electromagnetic and weak interactions, whereas neutrinos only participate in the

weak interaction.

All other particles observed can then be described as bound states of these elemental

particles. These bound states of quarks are called hadrons and can be grouped into

baryons (three bound quarks) and mesons (one quark and one anti-quark). These bound

states are bound by the strong interaction.

While many predictions of the Standard Model have been confirmed by experiments to

great precision, some open questions remain. For example, driven by the observed matter

distribution in the universe, additional non-luminous matter, Dark Matter, has to be

introduced which has no corresponding particle in the Standard Model. The explanation

of the absence of antimatter needs additional CP violating processes. Another important

example is the hierarchy problem, the extreme difference between the coupling constants

of gravity and the weak force, which could be explained by Super Symmetry or Extra

Dimensions. These and other theories that go beyond the Standard Model predict

particles of high masses or that are difficult to detect [7].

2.1.2 Proton-Proton Collisions

At the LHC, protons are collided with protons. Cross sections, however, are calculated

at parton level, i.e. for gluon and quark interactions. Therefore, the energy of the

partons within the proton need to be known. The parton distribution functions (PDFs)

are needed for this estimate. A PDF can be written as fi(x,Q
2) with i = u, d, s, c, b, g,

the momentum transfer Q2 and the momentum fraction x carried by the parton. The

structure of hadrons is studied in deep inelastic collisions of leptons and hadrons. Here,

the momentum of the lepton before and after the collision, gives the transferred four-

momentum q, where Q2 = −q2, and allows to measure the structure function F (x,Q2)

of the hadron, the sum over all PDFs. The PDFs can be interpreted as the probability

to find a parton carrying the momentum fraction x given a momentum transfer.

The number of events N is given by the luminosity L of a collider and the cross section

σ of a process:

N = σL (2.1)

Fig. 2.1 shows the cross sections of various processes as a function of the collider centre-

of-mass energy. As one can see from the figure, the total cross section at the LHC is

dominated by jet production. Standard Model physics like Z or W boson production

are already a factor of 10−6 smaller and the Higgs boson production cross section is
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Figure 2.1 Cross sections σ for various physics processes at hadron colliders as a
function of the collision energy [8].

again much smaller. Furthermore, one can see that the total cross section grows with

increasing centre-of-mass energy.

Simulating collision events. – The hard interaction for simulated events are chosen

based on the matrix element calculation [9]. The final state particles are then fed

to a parton shower simulation, an approximation of further splittings of quarks and

light quarks into two partons in the soft and colinear limit. Overlaps between the two

procedures are then removed with matching methods. In the following hadronisation

step, phenomenological models are used to group the resulting partons into hadrons.

In addition to this hard interaction, the so-called underlying event is simulated: The

coloured remnants of the two colliding protons are also considered in the hadronisation

step. Also further interactions of additional partons from the two protons are considered

and lead to multiple parton-parton interactions. Lastly, pile-up collisions are simulated

that arise from additional proton-proton collisions that occurred simultaneously. For

this last step usually all possible production processes at the collision energy, so-called

minimum bias events, are superimposed with the hard process.

2.1.2.1 Muon Production

In proton-proton collisions, muons can be produced through various intermediate states.

The momentum of the muon is highly dependent on this intermediate state. Di-muons

are mainly produced in Drell-Yan processes that include the production of Z bosons and
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Figure 2.2 Exemplary Feynman diagrams of processes that have muons in the final
state. On the left and right, W and Z boson production with subsequent muonic decay.
In the middle the decay of a B meson in the spectator view.

photons or light neutral meson states, such as J/Ψ or ρ mesons. Single muons on the

other hand are produced through the decay of W bosons or charged hadron states such

as B mesons or other quarkonia.

For low energetic muons, the production through the light hadron states is dominant.

When going to higher momenta and, therefore, higher intermediate masses, the produc-

tion through Z and W bosons becomes more important. At even higher muon momenta

other sources dominate, such as top-antitop quark production with subsequent decay

t→Wb→ µνb.

2.2 The Large Hadron Collider

The LHC [10] at the European centre for particle and nuclear research (CERN) is a

circular hadron collider designed to provide the highest luminosity and collision energy

to date. The largest fraction of the LHC physics program is devoted to discover new

physics beyond the standard model and measure the properties of the Higgs boson.

Therefore, the machine is designed to provide proton-proton collisions with a centre-

of-mass collision energy of up to
√
s = 14 TeV and an instantaneous luminosity of

L = 1034 cm−2s−1. Additionally, it is possible to inject ionised lead, allowing collisions

at an instantaneous luminosity of L = 1027 cm−2s−1. Nominally, collisions occur at

40 MHz or in other words every 25 ns.

In section 2.2.1 the accelerator complex is described and in section 2.2.2 the luminosity

in terms of the machine parameters is discussed and follows ref. [10]. In section 2.2.3

an overview of the experiments at the LHC is given. Lastly, section 2.2.4 shows the

overall performance during the first proton-proton collisions run in 2009-2012 and the

perspective for the second running period of the LHC (run-2).

2.2.1 The LHC Accelerator Chain

Before reaching the final energy in the LHC, the protons have to be accelerated in several

steps. The complete injection chain is shown in Fig. 2.3. Protons are injected into the

machine in so-called bunches, packets of protons with high density. In the following the

acceleration scheme is described for the nominal proton-proton operation at a collision

frequency of 40 MHz.
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Figure 2.3 The LHC accelerator complex, shown are also the experimental areas
provided with proton or ion beams along the accelerator chain [11].

The proton supply chain starts at the linear accelerator Linac2 which increases the

proton energy up to 50 MeV. The bunches are then injected into the Booster which

accelerates them further to 1.4 GeV and injects into the Proton Synchrotron (PS).

Here, each of the proton bunches is split into 12, before being supplied to the Super

Proton Synchrotron (SPS). One fill of the SPS consists of a total of 72 bunches, 16 PS

fills, which are then supplied to the LHC. One such SPS fill is referred to as a bunch

train. A total of 39 such trains is required to complete the LHC fill of 2808 bunches. The

maximum energy of a circular collider is limited by the maximum magnetic field in the

steering dipoles. The LHC is instrumented with superconducting dipole magnets based

on NbTi Rutherford cables with a maximum field of 8.33 T. To operate the magnets at

these high fields heat depositions and, therefore, beam losses have to be minimised. This

means that tight controls on magnetic field errors have to be in place. The maximum

energy achievable in the LHC with this magnetic field is 7 TeV per beam.

Fig. 2.3 shows also that the injection chain allows extraction at several energy steps

to supply proton and ion beams to various experiments along the supply chain. These

include the Antiproton Decelerator (AD), the Compact Linear Collider Test Facility

(CTF3), the Isotope Separator OnLine DEvice (ISOLDE), the Neutrons Time of Flight

(n-ToF), and the High-Radiation to Materials (HiRadMat) experiments. Descriptions

of the physics programs and design of these experiments may be found in refs. [12–16].

The Low Energy Ion Ring (LEIR) is part of the lead ion injection chain.
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2.2.2 Luminosity

Beam energy aside, the luminosity of an accelerator is the most important variable for

a successful physics program, cf. eq. 2.1 and Fig. 2.1. The instantaneous luminosity can

be calculated from a number of machine parameters,

L =
N2
b nbfrevγr
4πεnβ∗

F, (2.2)

namely the particles per bunch Nb, the bunches per beam nb, the revolution frequency

frev, the relative gamma factor γr, the normalised transverse emittance εn, the beta

function at the interaction point β∗, and the geometric luminosity reduction factor due

to the crossing angle F . This factor is given by

F =

(
1 +

(
θcσz
2σ∗

)2
) 1

2

, (2.3)

with the full crossing angle at the interaction point θc, the root-mean-square (RMS) of

the bunch length σz, and the transverse RMS of the beam size at the interaction point

σ∗. Equations 2.2 and 2.3 require round beams, σz � β.

From these equations one can see that in order to achieve the high design luminosity of

L = 1034 cm−2s−1, high beam intensities have to be achieved. These high densities can

not be achieved with antiprotons. To allow the proton-proton collisions, two separate

magnetic dipole fields are needed to steer the particles through the machine. The beams

are separated in individual beam pipes and brought together at the interaction points.

Specialised steering dipoles and focusing magnets are installed at each interaction point

to bring highly focused beams to collision.

Over the course of a run the instantaneous luminosity decays due to beam losses. Beam

losses arise from the collisions themselves, interactions with rest gas in the beam pipe

and intrabeam scattering. The integrated luminosity L is, therefore, given by

L = L0τL

(
1− e−Trun/τL

)
, (2.4)

with the initial instantaneous luminosity L0, the luminosity lifetime τL and the integ-

rated run time Trun. The integrated luminosity is optimised by taking the degradation

of the instantaneous luminosity and the turn-around time of an LHC refill into account.

This results in an optimal run time after which the beams are dumped in a controlled

manner and the LHC is refilled.

2.2.3 Experiments at the LHC

Five experiments are provided with collision events by the LHC. Two general purpose

experiments with physics goals spanning from measurements of Standard Model para-

meters to new physics at the TeV-scale: A Toroidal LHC ApparatuS (ATLAS) and the

CMS experiment at opposite sides of the LHC ring. The CMS experiment will be de-

scribed in greater detail in section 2.3 and a description of the ATLAS detector may be
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Figure 1: Peak (top) and integrated (bottom) luminosity between 2010 and 2012 for proton operation.
The 2010 luminosity values have been multiplied by a factor 20.
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Figure 1: Peak (top) and integrated (bottom) luminosity between 2010 and 2012 for proton operation.
The 2010 luminosity values have been multiplied by a factor 20.
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Figure 2.4 The LHC performance during first running period of the LHC (run-1). On
the left the peak instantaneous luminosity (and rate of collisions) is shown for running
in 2010 (green, multiplied by 20), 2011 (blue) and 2012 (red). The right hand figure
shows integrated luminosity (and number of collisions) for the 3 years in the same colour
coding [22].

found in ref. [17]. Both ATLAS and CMS are accompanied by smaller detectors that

measure the total proton-proton cross section and elastic and diffractive scattering. The

TOTal cross section, Elastic scattering and diffraction dissociation Measurement at the

LHC (TOTEM) experiment [18] is installed on either side of CMS and the LHCf (LHC

forward) experiment [19] on either side of ATLAS. A Large Ion Collider Experiment

(ALICE) is a specialised detector for heavy ion collisions and its goals are focused on

physics of strongly interacting particles, especially the quark-gluon plasma at extreme

values of energy density [20]. The LHCb experiment is dedicated to measurements of

B-decays and CP-violation [21].

2.2.4 Performance during run-1 and perspectives

During 2010 first proton-proton collisions at a beam energy of 3.5 TeV were performed,

preceded by a first test run at a lower energy of 1.2 TeV in December 2009 [22]. In 2010

the number of bunches was steadily increased from 2 in the very beginning up to 109

at the end of the proton run, corresponding to small luminosities, cf. Fig. 2.4. In 2011

the machine was re-commissioned after an annual winter shut-down and afterwards the

number of bunches was further increased from 32 to 1380 bunches with a bunch spacing

of 50 ns. At the very end of the proton run, a test fill was performed with 25 ns bunch

spacing. A total integrated luminosity of 5.1 fb−1 was provided both to ATLAS and

CMS. In 2012 the beam energy was increased to 4 TeV and the decision was taken

to maximise the integrated luminosity to allow for a maximal dataset for Higgs-boson

studies [5, 6]. The default number of bunches per beam in 2012 was 1374 with a bunch

spacing of 50 ns. The target intensity at run start was 1.6 × 1011 protons. In a very

successful run with more than 30% of the time spent in stable beams, a total integrated

luminosity of 23.3 fb−1 could be delivered to ATLAS and CMS, cf. Fig. 2.4. To maximise

the proton-proton collision data collected, the heavy ion run was pushed back to January

and February 2013, which concluded the first running period of the LHC.

After February 2013 the first Long Shut-down 1 (LS-1) of the LHC started with a

program of maintenance for the machine [23]. The LS-1 was concluded in the beginning

of 2015 with first beams circling the collider in March. The aim for run-2 is to further
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Table 2.3 Expected parameters for run-2 of the LHC and the resulting luminosities.
From left to right: bunch spacing, number of bunches nb, the transverse emittance εn,
protons per beam Nb, the average number of pile-up events PU , peak instantaneous
luminosity Lpeak, and integrated luminosity L per year [23].

Spacing nb εn Nb PU Lpeak L
(ns) (µm) (1011) (1034 cm−2s−1) (fb−1/yr)

50 1404 2.0 1.4 61 1.35 40
25 2808 3.0 1.2 30 1.30 38
50 1404 2.0 1.7 87 1.90 56
25 2520 1.3 0.7 23 1.00 29
25 2592 1.4 1.15 63 2.30 70

increase the beam energy, starting with 6.5 TeV and possibly going to the design energy

of 7 TeV. The bunch spacing can either be 50 ns or 25 ns. Table 2.3 shows possible

configurations and the resulting instantaneous luminosity. The number of pile-up events

were already a concern during run-1 and would increase further if the machine were to

continue running at 50 ns, as the table indicates. The maximum peak instantaneous

luminosity could go as high as 2.3× 1034 cm−2s−1, leading to an integrated luminosity

of 70 fb−1 delivered to ATLAS and CMS per year.

2.3 The CMS Experiment

In this section the different components of the CMS detector will be described. The

first section will review the magnetic field configuration. The remaining parts of the

experiment will be discussed in the order of their respective positions, starting with the

tracker system, or inner detector, then going outward to the electromagnetic and hadron

calorimeters. Lastly the outermost component, the muon system, will be described and

the chapter is closed by a short description of trigger and data-acquisition systems. The

following is largely taken from refs. [24–26].

The right-handed CMS coordinate system has its origin within the experiment at the

nominal collision point. The y-axis points vertically upward and the x-axis radially

toward the centre of the LHC. Thus, the z-axis points along the beam axis. The

azimuthal angle φ is measured from the x-axis in the x-y-plane and the polar angle

θ from the z-axis. The pseudo-rapidity is defined as η = − ln tan (θ/2). Momentum

and energy transverse to the beam, pT and ET , respectively, are computed from the

corresponding x and y components. An imbalance of energy in the transverse plane is

labelled as missing transverse energy, Emiss
T .

2.3.1 Magnet

The magnetic field is optimised to allow for a good momentum measurement for muons

in the outermost part of the detector and charged particles in general in the inner tracker.

The stronger the magnetic field, the stronger the bending power for charged particles

and, thus, the precision of measurements of their momentum. Therefore, the experiment
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8 Chapter 1. Introduction

The overall layout of CMS is shown in Figure 1.2. At the heart of CMS sits a 13-m-long, 5.9 m
inner diameter, 4 T superconducting solenoid. In order to achieve good momentum resolu-
tion within a compact spectrometer without making stringent demands on muon-chamber
resolution and alignment, a high magnetic field was chosen. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon “stations” to be integrated to ensure robustness
and full geometric coverage. Each muon station consists of several layers of aluminium drift
tubes (DT) in the barrel region and cathode strip chambers (CSCs) in the endcap region,
complemented by resistive plate chambers (RPCs).

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic
Calorimeter

Hadron
Calorimeter

Preshower

Muon
Detectors

Superconducting Solenoid

Figure 1.2: An exploded view of the CMS detector.

The bore of the magnet coil is also large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of length 5.8 m and diameter
2.6 m. In order to deal with high track multiplicities, CMS employs 10 layers of silicon mi-
crostrip detectors, which provide the required granularity and precision. In addition, 3 layers
of silicon pixel detectors are placed close to the interaction region to improve the measure-
ment of the impact parameter of charged-particle tracks, as well as the position of secondary
vertices. The EM calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with coverage
in pseudorapidity up to |η| < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap re-
gion. A preshower system is installed in front of the endcap ECAL for π0 rejection. The
ECAL is surrounded by a brass/scintillator sampling hadron calorimeter with coverage up
to |η| < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres em-
bedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light
is detected by novel photodetectors (hybrid photodiodes, or HPDs) that can provide gain
and operate in high axial magnetic fields. This central calorimetery is complemented by a

Figure 2.5 True to scale perspective view of the CMS detector with the interaction
point in the centre and all individual detector components labelled [24].
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.

layers 5 and 6. It provides another 6 r-f measurements with single point resolution of 53 µm and
35 µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm < |z| < 282cm and 22.5cm < |r| < 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick
on rings 5-7) with radial strips of 97 µm to 184 µm average pitch. Thus, they provide up to 9 f
measurements per trajectory.

In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230 µm and 530 µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ⇡ 9 hits in the silicon strip tracker in the full range of
|h | < 2.4 with at least ⇡ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |h | ⇡ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.

Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at h ⇡ 0 to about 1.8 X0 at |h | ⇡ 1.4, beyond which it falls to about 1 X0 at
|h | ⇡ 2.5.

3.1.3 Expected performance of the CMS tracker

For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1�2% up to |h |⇡ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to

– 30 –

Figure 2.6 An r-z cross section of the inner detector which consists of the Pixel, the
Tracker Inner Barrel (TIB), the Tracker Outer Barrel (TOB), the Tracker Inner Disk
(TID) and the Tracker End-Cap (TEC) detectors [25].

is instrumented with a superconducting magnet with a field strength of 3.8 T. The bore

of the magnetic coil encompasses the tracking system and both the electromagnetic and

the hadron calorimeter. The return field is strong enough to saturate the iron return

yoke which is interleaved with four muon stations.

2.3.2 Inner Detector

The inner detector or tracker is designed to allow a good resolution for momentum

measurements and identification of charged particles which should also allow tagging of

both τs and b-jets. Therefore, the innermost detector is installed as closely as possible

to the interaction region. In Fig. 2.6 a schematic view of the tracker volume is depicted.

Given the density of the particle flux three regions can be defined in the tracker volume.

. Inner region, r ≈ 10 cm: the particle flux is highest the instrumentation has the

highest granularity with pixels covering an area of 100×150 µm2 each.
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. Intermediate region, 20 < r < 55 cm: the flow is low enough and micro-strip

technology with a cell size of 10 cm×80 µm is sufficient.

. Outer region, r > 55 cm: the lowest particle density allows larger pitch silicon

strips with a size of 25 cm×180 µm.

With this instrumentation the occupancy for proton proton collisions ranges from 10−4

(inner region) to 1-3% (intermediate and outer regions) per pixel per bunch crossing. In

lead-lead collisions, the particle flow is much denser and the occupancy ranges between

1% and 20% for inner region and outer region, respectively.

The Pixel detector, located in the inner region, is divided into barrel and two end-caps.

The barrel consists of three layers, located at the radii of 4.4 cm, 7.3 cm and 10.2 cm,

with a total of 768 pixel modules. The end-caps consist of 2 disks each, which cover

the region of 6 cm < r < 15 cm and are located at |z| = 34.5 cm and 46.5 cm. The

Pixel detector end-caps consist of a total of 672 pixel modules. The pixel detector allows

measurements with a spatial resolution of 10 µm in r-φ and 20 µm in z.

The Tracker Inner Barrel (TIB) and Tracker Inner Disk (TID) are situated in the inter-

mediate region, instrumenting the barrel and end-caps, respectively. The TIB consists of

4 layers, each 320 µm thick and with a pitch between 80 and 120 µm. The first two layers

consist of stereo modules, two strip modules installed with slightly different orientation

to allow measurements both in r-φ and r-z. In the TIB, position measurements can be

done with a point resolution of 23-24 µm in r-φ and 230 µm in z. The TID consists

of 3 small disks where the strips are arranged in rings pointing towards the beam-pipe,

necessitating a changing pitch. The first two disks are again stereo modules.

The outer region contains the Tracker Outer Barrel (TOB) and Tracker End-Cap (TEC).

The TOB has 6 layers with a higher thickness of 500 µm and pitch between 120 µm

and 180 µm. Again, the first two layers consist of stereo modules with a stereo-angle of

100 mrad. The position resolution is 35-52 µm in r-φ and 530 µm in z. The TEC consists

of 9 disks, where the first 5 rings are equipped with stereo modules. The arrangement

is the same as for the TID.

The tracker consists of a total of 15400 modules and operates at a temperature of −20 °C.

2.3.3 Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECAL), shown in Fig. 2.7, was designed to measure

electromagnetic showers with a good energy resolution to allow good di-photon and di-

electron mass resolutions. Lead tungstate (PbWO4) crystals were chosen as scintillators

because of their short radiation lengths (X0 = 0.89 cm) and Molière radii (RM = 2.2 cm).

The detector is homogeneous and hermetic with a total of 61200 crystals in the barrel

and 7324 in each end-cap. The scintillators are relatively fast, with 80% of the light

being emitted within 25 ns, and radiation hard up to 10 Mrad. Their disadvantage is a

small light yield necessitating photo detectors with an intrinsic gain. Silicon Avalanche

Photo Diodes (APD) were chosen for the barrel and Vacuum Photo Triodes (VPT) in
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Figure 4.5: Layout of the CMS electromagnetic calorimeter showing the arrangement of crystal
modules, supermodules and endcaps, with the preshower in front.

Figure 4.6: The barrel positioned inside the hadron calorimeter.
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Figure 2.7 A perspective illustration of the Electromagnetic Calorimeter, showing the
supermodules and modules composing the barrel, the Dee holding the crystals in the
end-caps and the pre-shower devices placed just in front of the end-caps [25].

the end-caps. Both APDs and crystals are sensitive to changes in temperature and

variations are kept within 0.1 °C.

The ECAL Barrel (EB) is constructed of 36 so-called supermodules of half barrel length,

corresponding to a total coverage of |η| < 1.479, at a distance to the vertex of r = 129 cm.

Each supermodule consists of 4 modules. Within these, the crystals are quasi projective

(with a tilt of 3° relative to the line to the nominal interaction point) each covering

0.0174 in ∆φ and ∆η corresponding to a front face of 22×22 mm2. Each crystal is

230 mm long which translates to 25.8 radiation lengths.

The ECAL End-caps (EE) are situated at |z| = 314 cm and have a coverage of 1.479 <

|η| < 3.0. The Dees, semi-circular aluminium plates support structures for 5×5 crystals,

called supercrystals, in an x-y grid. The front face of each crystal is 28.6 × 28.6 mm2

and they are 220 mm = 24.7X0 long. In front of the EE a pre-shower device is placed

which consists of two planes of silicon strip detectors with a pitch of 1.9 mm and two

lead absorber disks. The first lead absorber is 2X0 thick and placed in front of the first

silicon detector and the second (3X0) between the two silicon planes.

2.3.4 Hadron Calorimeter

The Hadron Calorimeter (HCAL), depicted in Fig. 2.8, is constructed to be as hermetic

as possible to allow a measurement of Emiss
T . At the same time the goal is to min-

imise the non-gaussian tails in energy resolution of measurements of hadron showers.

Since the HCAL is enclosed by the magnet coil, the available volume for the detector

is limited. The chosen design, therefore, maximises the absorber material in terms of

radiation lengths while exploiting an active material that is relatively small: Brass (as

absorber material) is interleaved with plastic scintillators. A tile/fibre technology was

chosen where the plastic scintillator tiles are read out by wavelength shifting fibres con-

nected to Hybrid Photo Diodes (HPD). Furthermore, the system is complemented with

scintillators situated between magnet coil and muon system increasing the effective size
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Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.

chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3

radiation length 1.49 cm
interaction length 16.42 cm

(Dh ,Df) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.

The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90� is 5.82 interaction lengths (lI). The HB effective thickness increases
with polar angle (q ) as 1/sinq , resulting in 10.6 lI at |h | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 lI of material.

Scintillator

The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given f layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,

– 123 –

Figure 2.8 A r-z cross section of one quadrant of the Hadron Calorimeter (HCAL),
highlighted are the Barrel HCAL (HB) and End-cap HCAL (HE) in blue closest to the
interaction point, Outer HCAL (HO) in green at the top and the Forward HCAL (HF)
on the right hand side [25].

of the HCAL to 10X0. Additionally, the Forward rapidity Hadron calorimeter (HF) at

|z| = 11.2 m increases the coverage to |η| < 5.0. In the HF steel is used as an ab-

sorber and particles emit Cerenkov light in quartz fibres which are read out by photo

multipliers.

The Barrel Hadron calorimeter (HB), covering |η| < 1.4, is segmented into 72×32 towers

in φ× η, corresponding to a size of ∆φ×∆η = 0.087× 0.087. Each tower consists of 15

5 mm thick brass plates interleaved with scintillator plates of 3.7 mm thickness, except

for the first plate having a thickness of 9 mm.

The Outer Hadron calorimeter (HO) consists of the aforementioned scintillators placed

between magnet coil and muon system. They follow the geometry of the barrel muon

detector, the Drift Tube (DT). They are grouped in 60° sectors in φ and five rings in η.

The central ring is instrumented with 2 scintillator layers covering both sides of an iron

absorber, while the others consist of a single layer of scintillator.

The End-cap Hadron calorimeter (HE) covers 1.3 < |η| < 3.0. It is also segmented into

towers, 13 in η and 72 in φ. The φ-segmentation is ∆φ = 0.087 (or 5°) for the first five

towers (at low η) and ∆φ = 0.174 (or 10°) for the last 8. The size in η varies from 0.087

for the first five towers to 0.35 for the last tower at highest η.

Finally, the HF covers the region of 3.0 < |η| < 5.0. As mentioned before, the HF

consists of steel and quartz fibres embedded therein. The fibres are arranged in a 5 mm-

grid in parallel to the beam line and are inserted into grooves in the steel absorber. The

HF is segmented into 13 towers in η with a size of ∆η = 0.175, except for the tower at

lowest η, where the size is 0.1. In φ the towers have a size of 10° with the exception of

the highest in η that has double size.
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Figure 2.9 An r-z cross section of one quarter of the muon system with the z-axis
pointing left to right and r increasing bottom to top, the interaction point is at the
bottom left. The shown detectors correspond to the situation during run-1 of the LHC.
Shown are the drift tube (DT) chambers in the four barrel stations (MB1-4) in orange,
the cathode strip chambers (CSCs) in the four end-cap disks (ME1-4) in green and the
complementing Resistive Plate Chambers (RPCs), installed both in barrel and end-cap,
indicated in blue [27].

2.3.5 Muon Detector System

The aim for the design of the muon detector system includes good identification and

momentum resolution for muons, a good di-muon mass resolution and reliable charge

measurements up to muon momenta of 1 TeV. The pT measurement in the muon system

essentially relies on the bending at the magnet coil assuming the interaction point as the

origin. Muons produced in the centre of CMS are measured both in the muon system

and the tracker: For low pT muons the overall momentum resolution is dominated by the

tracker while for high pT > 200 GeV the measurements can be improved by combining

the two systems.

The choice of 3 different gaseous detectors was driven by the large surface areas to be

covered and the different radiation requirements. In the barrel region, |η| < 1.2, where

the neutron induced background, the total muon rate, and residual magnetic field are

low, Drift Tube (DT) chambers were chosen. In the end-caps, up to |η| = 2.4, where

the muon rate and neutron induced background as well as the residual magnetic field

are high, Cathode Strip Chamber (CSC) are deployed. Both systems are complemented

with Resistive Plate Chambers (RPCs) that were planned to instrument the region of

|η| < 2.1. Only the chambers up to |η| < 1.6 were installed for run-1. While the RPCs

have a fast response and good time resolutions, the position resolution of both CSCs

and DTs is better. Fig. 2.9 shows a quarter of the muon system, it illustrates that

the Muon Barrel (MB) is divided into 4 stations (labelled MB1 to MB4) arranged in

cylinders between the return yoke. Each cylinder is split into 5 wheels. In the Muon

End-caps (MEs), the system is split in 4 disks (labelled ME1 to ME4) perpendicular to

the beam line. While ME1 consists of 3 rings (ME1/1, ME1/2 and ME1/3), the other

3 disks are divided in 2 rings each. The rings are numbered inside-out, so ME1/1 refers

to the innermost ring of the first end-cap disk.
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3. Barrel Chambers

48

"heavy" tubes require a robust and light mechanical frame to avoid significant deformations due
to gravity in the chambers, especially in those which lie in a nearly horizontal plane.

F i g .  3 . 1 . 1 : Layout of the CMS barrel muon DT chambers in one of the 5 wheels; in all of
them the chambers are identical with the exceptions of wheels -1 and +1 where the presence of
the cryogenic chimneys shortens the chambers in two sectors; note that in sectors 4 and 10 the
MB4 chambers are cut in half in order not to have wires longer than 4 meters. Also shown, not
to scale, as bold lines are the RPC chambers, 2 layers for the MB1 and MB2 chambers and 1
layer for MB3 and MB4.

Figure 2.10 Layout of the Drift Tube (DT) chambers in the CMS barrel region,
showing one of the 5 wheels. The numbers label the twelve sectors of the DT system.
The bold lines indicate the RPC chambers. [26].

The DT stations are positioned at r = 4.0, 4.9, 5.9, and 7.0 m and consist of 12 sectors,

each covering 30° in φ. The chambers are staggered in φ to ensure that a high-pT
muon produced at a station boundary passes through at least three of the four stations.

Fig. 2.10 shows a view of the DTs along the z-axis of CMS, it illustrates the staggered

installation and shows the common labelling of the 12 sectors. In MB1-MB3 eight

planes of DTs measure in the r-φ plane, four on each side of four z-measuring planes.

In contrast, MB4 does not contain a z-measuring plane. The maximum drift length is

2 cm, the point resolution is 200 µm and the precision in φ is 100 µm with 1 mrad

direction resolution.

The CSCs are trapezoidal in shape and designed with 6 gas gaps. In each gap a plane of

radial cathode strips is complemented with a plane of anode wires which is perpendicular

to the strips. The chambers overlap in φ to avoid gaps in the acceptance, except for

ME1/3, the third outermost ring in the first disk. Each ring consists of 36 chambers

except for the inner ring of disks 2-4 (ME2/1, ME3/1 and ME4/1) in which 18 chambers

were installed. While ME4 was proposed to consist of 2 rings as ME2 and ME3, only the

inner ring was constructed for run-1. The ionisation and resulting electron avalanche

signal are used for the position measurement. The resulting spatial resolution is 200 µm

(100 µm in ME1/1) and the angular resolution in φ is 10 mrad.

In the barrel RPCs are installed on either side of the DT chambers for MB1 and MB2

while in MB3 and MB4 only one RPC is attached to the side closer to the interaction

point. For the forward RPCs in the end-caps, only stations covering the first 3 disks and

the outermost rings of the CSC (ME1/2, ME1/3, ME2/2 and ME3/2) were installed

for run-1. RPCs are gaseous parallel-plate detectors that are designed for triggering

and therefore are optimised for a very good time resolution of around 1 ns. The spatial

resolution on the other hand is worse than that of CSCs and DTs. To achieve high rate

capabilities for the CMS trigger, the RPC system is operated in avalanche mode and

has the capability to cope with a rate of up to 1 kHz/cm2.



18 Chapter 2. Physics and Experiments at the Large Hadron Collider2.3. Event Filter 39

Figure 2.3: General architecture of the CMS DAQ System.

of supplying 800 Gb/s sustained throughput to the Filter Systems.

• Event Manager: the entity responsible for controlling the Builder Network data
flow.

• Controls: all the entities responsible for the user interface and the configuration
and system monitoring of the DAQ.

• HLT Systems: the ensemble of the components providing control, input data,
monitoring, error detection services, and the processors executing High-Level
Trigger algorithms. Approximately 500 Builder Units receive the incoming data
fragments corresponding to an individual event and build them into full event
buffers. An appropriate number of Filter Units are connected to each Builder Unit,
to provide the necessary processing power to carry out the High-Level Trigger se-
lection.

• Services: all the processors and networks which receive or route complete or par-
tial events, or online monitoring information, from the Filter Farm.

2.3.0.4 HLT system requirements

The High-Level Trigger must reduce the event rate output by the Level-1 Trigger by a factor
≈ 1000 for a total output to storage of ≈ 100 Hz. At the design luminosity of the LHC, this
total expected to be output to mass storage, corresponds to a cross section of 10 nb. Given
that the W → eνe production cross section alone is of this order, a significant degree of
physics selection has to take place online. It is this aspect of the HLT system that places the
most stringent requirements on the system. The main requirements on the system are thus:

• The system has to provide enough bandwidth and computing resources to mini-
mize the dead-time at any luminosity, while maintaining the maximum possible
efficiency for the discovery signals. The current goal is to have a total dead-time
of less than 2%. Half of the dead-time is currently allocated to the Level-1 Trigger
system.

• The HLT system should tag selected events with the specific trigger selection
paths that were satisfied. This information can then be used by the offline sys-
tem for a quick sorting of the events into primary datasets.

Figure 2.11 The CMS Data Acquisition system consisting of level-1 trigger, detector
front-ends, the builder network, event manager, monitoring, and the computing services
running the high level trigger. On the left hand side the average event rate at each
selection stage is shown [24].

2.3.6 The CMS Trigger and Data Acquisition System

The CMS Data AcQuistion system (DAQ), shown in Fig. 2.11, consists of the detector

front-end electronics, the readout network and an on-line event filter system that runs the

High Level Trigger (HLT) software. Along with the HLT, the Level 1-Trigger (L1-trigger)

electronics form the CMS trigger.

The L1-trigger is located in another cavern, separated by 8 m of concrete to shield

if from radiation. The L1-trigger is allocated a total of 3.2 µs to take the decision

whether an event should be kept or discarded. This time is limited by the buffer size of

the front-end electronics of the detector. It includes the time it takes to transfer data

from the detector front-end to the trigger, the execution of the decision logic and the

transmission of the decision back to the front-end electronics. Buffers in the front-end

electronics hold the event data during this decision time. Taking the time into account

that it takes the signals to arrive at the trigger and the transmission back, the decision

has to be taken in 1 µs. The L1-trigger is therefore implemented in custom hardware,

including Field Programmable Gate-Arrays (FPGAs), Application Specific Integrated

Circuits (ASICs), Programmable Logic Devices (PLDs) and discrete logic components,

such as random access memories that contain Look-Up Tables (LUTs). The L1-trigger

uses detector information from the calorimeters and all three muon systems, however,

only at reduced granularity and resolution. The decision is based on objects representing

muons, electrons/photons, EmissT , jets, or energy sums, that are propagated through

the system. The design of the DAQ system and detector front-end electronics allow a

maximum L1-trigger rate of 100 kHz, based on the average transfer time of the full event

to the read-out system. Taking into account the design bunch crossing rate of 40 MHz

and this upper limit on the L1-trigger rate, the system has to ensure a suppression

factor of roughly 400, while ensuring a high efficiency close to 100% for interesting

physics events.

If an L1-trigger is received, the front-end or front-end drivers may execute additional

logic, such as further signal processing, zero-suppression and other data-compression,

and places the data in memory for access by the DAQ system. The event builder collects

all event fragments from about 700 front-end drivers and forwards them to one of the

processors in the computer farm that runs the HLT software. The HLT is designed to

discard events as early as possible to allow an efficient reduction of the rate from 100 kHz
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to about 100 Hz. Therefore, events are reconstructed as needed: First only calorimeter

and muon information is used, followed by tracker information and finally the full event

information. Based on the final HLT decision events are then written to disk.

2.3.7 CMS Detector Upgrades during Long Shut-down 1

Hadron Calorimeter Upgrade

Most components of the hadron calorimeter, the HB, the HE and the HO are read out

by HPDs, as mentioned in section 2.3.4. During operation in run-1 it was observed that

these photo-detectors were not performing as well as expected. The signal-to-noise ratio

turned out to be not good enough to allow muon identification in the HO and also lepton

isolation both in HB and HE suffered. Since the initial design, Silicon Photo Multipliers

(SiPMs) became available which consist of pixel arrays of Avalanche Photodiodes which

are operated in Geiger mode. The new technology has a gain that is a factor of 50-

500 better than observed in the HPDs. The signal-to-noise ratio can be improved by a

factor of eight. Installing this new technology necessitates also changes in the read-out

electronics [28]. The SiPMs were installed during LS-1 and the new read-out electronics

based on the Micro Telecommunication Computing Architecture (µTCA) [29] standard

was deployed for HF.

Completion of the Muon Detector Installation

Both CSC and RPC detectors, as described in section 2.3.5, were not fully installed

before the start of LHC operations. The time during LS-1 was used to complete the

installation. Specifically, the additional CSC ring ME4/2 and the corresponding fourth

RPC station were added. The extension of the RPC coverage to the full design value

of |η| < 2.1 is foreseen for the next long shut-down of the LHC [28, 30]. Comparing

figs. 2.9 and 2.12 shows which chambers were installed during LS-1.

2.4 CMS Software

The CMS software (CMSSW) provides the basic framework that is used for many applica-

tions and spans different domains: It is used during data-taking in the High Level Trigger

and data-quality monitoring, calibrations and alignment of the detector is performed

and then events are reconstructed. Additionally, the framework allows the necessary

interfaces to produce simulated events, including both event generation itself and the

subsequent simulation of the CMS detector.

In CMSSW modules, written in C++, are defined and may be chained to process events.

These modules are steered through Python-based configuration files. Each event is

passed through the chain of modules. There is no communication between modules,

allowing to test them separately and to chain them in any order. The only way to pass

information from one module to the next is to add data products to the event content.
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Figure 2.12 An r-z cross section of one quarter of the muon system with the z-axis
pointing left to right and r increasing bottom to top, the interaction point is at the
bottom left. The shown detectors correspond to the situation during run-2 of the LHC.
Shown are the drift tube (DT) chambers in the four barrel stations (MB1-4) in orange,
the cathode strip chambers (CSCs) in the four end-cap disks (ME1-4) in green and the
complementing Resistive Plate Chambers (RPCs), installed both in barrel and end-cap,
indicated in blue [31].

Specific modules exist for filtering, analysing or extending the event content. For storing

data, CMSSW uses the I/O system provided by the data analysis framework ROOT [32].

The CMS detector simulation is based on GEANT4 [33] and includes a simulation of the

full detector structure and material [34]. The software allows a combination of measured

data in the simulation. For example measured noise can be introduced to improve the

compatibility of the simulation with data events.



3 Overview of the L1-Trigger and its

Upgrade

This chapter gives a more detailed description of the L1-trigger and its upgrade. The

motivation of the upgrade and the trigger itself will be followed by a short overview

of the hardware components that are used in the upgrade. Then, the individual parts

of the trigger and their upgrades will be discussed in three sections: The calorimeter,

the muon trigger, and the global trigger. The information is largely taken from [35–38]

updated with information from private communication and working meetings between

the participants [39].

3.1 Motivation

The design of the detector front-end electronics and DAQ system limit the maximum

rate of accepted events by the L1-trigger. The design specifications of the LHC with a

instantaneous luminosity of 1034 cm−2s−1 result in roughly a total interaction rate of

106 kHz, cf. fig. 2.1. This takes into account that several interactions might occur within

one single bunch crossing (pile-up). Reducing this number to the maximum accept rate

of 100 kHz while keeping the data that contain interesting physics events at a high

efficiency is the task of the L1-trigger.

In section 2.1.2 the cross section dependence on the collider energy was discussed. Taking

this into account as well as the instantaneous luminosity expected for run-2, as discussed

in section 2.2.4, the number of events will increase by a factor of six compared to run-1

[36]. These figures go beyond the design specifications of the original L1-trigger system.

Coping with this new environment without the loss of interesting physics events, the

algorithms and, therefore, electronics of the existing L1-trigger have to be replaced.

The L1-trigger upgrade is deployed in 2 stages: Already for the LHC start-up in 2015, the

stage-1 upgrade was installed. It includes parts of the fully upgraded calorimeter trigger.

During 2015 the installation of the remaining components of the upgrade followed and

commissioning has begun during the summer until the end of 2015. In the following,

the trigger used during run-1 will be referred to as the legacy trigger.

21
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3.2 Common Upgrade Electronics

The first level of the CMS trigger is hardware based and different technologies are

in use. The logical components of the trigger operate in a pipelined mode that is

synchronised with the LHC clock. A special property of the CMS L1-trigger, compared

to for example the ATLAS L1-trigger, is that information is propagated up to the final

trigger component in the form of Trigger Primitives representing physics objects, such

as muons, electrons, jets or energy sums. These Trigger Primitives are encoded in bit

words1 where the properties of the object such as η, φ, pT are digitised and occupy

different bit-fields.

In the legacy system, the data are sent between the different modules mostly through

galvanic parallel links. The upgraded trigger on the other hand utilises serial optical

links. These links have the advantage to allow higher link speeds and higher cabling

density because of their relatively small size. The disadvantage is that the data has to

be first de-serialised for the algorithms that still operate on Trigger Primitives. Then

after processing they have to be serialised again to be sent to the next stage. This

takes time that would otherwise be available for the processing itself. Most upgraded

components in the trigger chain operate the links with the same protocol that allows

transmission at 10 Gb/s which is realised through sending 32 bit words with a clock

speed of 240 MHz, i.e. 6 × 32 bit words per bunch crossing. Additionally, control

words including a cyclic redundancy check (CRC) sum that ensure the health of the link

are sent during the orbit gap, when no collisions occur. The components that receive

data from on-detector electronics operate the input links with a 3 Gb/s protocol that is

compatible with the legacy electronics.

Core components of the trigger chain are the processing boards that, for example, de-

termine the pT of muons or take the final trigger decision. Both in the legacy and

upgraded trigger, FPGAs are utilised that can be programmed flexibly with so-called

Gateware. The Gateware, typically written in a Hardware Description Language (HDL),

configures the logic blocks and the interconnects to perform a given logical function.

For the upgraded trigger, three different processing boards were designed, the Master

Processor 7 (MP7), the Muon Track Finder 7 (MTF7), and the Calorimeter Trigger Pro-

cessor 7 (CTP7) [40, 41]. In all these cards, latest generation Xilinx Virtex-7 FPGAs

are used. In addition to the main processing card, the MTF7 has a mezzanine card that

holds a large Random Access Memory (RAM) which can be accessed from the FPGA

and holds large LUTs needed in some algorithms. Both MTF7 and CTP7 have an ad-

ditional smaller FPGA that is used for infrastructure like loading new Gateware images

on the processing FPGA.

The trigger relies on the same crate and form-factor specification, µTCA, as the HF

upgrade. The technology is ideal for a triggering system as it is optimised for high

availability through redundant power supplies, cooling, and crate-management. The

back plane of the µTCA crate is utilised for the readout of the trigger. One of the

redundant crate-management components, Micro-TCA Control Hub (MCH), is replaced

with a custom hardware component that provides an optical link for connection to the

1The digitisation needed for this encoding leads to a loss of information. The precision of a given
quantity has an influence on the resolution of the encoded properties.
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Table 3.1 Sizes and positions of trigger towers in η and φ. The towers are symmetric
for negative η. For trigger towers 21-28 the corresponding HCAL towers are artificially
split in two in φ to regain the same granularity.

iη 1-20 21 22 23 24 25 26 27 28

ηmax 0.087 · iη 1.83 1.93 2.043 2.172 2.322 2.5 2.65 3.0
∆η 0.087 0.09 0.1 0.113 0.129 0.15 0.178 0.15 0.35
∆φ 0.087 0.174

2
0.174

2
0.174

2
0.174

2
0.174

2
0.174

2
0.174

2
0.174

2

DAQ with a bandwidth of 5 Gb/s or 10 Gb/s. This component, the Advanced Mezzanine

Card-13 (AMC-13), is designed and produced specifically for these first CMS upgrades.

It also distributes the clock, synchronisation and control signals it receives from the

Trigger Control and Distribution System (TCDS) to all boards within the crate. Apart

from timing, the AMC-13 in concert with the TCDS enforces the trigger throttling rules

which ensure that the maximum read-out rate is not surpassed.

3.3 The Calorimeter Trigger

For the CMS calorimeter trigger the HCAL and ECAL is segmented in a total of 2448,

1584 and 144 trigger towers in the barrel, end-cap and forward calorimeters, respectively.

The trigger towers follow the geometry of the physical HCAL towers in the central region

of the detector, up to |η| < 1.83. Here, the segmentation is constant with ∆η ×∆φ =

0.087 × 0.087. In order to retain the same size and number of trigger towers in φ, the

HCAL tower energy for |η| > 1.83 is split evenly between two trigger towers, as indicated

in table 3.1. The η segmentation also starts to increase and sizes vary between ∆η = 0.09

and 0.35 for the end-cap. Fig. 3.1 shows a quadrant of the CMS detector where the sizes

of the trigger towers are indicated with dashed lines. The towers are associated with

indices enumerating their positions in φ and η which are used in later stages of the

trigger as the representation of angular information. In the forward calorimeters a fine

segmentation is not needed, as this information is not used in electron / photon triggers

and the tower size increases further to ∆η ×∆φ = 0.5× 0.5.

3.3.1 Legacy Calorimeter Trigger

The data flow of the legacy calorimeter trigger is displayed in fig. 3.2(a). The first module

of the chain, the Regional Calorimeter Trigger (RCT) receives information from the

trigger primitive generator that digitises the ECAL, HCAL, and HF energy information

and assigns these energies to a given bunch-crossing. The energy information used

throughout the trigger is the sum of ECAL and HCAL transverse energy segmented in

towers. These are transmitted to the RCT in an 8-bit non-linear scale. Specifically, that

means that energy is transmitted in an 8-bit word per tower where the 28 possible values

are each associated with floating point transverse energies.

The RCT jet and energy sum algorithms operate on RCT-regions, sums of 4-by-4 trigger

towers. The RCT is split into 18 processor crates that receive and handle data from

the end-cap and barrel as well as forward calorimeters. Each crate holds 7 receiver,
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CMS Trigger TDR 3   Calorimeter Trigger Introduction

37

3.3.1 Geometry and Definitions

Trigger Tower

The trigger tower (η,φ) dimension results from a compromise between the background
rate of the electron/photon trigger, which increases with the cell size, and the number of trigger
channels, which must be as small as possible for cost reasons. In total the CMS calorimeter trigger
has 4176 towers, corresponding to 2448, 1584 and 144 towers respectively in the barrel, end-cap
and forward calorimeters (Fig. 3.4). 

Each ECAL half-barrel is divided in 17 towers in η and 72 towers in φ, so that the
calorimeter trigger tower in the barrel has dimensions ∆η.∆φ=0.087x0.087. In the barrel the trigger
tower is formed by 5x5 crystals.

The ECAL trigger towers in the barrel are divided in strips. Each trigger cell has 5 η−
strips (one crystal along η and five crystals along φ). The strip information allows for a finer
analysis of the lateral energy spread of electromagnetic showers. The strips are arranged along the
bending plane in order to collect in one or two adjacent strips almost all the energy of electrons
with bremsstrahlung and converted photons (Fig. 3.5). 

In the ECAL endcap where the crystals are arranged in a x-y geometry, the trigger
towers do not follow exact (η,φ) boundaries (Fig. 3.6). The trigger tower average (η,φ) boundaries
are ∆ηx∆φ=0.087x0.087 up to η≈2. The η dimension of trigger towers grows with η as indicated
in Fig. 3.4 and Table 3.1. The number of crystals per trigger tower varies between 25 at η≈1.5 and
10 at η≈2.8.   

Fig. 3.4: Layout of the calorimeter trigger towers in the r-z projection.
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Figure 3.1 An r-z projection of one quadrant of CMS, showing the tracker, barrel
ECAL (EB), end-cap ECAL (EE), barrel HCAL (HB), and the end-cap HCAL (HE).
The green dashed lines and blue numbers indicate the trigger towers [35].

7 electron identifier and 1 jet / summary card. The RCT algorithms running in the

receiver and electron identifier cards calculate the energy sums for the RCT-regions

and identify electron candidates. The jet / summary card performs jet-finding and τ

reconstruction algorithms. It also calculates larger granularity energy sums using the

pre-summed regional energies. The HF energy is handled separately and only the energy

look-up is performed within the RCT.

The Global Calorimeter Trigger (GCT) receives the 4 highest isolated and non-isolated

electrons from each regional crate and the 9x4 highest central jets, forward jets and

τ -candidates each from the clustering processor. The candidates are sorted according

to their energies and location. Furthermore, the energies are summed to calculate the

Emiss
T and total energy sums. The four highest candidates for each collection are then

sent to the Global Trigger (GT).

3.3.2 Upgraded Calorimeter Trigger

The data-flow of the fully upgraded calorimeter trigger is illustrated in fig. 3.2(b). The

ASICs used in the RCT and the Virtex-II FPGAs of the GCT are replaced by 36 CTP7

cards forming the layer-1 and 10 MP7 cards forming the layer-2. To facilitate the

transmission via optical fibres, new hardware components, the optical Serial Link Boards

(oSLBs), replace the legacy SLBs of the ECAL. While the upgrade of the HF replaced

the back-end electronics with µTCA optical boards, for end-cap and barrel of the HCAL

the legacy optical connections can be re-used.

For the upgrade, the operating scheme of the calorimeter trigger is revised: Instead of

the traditional processing, the trigger operates in a so-called time multiplexed mode.

The data are not, as previously, processed locally and then combined to global objects,

instead all data for one bunch-crossing are accumulated in one single FPGA. To ac-

complish this, the data are pre-processed by the 36 layer-1 processors: each receives
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Figure 3.2 Illustration of the calorimeter trigger data flow: In the legacy trigger (a)
energies from the calorimeters (HCAL, ECAL and HF) are pre-processed by the Re-
gional Calorimeter Trigger (RCT), sorted in the Global Calorimeter Trigger (GCT) and
sent to the Global Trigger. In the upgraded trigger (b) new processing boards operate
in two layers, with pre-processing being done in the first layer and trigger primitive
reconstruction in the second, the additional de-multiplexer unit (DeMux) prepares the
data for the upgraded Micro-Global Trigger.

tower information for all towers in positive or negative η and a 4 tower wide strip in φ.

Then all data from these 36 cards, associated with bunch crossing N , are transmitted

to one single layer-2 processor. Given the bandwidth, this transmission has to occur

over several consecutive bunch crossings. Therefore, the data for bunch-crossing N + 1

are transmitted to the next layer-2 processor. This architecture allows the accumulation

of full-granularity data in one single FPGA for jet-finding, electron identification and

isolation as well as τ reconstruction and the calculation of energy sums. The reconstruc-

tion algorithms are then adapted to be performed on the consecutively arriving strips

of calorimeter data and are sorted on the fly during the reconstruction to avoid a big

sort-block at the end of the algorithm.

The calorimeter trigger objects are finally sent to the µGT. However, the time multi-

plexed operating mode requires another processing step done in the de-multiplexer card

(DeMux), where the objects associated with a given bunch crossing are be collected and

then forwarded to the µGT.

For the data taking period in 2015, already some of the layer-2 electronics have been

installed. Data from the RCT are received and the additional logical resources are

exploited to implement more sophisticated τ and electron isolation algorithms. Also,

the pile-up mitigation algorithms were improved.
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Figure 3.3 Legacy and upgraded muon trigger chain: In the legacy, Cathode Strip
Chamber (CSC), Drift Tube (DT) and Resistive Plate Chamber (RPC) information is
available, while in the upgrade also Outer Hadron calorimeter (HO) hit information
can be processed. The hit information of the Cathode Strip Chambers is pre-processed
in the Muon Port Card (MPC). In the legacy the muon candidates are reconstructed
in components dedicated to each detector, the Cathode Strip Chamber Track-Finder
(CSCTF), Drift Tube Track-Finder (DTTF) (and Sector Collector (SC)) and PAttern
Comparator Trigger (PACT) (and Link Boards (LB)). The candidates are first sorted
locally (per sub-detector) and then merged and globally sorted in the Global Muon
Trigger (GMT). In the upgrade the candidates are reconstructed track-finders that are
defined by η acceptances of the barrel (Barrel Muon Track-Finder (BMTF)), end-cap (
End-cap Muon Track-Finder (EMTF)) and the overlap of the two (Overlap Muon Track-
Finder (OMTF)). Information of Outer Hadron calorimeter, Drift Tube and barrel
Resistive Plate Chamber is combined in the TwinMux and provided to the BMTF. The
Concentrator Pre-Processor Fan-out receives end-cap Resistive Plate Chamber data
and sends it both to EMTF and OMTF.

3.4 The Muon Trigger

All three muon systems DT, CSC, and RPC participate in the muon trigger of CMS.

While the spatial precision of CSC and DT allow good momentum and angular meas-

urements, the timing precision of RPCs can be utilised to assign the muon candidates

to the correct bunch-crossing.

3.4.1 Legacy Muon Trigger

The redundancy of the muon detectors is exploited to ensure the availability of a muon

trigger even if one of the detectors should be malfunctioning. The data-flow is represen-

ted by the flow chart in fig. 3.3(a). Dedicated systems are deployed that use the inform-

ation from the DT, CSC, and RPC: The Drift Tube Track-Finder (DTTF), the Cathode
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Strip Chamber Track-Finder (CSCTF) and the PAttern Comparator Trigger (PACT),

respectively. The local information from the 3 systems is collected in the GMT, where

the best 4 candidates are chosen and sent to the GT.

DT Track-Finder – The DT hits are processed locally in on-detector electronics

to provide track segments that indicate the position in φ, the bending angle φb and a

quality code (the number of layers used) to the track finder. The DT track segments are

received from the Sector Collector (SC) which synchronises the data for all 4 chambers

of a sector, where one sector is a 30° wedge of one wheel with the exception of the central

wheel which is split into negative and positive η. The data are then sent to the DTTF

processors, one processor per sector, where, depending on the track segment origin, an

extrapolation is performed either inward (from MB4 to MB3) or outward (from MB1

and MB2 to any possible outer chamber). The extrapolation is based on programmable

windows in φ and the bending angle determined in the on-detector electronics. Each

processor receives the segments for its associated sector and the two neighbouring sectors

in φ, as well as three in η. Additionally, the DTTF processors for wheels ±2 receive track

segments from the CSCTF to ensure full coverage. The pT is then assigned based on the

∆φ of the innermost track segments that were combined. A quality code is calculated

based on the number of track segments that could be matched and the angular position

is computed at MB2. The position in η is assigned in a dedicated η-track finder logic

that is based on pre-defined patterns. For each wedge, a synonym for the 30° φ sectors,

a dedicated sorter module receives 2 candidates from each of the 6 associated processors.

The best two are selected based on the assigned quality code and pT and sent to the DT

sorter, resulting in 24 candidates. Again the 4 candidates with highest pT and quality

code are selected and forwarded to the GMT.

CSC Track-Finder – The CSC information is pre-processed in on-detector electron-

ics that reconstruct track segments for anode and cathode hits, separately. The track

segments provide a radial and azimuthal position, an approximate bending angle, as well

as timing information and an η coordinate. The Muon Port Card (MPC) receives up

to two track segments from nine chambers. The best three are transmitted via optical

fibres to the CSCTF. An extrapolation is performed on pairs of track segments checking

whether the pair is compatible with a muon originating from the beam spot. Any com-

bination is tested with the exception of a direct extrapolation from ME1 to ME4. The

extrapolation is performed separately for φ and η. In a final step pT , η, φ, charge sign

and quality are assigned. The pT is similarly assigned like in the DTTF, using the ∆φ

between the track segments. Unlike the DTTF, the CSCTF is segmented into 60° sectors

in φ, resulting in a total of 12 processors for positive and negative end-caps. The CSC

sorter receives up to two muons from each processor and sends the best 4 candidates to

the GMT.

Pattern Comparator – In contrast to the DTTF and CSCTF, the PACT uses the

hit information from the RPC directly without pre-processing. The hits are synchron-

ised in the Link Boards (LB) and forwarded to the PACT. In a first step, hits are
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clustered and the median position of each cluster is used in subsequent steps. A pat-

tern recognition algorithm based on pre-programmed hit patterns that are compatible

with muons originating from the vertex is used to identify muon candidates. The hit

information from the RPC is compared with these and charge, pT , η and φ are assigned

accordingly. In addition, a requirement of a minimum number of participating hits in a

given pattern is imposed. The number of hits is also encoded in a quality code. Each of

the 84 processing boards can send up to 4 candidates to the RPC sorter. The four best

candidates for barrel and end-cap are selected independently and sent to the GMT.

Global Muon Trigger – The final component of the muon trigger, the GMT, merges,

sorts, and cancels the received candidates to forward the best four to the GT. The GMT

merges the RPC muons from the barrel with the DTTF candidates and the RPC muons

from the end-cap with the CSCTF candidates. The pT assignment can be configured

based on the η position and the quality or pT of the muons. Generally, in 2012 the

minimum pT was assigned to candidates to reduce the rate as much as possible. Fur-

thermore, the GMT cancels muons that are found both in the barrel and in the end-cap.

This cancellation is based on the reported φ and η coordinates. Finally, the best four

muons are selected based on a rank that is a function of pT and quality code. The

GMT is configured to demote unmatched muons of certain qualities that are within a

given η region. An isolation algorithm was also implemented. Per RCT-region a MIP

bit and isolation bit could be received: The first would indicate whether the deposited

energy would be in agreement with a minimal ionising particle and the latter whether

the energy in the region was above a configurable threshold. However, the connections

between calorimeter trigger and GMT were never commissioned and the algorithm,

therefore, not used as the performance at this granularity of calorimeter information did

not show promising results.

3.4.2 Upgraded Muon Trigger

The overall approach to the muon trigger was revised for the upgrade, cf. fig. 3.3(b).

Instead of having the redundancy of the muon detectors mirrored in the trigger chain,

the new approach combines the information as early as possible to exploit the advantages

of all three systems to a maximum degree. Also, the upgrade of the HO in LS-1 allows

to use this additional muon detector in the trigger. Instead of per-detector triggers, the

upgrade approaches the muon identification by deploying dedicated trigger components

for the regions that are naturally defined by the detector acceptances. One track-finder

will be working in the barrel, |η| ≤ 0.83, the Barrel Muon Track-Finder (BMTF) taking

HO, DT and RPC information into account. Another will have specialised algorithms

for the difficult transition region between barrel and end-cap, 0.83 < |η| < 1.24, the

Overlap Muon Track-Finder (OMTF) that takes DT, RPC and CSC information and

utilises a pattern recognition algorithm. In the end-caps, |η| ≥ 1.24, the End-cap Muon

Track-Finder (EMTF) will use both RPC and CSC information to identify and measure

muons. Again, there will be one component that concentrates all the muon information

and selects the best candidates, the Micro-Global Muon Trigger (µGMT).
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Furthermore, the higher available bandwidth allows to transmit the muon properties

with a higher precision. For example, the available bandwidth for pT , η, and φ has

almost doubled. Overall, the muon object size of previously 32 bits has increased to

64 bits.

Barrel Muon Track-Finder – The BMTF uses hit information from the HO, the

DT and the barrel RPC to reconstruct muon tracks: The hit information is combined in

the Twin Multiplexer (TwinMux) where similar track segments as previously in the on-

detector electronics are generated and sent to the next stages of the trigger at 10 Gb/s.

While HO and RPC measurements cannot provide a bending angle φb they are used as

extrapolation targets for the track-finding.

The track-finding algorithm itself will be similar to the one used in the legacy DTTF:

An extrapolation window in φ is used to associate track-segments from the different

detectors and chambers. The pT is assigned based on the azimuthal angle difference of

the associated hits and potentially the φb of the innermost DT chamber.

The BMTF consists of 12 MP7 processing boards, each processing the information from

one wedge. In the upgraded scheme, the wedge sorter is absorbed in the BMTF logic

and up to 36 muon candidates are sent to the µGMT via optical fibre.

Overlap Muon Track-Finder – The OMTF uses hit information from all three

muon systems: DTs, RPCs, and CSCs. The CSC information is sent via mezzanine cards

installed on the legacy MPCs, which allow transmission at 3.2 Gb/s. The DT and RPC

barrel information is received through the TwinMux. The RPC end-cap information

is concentrated and distributed with the Concentrator Pre-Processor Fan-out (CPPF).

This new processor may also be used to do clustering of the RPC hit information as

well as concentrating the information and forward it with 10 Gb/s. Alternatively, the

end-cap RPC can also be received directly from the legacy link boards at the lower

transmission speed of 3.2 Gb/s.

The track finding algorithm uses all information available in a pattern recognition al-

gorithm. Pre defined patterns, representing muons with different pT are generated and

compared with the detector information. The positions of track segments and hits that

can be matched to a pattern are then compared: The probability that a ∆φ between

hits or track segments is compatible with the pattern is used to define a matching qual-

ity. The best matches are then selected based on this quality. This means that muon

candidates are selected that have the most hits and where the hits are most compatible

with the pattern. As the patterns are defined for different pT bins, this already yields a

pT assignment.

After the compatible patterns are found, those that have hits or track segments in

common are cancelled. In case of these duplicates, only the one with the higher quality

is kept.

The OMTF consists of 12 processing boards, 6 for each side of the detector, where the

information is split into 60° φ sectors. Each processor sends up to 3 muon candidates to

the µGMT.
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End-cap Muon Track-Finder – The EMTF receives hit information from the CSCs

and RPCs. Exactly like in the OMTF, the RPC information is received from the CPPF

or directly from the RPC link boards and the CSC information from the mezzanine

cards on the legacy MPCs. In contrast to the legacy track finding, all 18 CSC track

stubs are analysed in parallel. A pattern recognition algorithm is used to reconstruct

track candidates.

The pattern recognition works in zones, an artificial φ-η-segmentation of the end-cap

that is introduced as an ordering mechanism for the reconstructed tracks: Each 60° sector

is divided into 4 such zones that cover approximately equal angles in θ and φ [39]. The

hits within one zone are compared with pre-defined patterns to create track candidates.

Each pattern can be assigned a quality code based on the number of hits and the type

of pattern used. In case a given hit gives rise to several track candidates, these ghosts

are cancelled based on the quality: For each station-2 φ hit position, the highest quality

pattern containing that position is chosen. Additionally, the pattern is compared to the

neighbouring patterns.

The found tracks are associated with all hits in the window of the pattern and all ∆φ

and ∆η between the hits are calculated. These are used for pT assignment which is

based on a multivariate method: Using simulated events containing muon candidates, a

Boosted Decision Tree with the same input variables as are available on the processing

board is trained to derive the known pT of these muons. The result of this regression

is saved in a LUT which is loaded into the large memory of the MTF7-mezzanine and

used in the processing card to assign a pT .

Finally, all tracks in a sector are compared to each other and in case of shared hits, the

one with highest quality is chosen. From the remaining candidates the 3 highest quality

tracks are sent to the µGMT. The µGMT, therefore, again receives 36 candidates in

total.

Micro-Global Muon Trigger – The µGMT receives a total of 108 muons from the

track-finders. In contrast to the legacy system, the muon sub-detector data are already

combined at this stage. The µGMT sorts the received candidates, removes duplicates

and the 8 best muon candidates are forwarded to the next trigger stage. Additionally,

the µGMT receives calorimeter information from the calorimeter trigger to calculate an

absolute and relative muon isolation. Details of the µGMT algorithm will be discussed

later.

3.5 The Global Trigger

The final component of the trigger chain is the GT or in the case of the upgraded

system the µGT. This central processor receives jets, electrons (photons), τ -jets and

energy-sums from the calorimeter trigger and muons from the muon trigger. A distinc-

tion between photons and electrons in the L1-trigger is not possible since the tracker

information is not available. Based on these objects the Global Trigger forms the final

decision whether an event is to be kept.
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3.5.1 Legacy Global Trigger

The legacy GT included the processor that calculated the trigger decision based on the

trigger primitives, the Trigger Control System (TCS) and dedicated receiver cards for

calorimeter trigger data and so-called technical triggers. The TCS forms the final level-

1 accept signal based on the trigger decision and the trigger rules, which, for example,

prohibit a trigger signal in two consecutive bunch-crossings. Also, if the detector is not

ready for a new trigger decision, they are suppressed through the Trigger Throttling

System (TTS). The final accept signal is transmitted to all detector sub-systems via

the Trigger, Timing and Control system (TTC). The sub-systems then move the data

associated with the given bunch-crossing to de-randomising memories where they are

retrieved by the DAQ. The TCS limits the accept rate to avoid overflows in the readout

chain.

The GT processor receives 4 candidates each of the following classes: muons, isolated

electrons (photons), non-isolated electrons (photons), central jets, forward jets and isol-

ated τ -jets. As mentioned previously, these objects are already sorted based on their

quality and transverse energy or momentum. Additionally, the GT receives direction

and amount of missing transverse energy, the total transverse energy and eight numbers

of jets passing programmable ET thresholds. As the GT receives the trigger objects,

and therefore also position of the trigger objects information, the decision may be based

on the event topology such as angular distances between various objects.

Up to 128 different trigger algorithms can be calculated in the GT which may require

combinations of objects, a given event topology or simply objects with energy or mo-

mentum higher than a given threshold. The GT trigger decision is based on a logical or

of these 128 algorithms and the technical triggers (at least one of the requirements has

to be fulfilled).

3.5.2 Upgraded Global Trigger

The µGT receives similar objects as the legacy system but with increased bandwidth,

higher precision and, thus, larger objects can be sent. Additionally, the number of

objects per class has been increased to eight with changes in the object definitions as

described previously.

The µGT is implemented in at least one MP7. The number may increase if more al-

gorithms should be needed to ensure efficient data taking. Per processor, 512 algorithms

are foreseen. The logic is similar to the old but several changes to the infrastructure

were implemented to make changing trigger algorithms easier. Additionally, the topo-

logical conditions that are available were extended, for example an invariant mass can

now be calculated. Increasing the number of objects by a factor of two also enables more

combinatorial requirements in the µGT, for example low pT muons may be used to tag

jets as potentially originating from B mesons.

The TCS is split off the Global Trigger in the upgrade and forms the independent

Trigger Control and Distribution System (TCDS). Therefore, in contrast to the legacy,

the µGT does not calculate the final accept decision. Instead it only calculates the logical
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or of the different algorithms. The TCDS ensures the detector front-end readiness and

suppresses triggers if needed. It also enforces the aforementioned trigger rules. Finally,

the limitation of the accept rate to avoid overflows is ensured. The final accept, is

then only issued by he TCDS if these conditions are fulfilled and the µGT formed a

positive trigger decision. Apart from these triggers based on the µGT decision, the

TCDS triggers calibration sequences of the calorimeters and is able to issue random

triggers. The TCDS is already in use since the start-up of the LHC after LS-1 in the

beginning of 2015.



4 Trigger Algorithm Performance

Studies

This chapter gives an overview of studies evaluating the performance of the upgraded

muon trigger, mainly the µGMT. First, Monte Carlo simulation samples that were

used to derive the results shown are introduced and the method to derive efficiency and

rate estimations from these is explained. This is followed by an analysis of the track-

finder performance which is the input for any µGMT algorithm. Then, methods are

explored that could be applied to enhance this standalone performance in the µGMT

algorithm: Demoting muon candidates in specific η-regions that have a low quality

and the introduction of an isolation algorithm. For the latter, several approaches are

presented and their performance is evaluated by deriving a rate and efficiency estimation

at various working points.

4.1 Monte Carlo Simulated Event Samples

Two simulated samples are used for the results shown in the following. To derive the

level-1 trigger efficiency muons from a Z/γ∗ → µµ simulation sample with
√
s = 13 TeV

are considered. The events are generated with MadGraph [42] and passed to Py-

thia [43] for showering and hadronisation. A total of 30000 events were produced cent-

rally and are used. For estimation of the rate at which muon candidates are triggered

with a given algorithm, samples of simulated minimum bias events are used. Here,

13 million deep inelastic collision events at
√
s = 13 TeV without specific requirements

on the hard scattering process are generated with Pythia. Both minimum bias and

Z/γ∗ → µµ simulation samples are generated with an average pile-up of 20. Addi-

tionally, the influence of increased pile-up on potential isolation algorithms was checked

with a smaller minimum bias sample of 3 million simulated events and 30000 Z/γ∗ → µµ

events produced with an average pile-up of 40.

4.2 Event Selection

4.2.1 Efficiency Event Sample

A generator level selection is performed where exactly two muons are required. Fur-

thermore, these two muons are required to have a minimum distance of ∆R > 0.2 to

33
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Figure 4.1 Distributions of pT (left) and η (right) of generated (red) and level-1 muons
(black) for the minimum bias (dashed) and Z → µµ (solid).

avoid double counting due to the level-1 muon-to-generator matching algorithm that is

applied.

At level-1, different selection parameters are applied that are detailed in the relevant text

sections below. Usually, at least a pT threshold is used, i.e. muon candidates are required

to have a minimum pmin
T . In that case, only generated muons that have a minimum

pT > pmin
T + 8 GeV are considered to determine the plateau efficiency independently of

the turn-on effect due to the finite pT resolution of the level-1 measurement. The latter

is considered separately in the corresponding efficiency distribution as a function of the

generated muon pT , where no such requirement is applied.

4.2.2 Rate Sample

For determination of the total rate of the level-1 muon trigger system, the generated

event is required to have an L1 muon of any pT in either the legacy or upgrade system.

This minimal requirement allows to compare the two systems. No requirement is placed

on generated muons.

Fig. 4.1 shows the pT and η distributions of generated muons and the level-1 muons

prior to any selection for both minimum bias and Z/γ∗ → µµ sample. One can see that

the pT assignment of the level-1 trigger tends to overestimate the muon pT . For the

barrel region, the η assignment is coarse, while for end-cap and overlap it follows the

generated distribution. The rate sample is dominated by very low pT muons.

4.3 Rate and efficiency estimation

Rate – The figure of interest for rate estimation is the number of events per second.

This can be calculated by assuming an instantaneous luminosity L. The total inelastic
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cross section at 13 TeV is assumed to be σinel = 100 mb [8]. Given these numbers, the

number of events per second is calculated with their product. With the total number of

generated minimum bias events N , a sample weight can be calculated as

w =
L
L

=
Lσinel

N
. (4.1)

An instantaneous luminosity of L = 1.5 × 1034 Hz/cm2 is assumed for all distributions

shown in this section, cf. table 2.3.

Efficiency – For any generator level muon from the Z boson decay, a match is searched

for among the level-1 trigger muon candidates. To determine whether a muon was found

by the trigger, the following criterion is applied

∆R =
√

∆φ2 + ∆η2 =
√

(φµ − φµL1)2 + (ηµ − ηµL1)2 < 0.5, (4.2)

where ηµ is the pseudorapidity of the generator muon and ηµL1 is the assigned value in

the level-1 system, correspondingly for φ. The efficiency then can be calculated from

the number of muons that have a match Nmatch among the level-1 candidates and all

generator muons Ntot:

ε =
Nmatch

Ntot
. (4.3)

Furthermore, it can be instructional to determine the loss of efficiency given an additional

selection criterion introduced in the level-1 trigger system. In that case the relative

efficiency is calculated as the ratio of the efficiency with and without the criterion applied:

εrel =
εnew

ε
=
Nnew

match/Ntot

Nmatch/Ntot
=
Nnew

match

Nmatch
. (4.4)

4.4 Track-Finder performance

Before evaluating the performance of any new µGMT algorithm, the quality of its inputs

needs to be evaluated. In contrast to the legacy GMT, the parameter assignments of the

track-finders is used as is and the quality of this assignment has even more importance

for the final performance of the muon trigger.

4.4.1 Status of the track-finding emulation

At the time of writing, the emulation of the upgraded track-finder algorithms is still

under development. One important issue is that with the exception of the OMTF, RPC

hits are not yet used in the track reconstruction. In its final form, the BMTF will use

RPC hit clusters in the same way it is using DT track-segments. The hit information

from both muon detectors is combined in the TwinMux. However, no emulation of the

TwinMUX is available and, therefore, it is not clear how exactly the combination will be

done in the final version of the algorithm. The initial idea is, as outlined in section 3.4.2,

to use the hit clusters only as targets in the track-finding algorithm because no bending
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angle can be assigned. The EMTF follows a similar approach, where a station-1 CSC

hit is required and in the pattern assignment RPC hits are only used for other stations,

cf. 3.4.2.

All emulators used for obtaining the results shown in the following agree with the firm-

ware available at the time of writing to either a relatively high percentage of events (90%

of the events have the same results for the BMTF emulator / firmware) or at the bit-

by-bit level (for OMTF and EMTF). The latter means that, given the same input data,

the exact same output data is produced to the available integer precision by hardware

and emulator.

4.4.2 Categorisation of Track-Finder Muons

Two different categorisation approaches are used in the following sections. The muons

can be distinguished by the track-finder, which means that in comparisons with gener-

ated muons these are restricted to the nominal acceptances of each track-finder. This

also applies for efficiency calculation where the track-finder muon candidates are ana-

lysed. The following acceptances are used:

. Barrel region of the BMTF: |η| ≤ 0.83,

. Overlap for the OMTF: 0.83 < |η| < 1.24,

. End-caps in the EMTF: |η| ≥ 1.24.

The second categorisation used is done based on the quality assigned by the track-finders.

While in the final version the quality will be compatible between the different systems,

in the available version of the emulation two different scales are used. In case of barrel

and overlap track finders, the legacy scale is used that assigns a value between 1 and 7

to each candidate. This value depends on the number of hits used for reconstruction,

which hits were used and, in the case of the overlap, a number assigned to each pattern

that encodes the compatibility with a prompt muon. The EMTF uses a new scale, a 4

bit value, where each bit represents whether a hit from a given station (one to four) was

used in the reconstruction. The disadvantage of this scale is that muons with a higher

quality code do not necessarily have a more reliable pT assignment. E.g. muons that

were reconstructed without the first station (corresponding to the least significant bit)

have generally a less reliable pT assignment.

4.4.3 Performance of the standalone Track-Finders

The standalone performance of the track-finders can be evaluated at the input stage of

the µGMT. Rate and efficiency are calculated in the same way as for the µGMT, but

the generator muons are restricted to the nominal acceptance of the track-finder. For

the following plots, no quality selection is applied and simply all candidates from the

track-finders are considered.
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Figure 4.2 Rate as a function of pT threshold. The dashed line represents the legacy
GMT rate in the corresponding region. Dots show the estimation for the track-finders:
Barrel in (a), overlap in (b) and end-cap in (c).

Rate – as a function of the pT threshold is shown in fig. 4.2. In fig. 4.2(a) it is seen

that the behaviour in the barrel is very similar as in the legacy system. This is to be

expected as the legacy track-finding algorithm is used and RPC information is not yet

incorporated. The rate is slightly higher because in the legacy GMT candidates are

merged and the smaller pT is assigned. Furthermore, duplicate candidates are cancelled.

Fig. 4.2(b) shows the evolution of rate in the overlap region, demonstrating a significant

improvement with respect to the legacy system. The rate can be reduced by up to a

factor of 10, depending on the threshold, and a minimum of a factor of five for very low

thresholds. For reference, the typical threshold for level 1 muons is 16 GeV for both

run 1 and the beginning of run 2, where the rate is reduced to roughly 18% of what was

obtained with the legacy system.

The EMTF also has improved performance with respect to the legacy GMT. However,

only for relatively high pT thresholds greater than 21 GeV. Also here, the rate can be

reduced by up to a factor of 10, but only for very high thresholds.
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Figure 4.3 Estimated rate as a function of η with an applied pT threshold of 16 GeV.
The dashed line represents the legacy GMT rate. The stack shows the rate contributions
from the track-finders. In red the barrel, green the overlap and blue the end-cap track-
finder.

In fig. 4.3 the rate at an applied pT threshold of 16 GeV is shown as a function of η.

Again, the improvements in the overlap region are visible. In the barrel similar perform-

ance is seen across the whole region. In the end-caps, the difference between upgraded

EMTF and legacy GMT becomes less significant at the edge of the RPC acceptance of

|η| < 1.6. The algorithm of the legacy GMT merges candidates that are reported by

two detector sub-systems and, therefore, combines the RPC information with the CSC

information. However, the upgraded EMTF emulation does not yet incorporate the hit

information from the RPCs. Therefore, this reduced performance of the upgraded al-

gorithm is expected and will likely be improved once the algorithm is extended to make

use of RPC information. Beyond this acceptance, however, the rate can be reduced with

the new algorithm.

Efficiency – as a function of several muon parameters is shown in fig. 4.4. The track-

finders are directly compared in these plots and are shown as differently coloured dots:

BMTF in red, OMTF in green, and EMTF in blue. For all of the plots in this figure a

threshold of 16 GeV was applied at the track-finder and legacy GMT level.

The turn-on in the barrel region as shown in 4.4(a) has a similar shape as in the legacy

system, but the plateau efficiency is roughly 5% lower. The overlap region exhibits a

slightly slower turn-on than the legacy system and reaches a plateau of 90%-95%. For

the end-cap, the plateau efficiency is similar to the legacy and around 95%. The turn-on

shape, however, is again less steep with regards to the legacy system.

Looking at the efficiency as a function of η, cf. fig. 4.4(b), one can directly see the

difference in the plateau efficiency is present in the whole barrel region. Again, the

introduction of RPC information in the muon reconstruction will likely help to increase

the efficiency in this region. Especially at the wheel boundaries around |η| ≈ 0.2, the

efficiency deteriorates without RPC hit information. For the OMTF the drop in the

plateau efficiency is due to relatively hard acceptance cuts that are applied at the track-

finder emulator output. Here, the assigned η of the OMTF muon candidates is required
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Figure 4.4 Efficiency of the track-finders as a function of pT (a), η (b), and φ (c). All
plots show the efficiency at a threshold of 16 GeV. The dashed line shows the efficiency
of the legacy system and the coloured dots the upgraded track-finders efficiency. The
BMTF in red, the OMTF in green, and the EMTF in blue.

to be within the nominal acceptance of the track-finder. This leads to a drop in efficiency

already in the last bins within the nominal acceptance of the OMTF. These cuts can be

configured to be looser. Otherwise, the overlap region shows similar or better efficiency

with respect to the legacy system. In the end-cap region, the overall efficiency is similar

to the one observed in the legacy system, with the exception of the highest η bins.

While for OMTF and EMTF the efficiency as a function of φ is flat within the uncertain-

ties, cf. fig. 4.4(c), it deteriorates in the barrel at the wedge boundaries. This repeating

pattern of decreased efficiency is very similar to the DT only reconstruction efficiency

in the DTTF that is observed in the legacy trigger [37]. Therefore, it is expected that

efficiency here can be recovered by including RPC hit information.
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Figure 4.5 The efficiency (a) and rate (b) in the BMTF split into the qualities reported
by the track-finder. The quality scale in the BMTF ranges currently from 1 to 7, while
the µGMT accepts values between 0 and 15.

4.4.4 Rate Suppression with Quality Selection

The possibilities to reduce the muon trigger rate at the µGMT are limited. The µGMT

cannot improve on the pT assignment of the track-finders, but a pre-selection based

on the quality reported by the track-finders can be implemented. Categories of muon

candidate qualities can be found that contribute only little to the efficiency of muon

triggers while they produce large rates. In the hardware, muons from a given track-

finder or within a certain η region could be assigned new (lower) quality codes at the

µGMT (or already at the outputs of the track-finders). E.g. given a quality code assigned

by the track-finder and the η of the muon candidate, a new quality could be assigned

that the µGT then uses to determine whether these candidates can be safely ignored

or only used in certain trigger algorithms. For example muons of relatively low quality

could still be of interest for b-tagging triggers or requirements for di-muon triggers could

be less strict than those for single-muon triggers.

In fig. 4.5, efficiency and rate are shown in the barrel region. The muon candidates are

split by quality and the resulting histograms are stacked. The colour coding is indicated

at the top. The upgraded quality scale ranges from 0 to 15 (a 4 bit scale), but since the

BMTF currently re-uses the legacy algorithm it transmits the same scale as the DTTF

which ranges from 1 to 7. The quality depends on the stations used for reconstruction,

where stations 1 and 2 are most important and otherwise more stations correspond to

a higher quality. E.g. a track reconstructed from all stations has quality 7, a track

reconstructed from station 1 and 2 and any other station is assigned a quality of 6 and

a track from stations 3 and 4 has quality 1, see table 4.1.

Comparing the contribution per quality to the efficiency, fig. 4.5(a), and the rate,
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Table 4.1 Indicated are the required station hits in a track candidate for a given
quality code.

Quality Code 1 2 3 4 5 6 7

Hits required 3-4 2-3 1-2 2-3-4 1-3-4 1-2-3 1-2-3-4
in stations 2-4 1-3 1-2-4

1-4
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Figure 4.6 Efficiency (a) and rate (b) contributions of the different qualities reported
for muon candidates in the OMTF. The quality code is the number of hit layers used
for a given candidate.

fig. 4.5(b), one sees that there is no quality that only contributes to rate while con-

tributing not at all or little to the efficiency. When comparing the two plots it should

be noted that while for the efficiency the generator muon η is used as the x-axis and

for the rate the level-1 η. This can not be avoided due to the definition of the efficiency

where sometimes no level-1 muon is available and of the rate where generator muon

information may not be available.

Fig. 4.6 shows similar distributions for the overlap region. Again, not the full range of

quality codes is currently utilised in the track-finder emulation. In the current imple-

mentation the number of hit layers is used as quality.

All muon candidates of a given quality contribute significantly to the efficiency in the

region where they show contribution to the rate. Therefore, no optimisation based on

quality is possible for the OMTF.

In the end-cap region, the EMTF reports a bit-pattern that indicates the stations used

in the track reconstruction; Each of the four bits represents the presence of a hit of one

station of the CSC. E.g. a quality of 12 has a binary representation of 0b1100 and

therefore indicates that stations 1 and 2 were used in the track reconstruction. As the

algorithm requires at least two hits not all values between 0 and 15 are expected in the
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Figure 4.7 Efficiency (a) and rate (b) contributions split in quality of muon candidates
in the EMTF. The quality code corresponds to the stations that were used in the track
reconstruction.

µGMT. Fig. 4.7 shows the efficiency and rate contribution of each quality code. As

expected from the definition of the quality, a wider range of values is seen but still a

few are never reported as the track-finder algorithm requires at least two hits for a valid

track.

For the EMTF, several muon candidates of certain qualities only contribute little to the

overall efficiency. Muon candidates with qualities below 10 with the exception of 7 and 6

(representing patterns using station 2, 3 and 4 and station 2 and 3, respectively) have

little to no contribution to the efficiency, cf. 4.7(a). In the rate distribution, shown in

fig. 4.7(b), however, they do contribute significantly. Also, muons with quality 6 could

be masked if |η| > 1.2. Another quality that could be masked is code 12, corresponding

to tracks with hits in station 1 and 2 only. Qualities 9 and 10 (station 1-4 and station

1-3 candidates) do also contribute more to rate than to efficiency.

Applying this quality selection results in efficiency and rate distributions as shown in

figs. 4.8 and 4.9, respectively. Here, the efficiency and rate are shown for muon candidates

as available in the µGMT with no η requirements but a pT threshold of 16 GeV applied.

On the left hand side, the distributions without a quality selection are shown to be

compared with the distributions on the right hand side where the selection is applied.

Comparing fig. 4.8(a) with fig. 4.8(b), one sees that the selection results in almost

identical efficiency with the exception of a few points around |η| ≈ 1.7, where the

efficiency is reduced to 80%. However, comparing fig. 4.9(a) with fig. 4.9(b), the resulting

rate reduction is up to a factor of 7 in the high η region and roughly a factor of 2 across

the whole EMTF acceptance.
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Figure 4.8 Efficiency of the µGMT as a function of η. Without quality selection (a)
and selection as described in the text (b) applied. In both cases a threshold of 16 GeV
is applied.
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(a) µGMT default
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(b) µGMT quality selection

Figure 4.9 Rate of the µGMT as a function of η. Without quality selection (a) and
selection as described in the text (b) applied. In both cases a threshold of 16 GeV is
applied.

4.4.5 Comparison with Legacy System

The legacy system used in run-1 presents a good benchmark for the upgrade. The

aim is to have a similar efficiency but reduce the rate as much as possible. Similar to

the previously described quality masking, the legacy GMT had algorithms in place to

demote the quality of track-finder muons based on their quality and η. Therefore, a
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comparison between the upgraded and legacy GMT is done with and without quality

selection applied in both systems.

For the µGMT the quality selection described in the previous section is used. The GMT

uses the configuration as it is used in the beginning of run-2, where CSCTF candidates

are masked if the quality code is 2 or if the quality code is 1 and |η| > 1.3.

The µGMT emulation performs a cancel-out based on a window ∆R < 0.1. If candidates

are found within that distance of one another, the one with lower pT is selected. This

choice effectively reduces the rate at a given threshold while having little effect on the

efficiency. This cancel-out is performed between muons from neighbouring track-finder

sectors and at the track-finder boundaries (e.g. between BMTF and OMTF).

Efficiency – Figs. 4.10 to 4.12 show the trigger efficiency including the µGMT al-

gorithm emulation in relation to the trigger efficiency of the legacy GMT. The left hand

distributions show the efficiency without any quality requirements applied while on the

right hand side the above described quality criteria are applied both in µGMT and

GMT. The GMT efficiency is shown as a dashed line, while the µGMT is represented

by a stack split by the individual track-finder contributions. In the lower part of each

plot the ratio of µGMT efficiency over GMT efficiency is drawn.

Comparing the distributions in fig. 4.10(a) with fig. 4.4(b) the effect of the cancellation

on the overall efficiency can be seen. While the effect of the cancellation within the

track-finders themselves is negligible, a very small effect can be seen at the boundary

of OMTF and EMTF. Here, the efficiency drops by a few percent, compared to the

standalone efficiency. Overall, the efficiency is at a similar level as for the legacy system

with the exception of the drops due to the quality selection and within the BMTF

acceptance. This can also be seen in fig. 4.11, where the efficiency is shown as a function

of φ. The overall efficiency of the upgraded muon trigger is at a similar level as that

of the legacy muon trigger, with the exception of the periodic deterioration due to

the wedge boundaries of the DT system, which will be recovered by introducing RPC

information into the BMTF. Both with and without the quality selection applied, the

overall efficiency is similar comparing upgraded with legacy muon trigger.

Looking at the efficiency as a function of pT in fig. 4.12, one can see that the turn-on is

slightly slower in the upgraded system, also visible in the ratio distributions. The overall

plateau efficiency is slightly lower in the upgrade (mainly driven by the lower BMTF

efficiency) but no trends are visible across the pT range.

Rate – Fig. 4.13 shows the rate as a function of the pT threshold. Again, in fig. 4.13(a)

no quality selection is applied, while it is applied in fig. 4.13(b). The ratio between legacy

GMT and upgrade µGMT looks very similar for both plots, the overall rate is similar at a

pT threshold of 16 GeV. The dashed line shows that for the legacy system increasing the

threshold beyond approximately 25 GeV does not reduce the rate any further. However,

for the upgrade increasing the threshold remains to be a viable option up to very high

thresholds.
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Figure 4.10 Efficiency as a function of η, comparing legacy GMT (dashed line) with
µGMT (stack). The µGMT is stacked in contributions of the individual track-finders
(BMTF red, OMTF green, and EMTF blue). In (a) comparison without quality selec-
tion and in (b) with quality selection as described in the text.
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Figure 4.11 Efficiency as a function of φ, comparing legacy GMT (dashed line) with
µGMT (stack). The µGMT is stacked in contributions of the individual track-finders
(BMTF red, OMTF green, and EMTF blue). In (a) comparison without quality selec-
tion and in (b) with quality selection as described in the text.

Overall, both efficiency and rate are slightly lower for thresholds of 16 GeV in the upgrade

µGMT. While efficiency is approximately at 95% of the legacy and the rate is around

90%. However, the efficiency will be increased by the inclusion of RPC information.

At the same time the additional hits from the RPCs can improve the pT assignment

and therefore reduce the rate. At higher thresholds, the rate reduction in the upgraded

system can go up to a factor of 10 with respect to the legacy muon trigger.
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Figure 4.12 Turn-on distributions of the legacy GMT (dashed line) and the µGMT
(stack). The µGMT is stacked in contributions of the individual track-finders (BMTF
red, OMTF green, and EMTF blue). In (a) comparison without quality selection and
in (b) with quality selection as described in the text.
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Figure 4.13 Rate as a function of pT threshold for the legacy GMT (dashed line)
and the µGMT (stack). The µGMT is stacked in contributions of the individual track-
finders (BMTF red, OMTF green, and EMTF blue). In (a) comparison without quality
selection and in (b) with quality selection as described in the text.

4.5 Isolation in the Upgraded GMT

The upgraded µGMT will receive energy information from the calorimeter trigger. In

the following the available calorimeter information is described and possible usage in the

µGMT algorithm discussed. The general strategy is to calculate the sum of energy in

an area around a muon candidate and use this to distinguish between prompt isolated

muons and those that are produced in jets.
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Figure 4.14 Ratio of level-1 ET index to ET calculated in off-line reconstruction as a
function of the tower η index.

4.5.1 Available Calorimeter Information

In the upgraded calorimeter trigger, information is available with tower granularity,

as described in section 3.3. More precisely, the sum of measured ET in ECAL and

HCAL is calculated and used in the algorithms. The limiting factor for the granularity

and precision of calorimeter energy information received in the µGMT is the available

bandwidth. Given the bandwidth two different strategies are possible:

. Utilise full granularity and receive pre-calculated cones,

. Receive at a reduced granularity (“tower sums”) and calculate isolation cone in

the µGMT.

While the former can make use of the full granularity available in the trigger for the cone

calculation, the bandwidth limitation results in the fact that these cones can only be

received for every other tower or very reduced precision. Receiving the towers directly

would allow for more flexibility in the energy calculation but increases the logic resources

needed in the µGMT.

Another factor of limitation due to bandwidth is the scale in which energy sums can be

received; Depending on the granularity chosen the energy information would have to be

compressed. Within the calorimeter trigger, the tower energies are transmitted with a

scale of 0.5 GeV bins.

For the following studies, full tower granularity and the calorimeter trigger energy preci-

sion is assumed and possibilities for an implementation in the level-1 trigger are discussed

at the end.

4.5.2 Tower Calibration and Muon Extrapolation

The level-1 calorimeter system uses a discrete scale to represent the energy of each tower.

To get the actually physical meaningful ET , this index has to be re-calibrated. For this,
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Figure 4.15 The result of the tower calibration. On the left, the reconstructed tower
energy as a function of the level-1 ET index can be seen. On the right the corresponding
distribution of reconstructed tower energy for the ET index of 9 is shown.
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Figure 4.16 Extrapolation to the vertex. The differently coloured lines show the fitted
functions used for the extrapolation.

the fully calibrated tower energies used in the CMS reconstruction can be compared with

the level-1 scale. Fig. 4.14 shows the ratio of level-1 ET index to the reconstructed ET
for the different tower η indices iη. One can clearly distinguish between the distribution

for towers with |iη| ≤ 21 (“central”) and those beyond (“forward”). While the central

distribution peaks around ET ≈ 0.5 GeV, the towers in the forward region tend towards

a coarser binning and have a larger spread. The change in calibration coincides with the

artificial split of HCAL energy for the trigger towers beyond |η| = 1.83 (corresponding

to iη > 21).

In fig. 4.15 the method of re-calibration is illustrated. fig. 4.15(b) shows the distribution

of the ratio of reconstructed ET and the level-1 index for one level-1 index. Similarly, the

reconstructed ET in all level-1 ET bins is used to determine the physical ET value; The

mean of the distribution is used as a central value and the RMS as the uncertainty. The

resulting reconstructed ET as a function of the level-1 index can be seen in fig. 4.15(a).

The level-1 muon trigger system uses MB2 in the barrel and ME2 in the end-cap as

a reference frame for the measurement of the azimuthal angle φ. The calorimeter, on

the other hand, uses the tower indices as a scale for η and φ position. The mapping
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Figure 4.17 Average tower energy around a muon in case of prompt muons (a) and
muons found by level-1 in minimum bias (b). On the x- and y-axis, the tower index
relative to the non-extrapolated muon position is used.

of tower index to the CMS coordinate system is well defined. To take into account the

bending of the muon due to the magnetic field, an extrapolation has to be performed

to determine its position at the vertex. Since a full extrapolation algorithm, taking

the actual magnetic field into account, is not feasible to be performed in the level-1

processing board, a LUT has to be created that takes the muon η and pT into account.

By matching the level-1 muon candidate to a reconstructed muon (using the position

at MB/ME2) with a ∆φ < 1.0, the difference in φ can be fit and the corresponding

function used to generate such a LUT. Fig. 4.16 shows the acquired ∆φ as a function of

the level-1 pT in several η bins. The resulting distributions are fit with the polynomial

∆φ(pT ) = a · x−4+b + c. (4.5)

Applying calibration and extrapolation – In figs. 4.17 and 4.18, the average

tower energies found around muons are shown. For each muon, the corresponding η

and φ tower indices are calculated (iµη and iµφ ). For each tower within a square of 10

by 10 towers around the muon, the average energy is shown at the position relative to

the muon. Specifically, the shown local iφ is the difference iµφ − iφ and accordingly the

local iη is iµη − iη. Fig. 4.17 shows the distribution without extrapolation and fig. 4.18

with extrapolation applied. The left hand distributions are obtained from the Z-to-

µµ simulation sample, simply using all level-1 muons without any applied thresholds.

Similarly, the right hand plots are obtained from the minimum bias simulated sample.

The effect of the extrapolation is visible and leads to a more central distribution of energy,

more pronounced in the minimum bias sample, where the average muon momentum is

much smaller. Moreover, the difference of the energy signature in the calorimeter for the

prompt muons from the Z boson and mainly in-flight decay muons from K and π mesons

in the minimum bias sample is visible when comparing left to right hand distributions.

While on the left hand side, the distribution is concentrated in the central towers, it is

spread out in the minimum bias sample seen on the right hand side.
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Figure 4.18 Average tower energy around a muon in case of prompt muons (a) and
muons found by level-1 in minimum bias (b). On the x- and y-axis, the tower index
relative to the extrapolated muon position is used.

Given the distributions in fig. 4.18, one can already define several key parameters of an

isolation algorithm:

. To contain most of the energy seen in fig. 4.18(b), a cone size of ±5 towers around

the muon is chosen

. An inner cone should have the size of 3-by-3 towers to contain the typical energy

foot-print of a prompt muon.

Using these parameters, the corresponding energy sums can then be calculated as

Eout
T =

5∑
|∆iη |=2

5∑
|∆iφ|=2

Etwr
T (iη, iφ), (4.6)

Ein
T =

1∑
|∆iη |=0

1∑
|∆iφ|=0

Etwr
T (iη, iφ), (4.7)

Etot
T = Eout

T + Ein
T =

5∑
|∆iη |=0

5∑
|∆iφ|=0

Etwr
T (iη, iφ), (4.8)

where Etwr
T (iη, iφ) is the transverse energy of a tower at position iη, iφ, and the sum

indices correspond to the differences ∆iη = iµη − iη and ∆iφ = iµφ − iφ.

4.5.3 Energy Distribution

Effect of extrapolation – Already in the previous section, it was shown that on

the one hand the effect of bending due to the magnetic field is small for the prompt

muons from the Z boson decay. The low pT muons found in the minimum bias sample
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Figure 4.19 Sum of tower energies in cones around the muon, shown are the distribu-
tions for muons from Z boson decays (solid line) and the muons found by the level-1
trigger in the minimum bias sample (dashed line). All towers within a 11-by-11 square
(a) Etot

T , the towers immediately around the muon (b) Ein
T and all towers except those

immediately around the muon (c) Eout
T . Here, the extrapolation is not applied. The

last bin represents the overflow.

on the other hand need to be corrected. In figs. 4.19 and 4.20 the resulting energy

sum distributions are shown without and with extrapolation, respectively. While the

total energy slightly shifts towards higher values around muons from the minimum bias

sample, Ein
T shifts slightly towards higher values for the prompt muons. However, overall

the effect is small.

Generally, the total energy Etot
T , in fig. 4.19(a), shows little promise as the discriminating

power between muons from Z bosons and those in the minimum bias sample is very small.

Already fig.4.18(b) showed that the average energy is rather small. However, looking

at the inner cone energy Ein
T , cf. fig. 4.19(b), one can clearly see the muon foot-print

from the prompt muons. Also the outer cone energy Eout
T , shown in fig. 4.19(c) does

not show a lot of discriminating power. But still, after removing the muon energy by
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Figure 4.20 Sum of tower energies in cones around the extrapolated muon, shown
are the distributions for muons from Z boson decays (solid line) and the muons found
by the level-1 trigger in the minimum bias sample (dashed line). All towers within
a 11-by-11 square (a) Etot

T , the towers immediately around the muon (b) Ein
T and all

towers except those immediately around the muon (c) Eout
T . The last bin represents

the overflow.

subtracting the inner cone energy, the energy around muons in the minimum bias sample

tends towards higher values with regard to the muons from Z boson decays.

Improving discriminating power – The ratio of energy deposits around the muon

and the muon track transverse momentum, is a selection criterion that is used in the

particle-flow relative isolation [44]. This ratio could also be calculated in the level-1

trigger. In fig. 4.21(a), the ratio Eout
T /pµT is shown, where pµT is the muon transverse

momentum reported by the track-finder. The discrimination between muons contrib-

uting to the rate and those that contribute to the efficiency is improved by using this

ratio. While the ratio for muons from the Z boson decay tends to smaller values, it

tends towards larger values for muons from in-flight decays.
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Figure 4.21 Sum of tower energies, Eout
T divided by the level-1 muon pT in fig. 4.21(a)

and divided by the total sum of energy Etot
T in fig. 4.21(b). The dashed line for muons

found in the minimum bias sample and the solid line for muons from Z boson decay.
In fig. 4.21(a) the last bin serves as an overflow bin.

In fig. 4.18, the different topology of tower energies for the two samples is clearly visible.

It is possible to exploit this fact by looking at the ratio of energy in the outer cone to the

overall energy Eout
T /Etot

T , cf. fig. 4.21(b). While this ratio if relatively evenly distributed

across the whole range [0, 1] for isolated muons from the Z boson decay, it clearly peaks

at one for the muons found in the minimum bias sample.

4.5.4 Estimation of Performance

The performance of the isolation variable can be estimated with the receiver operating

characteristic (ROC) curve. These curves are defined for binary classifier systems as

false positive as a function of true positive at different thresholds of the discriminating

variable. In the case of isolation for the level-1 trigger, these can be interpreted as the

rate and the signal efficiency. In the following, ROC curves are determined with the

resulting rate and efficiency of the µGMT exploiting the previously illustrated isolation

variables relative to the µGMT not applying any requirements on isolation variables.

Absolute isolation – Since the distributions of Eout
T shown in fig. 4.20(c) are very

similar for the muons from Z boson decay and minimum bias sample, the resulting ROC

curve shows that this variable is not very useful as a discriminator. Essentially, applying

a threshold for the outer cone energy results in the same effect a pre-scale would have;

Both efficiency and rate are reduced by the same amount, cf. fig. 4.22. The performance

of an absolute isolation is independent of the applied pT threshold.

Relative Isolation – Given the level-1 muon pT and the tower energies, a relative

isolation variable, Eout
T /pT , can be calculated. This introduces an explicit dependency
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thresholds applied for the absolute isolation variables. The different colours show the
influence of changing the pT threshold.
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Figure 4.23 Relative efficiency as a function of relative rate for different isolation
thresholds applied to the relative isolation variable. The different colours show the
influence of changing the pT threshold.

on the pT assignment to the isolation threshold. This effect is also visible in the cor-

responding ROC curve, cf. fig. 4.23. For higher thresholds, the discrimination power is

reduced. However, especially for lower pT thresholds, 10 and 16 GeV, working points

can be defined where a few percent are lost in efficiency while the rate is reduced by

10-20% (depending on the applied pT threshold). This can be used, for example, in

di-muon triggers, where thresholds are typically lower.

Applying a pT threshold of 16 GeV leads to efficiency and rate distributions as shown

in figs. 4.24 and 4.25, respectively. The dashed line represents the µGMT without

additional isolation criterion applied, while the data points show the performance with

relative isolation. Here, for the isolation threshold a working point is chosen that leads to

an overall efficiency loss of 10%. Looking at the efficiency as a function of pT , shown in

figs. 4.24(c) and 4.24(d), the effect of the additional pT dependence becomes visible; The

steepness of the turn-on is reduced when applying a threshold on the relative isolation.

This also explains why the efficiency loss as a function of the angular position is so low:



Chapter 4. Trigger Algorithm Performance Studies 55

E
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

uGMT no isolation

uGMT with isolation

 φ Generated muon 
3− 2− 1− 0 1 2 3

 R
at

io

0.8

0.9
1

1.1

(a) φ

E
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

uGMT no isolation

uGMT with isolation

 η Generated muon 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

 R
at

io

0.8

0.9
1

1.1

(b) η

E
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

uGMT no isolation

uGMT with isolation

 (GeV) 
T

 Generated muon p
0 10 20 30 40 50 60 70 80 90 100

 R
at

io

0.4
0.6
0.8

1

(c) pT

E
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

uGMT no isolation

uGMT with isolation

 (GeV) 
T

 Generated muon p
0 10 20 30 40 50 60 70 80 90 100

 R
at

io

0.4
0.6
0.8

1

(d) pT (at 95% efficiency)

Figure 4.24 Efficiency of µGMT with (points) and without (dashed line) relative
isolation applied. The lower halves show the ratio of the two. For figs. (b) to (c)
a isolation threshold resulting in 90% overall relative efficiency was applied, while in
fig. (d) a 95% relative efficiency working point was chosen.

To disentangle from the turn-on effect, only generated muons with a pT > 24 GeV are

considered in figs. 4.24(b) and 4.24(a). Overall, the efficiency loss as a function of η or

φ is flat.

The rate distribution as a function of level-1 η in fig. 4.25(a) shows that applying a relat-

ive isolation threshold slightly increases the already present fluctuations due to detector

geometry and the discrete level-1 η scale. The rate versus pT threshold distribution,

shown in fig. 4.25(b), reveals that the application of an isolation threshold that corres-

ponds to a 10% efficiency loss has the same effect as increasing the level-1 pT threshold

by 2 GeV. Increasing the pT threshold results in an overall efficiency loss of roughly 5%

(depending on the thresholds). Fig. 4.26 shows the efficiency reduction as a function of

the generated muon pT for increasing the threshold as well as requiring relative isola-

tion. This shows that the relative isolation has little benefits compared to applying an

increased pT threshold.
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relative isolation.

Overall, the relative isolation is not an ideal candidate to reduce rate and maintain a

high efficiency. However, it can still be useful in di-muon triggers where low thresholds

are applied and in analyses that require a relative isolation on the reconstructed muons

which also decreases the acceptance at low muon pT . A threshold has to be selected that

only reduces the efficiency by a few percent to gain any benefit compared to increasing

the pT threshold, compare figs. 4.24(c), 4.24(d) and 4.26.

Muon confirmation – Another approach is to exploit the difference in shape seen for

Ein
T , cf. fig. 4.20(b). Conversely to the previously used variables, here, a lower threshold

will be applied; Only muons that have a minimum energy deposit in Ein
T will be selected.

The corresponding ROC curve is shown in fig. 4.27. While the variable discriminates

very well between muons contributing to the level-1 rate and those that contribute to the
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efficiency, the downside is the precision of the available energy information resulting in

discrete working points, as can be seen in the curve: Each point in the graph represents

an increase of the threshold by one unit of the discrete scale, corresponding to 0.5 GeV.

Therefore, it will be difficult to tune this variable to a desired working point of a given

minimum efficiency. The minimum overall efficiency loss is roughly 15% and increasing

the required energy by 0.5 GeV results in steps of 5% and 10%.

When choosing the lowest efficiency loss working point, resulting in a 15% drop, and

simultaneously applying a 16 GeV pT threshold, the efficiency and rate distributions

shown in figs. 4.28 and 4.29 are obtained. While the efficiency loss as a function of φ

is flat, a pronounced η dependency is visible: At the border of the OMTF acceptance,

the efficiency begins to drop to 40-70%. This effect can be explained by the change

in granularity of the tower energy in this region and will be discussed in further detail

later. If this variable were to be used, it could only be applied to muon candidates

within |η| < 1.25.

The rate reduction on the other hand is quite significant. Fig. 4.29(a) shows that the

reduction is slightly larger for muons beyond |η| > 1.25, where the rate drops to 10 to

25%. In the more central region it is reduced to approximately 35% to 40%. The region

|η| > 1.25 contributes a larger part of the overall rate. Therefore, restricting the usage

of this variable to the central detector region reduces its performance significantly. As

a function of pT threshold, the reduction is roughly constant. At the 85% efficiency

working point, the rate is reduced to 20% to 25% for all thresholds, cf. fig. 4.29(b).

Energy ratio – The last variable described previously is the ratio of the outer cone to

the full cone energy, Eout
T /Etot

T , cf. fig. 4.21(b). The resulting ROC curves for different

level-1 pT thresholds are shown in fig. 4.30. Similarly to using the inner cone energy, a

minimum efficiency loss has to be accepted. However, this loss is slightly lower, around

10%. This efficiency loss would result in a slightly smaller rate reduction of 50%.
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Figure 4.28 Efficiency of µGMT with (points) and without (dashed line) relative
isolation applied. A 85% relative efficiency working point was chosen to determine the
threshold.

Applying a 16 GeV pT threshold and a threshold on the cone energy ratio that corres-

ponds to the 90% efficiency working point, results in the rate and efficiency distributions

shown in figs. 4.31 and 4.32. Similarly to using Ein
T directly, using the ratio has a similar

η dependence, cf. fig. 4.31(b). Figs. 4.31(a) and 4.31(c) show that the reduction of

efficiency as a function of φ and pT (at the plateau) is flat.

The corresponding rate distributions, fig. 4.32, show that the rate reduction is again flat

in L1 pT threshold. Also similarly to the previously shown isolation variable, the rate

reduction as a function of η follows the structure present due to the detector structure.

Energy ratio (with η restriction) – The strong η dependence observed when using

the inner cone energy can be explained by looking at the available calorimeter inform-

ation. While for central towers (|η| < 1.83), the correspondence between actual tower

energy and the ET index assigned in the level-1 calorimeter trigger system shows a

narrow peak around the nominal value of 0.5 GeV, this distribution has a much wider
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the influence of changing the pT threshold.

spread for towers beyond that, cf. fig. 4.14. The cause of this difference is the lack of

information from the HCAL for which the width in φ is doubled beyond iη = 21.

The decrease can be mitigated by only applying the threshold for muons within a re-

stricted η range. To fully avoid any influence of the towers, a range of |η| < 1.8 is

chosen. The ROC curve derived with this restriction on η before applying the threshold

on the energy ratio is shown in fig. 4.33. As can be seen, the efficiency loss is reduced,

but also the rate reduction is smaller compared to applying the threshold over the full

η range. However, at a loss of 5% in efficiency (the loosest working point), the rate can

be reduced by 35%. At a 10% loss, the reduction can be increased to 45%.

For the comparison of efficiency and rate, the loose working point is chosen in fig. 4.34,

where also a 16 GeV pT threshold is applied. As for the previously shown distributions,

the efficiency loss in φ is flat, cf. fig. 4.34(a). With the η restriction, the loss as a
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Figure 4.31 Efficiency of the µGMT with applying a threshold to the energy ratio
as described in the text, shown with points. The dashed line indicates the efficiency
without any isolation criterion. Apart from the isolation also a pT threshold of 16 GeV
is applied.

function of η shown in fig. 4.34(b) exhibits a jump at the boundary of the range that

is chosen. However, since a working point was chosen with relatively small efficiency

loss, this jump is not very large. The turn-on in fig. 4.34(c), shows that the steepness

is not significantly changed and the plateau is reached at the same generator muon pT .

Specifically, the point at which an efficiency of 90% of the plateau is reached does not

change, which is the value that defines the pT threshold value at level-1. The efficiency

loss in the plateau region is flat. Also, the turn-on shows that only the efficiency for

muons with very low pT , i.e. below the pT threshold, is reduced.

The reduction in rate, shown in fig. 4.35, exhibits the same η dependence as seen before.

The restriction of applying the threshold to muons within |η| < 1.8, results also here in

an additional jump at the corresponding boundary. As a function of the L1 pT threshold,

the decrease in rate is mostly constant for the whole range with a slight increase for very

high thresholds.
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Figure 4.32 Rate of the µGMT without (dashed line) and with (points) applied
threshold on the ratio of outer and full cone energy. Additionally a L1 pT threshold of
16 GeV is applied.
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Figure 4.33 Relative efficiency as a function of relative rate for different thresholds
applied to the energy ratio of outer and full cone. The threshold is only applied for
muons within |η| < 1.8 to retain efficiency. The different colours show the influence of
changing the pT threshold

4.5.5 Application in the level-1 trigger

The performance estimation shown in the previous section indicates that an isolation

algorithm as it is commonly used on reconstructed muons cannot be applied successfully

at the level-1 trigger stage. Specifically, the absolute isolation has no positive influence

while the relative isolation could be used but results in the same efficiency loss and rate

reduction as applying a higher pT threshold. This may seem surprising since similar

variables are often used as selection criteria in analyses of CMS data. However, in

the level-1 trigger, the precision and granularity of the calorimeter energy information

is reduced. Additionally, the pT assignment in the track-finders is not tuned for the

momentum resolution but to have a high efficiency when placing a pT threshold. Lastly,
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Figure 4.34 Efficiency when restricting the application of a threshold on the energy
ratio to |η| < 1.8. Both efficiency with (points) and without (dashed line) applied
threshold are shown.

the position resolution of reconstructed muons is much better than of the level-1 muon

candidates since tracker information can be used.

However, the confirmation of a muon through the energy deposited in the calorimeter

exhibits a good discrimination between non-prompt muons that dominate the level-1

rate and prompt muons from a decaying Z-boson. The down-side of applying such an

algorithm is that due to the discrete energy-scale that is available, a chosen working

point can not be finely tuned. This can be improved by calculating the ratio of the total

cone energy and the outer energy. While the total rate-reduction is slightly lower, the

efficiency loss working point can be freely chosen. Due to the reduced φ granularity of

the tower energy information at high |η|, such an algorithm would have to be limited to

|η| < 1.8. This results in a rate reduction of 35-45% at an efficiency loss of 2-10%.

The above mentioned algorithms were evaluated assuming full trigger tower granular-

ity being available and also using the full energy scale that is available in the layer-2

calorimeter trigger. This information would not be available in the µGMT but only in
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Figure 4.35 Rate of the µGMT with η-restricted (only for muons with |η| < 1.8)
energy ratio threshold. The rate is shown both with (points) and without (dashed line)
applied threshold.

the layer-2 calorimeter trigger. Here, instead of pre-calculating the single cone energies,

both the outer and full cone could be calculated. Then the ratio of the two energies

could be sent to the µGMT at a reduced energy precision. Alternatively, a threshold

could already be applied and the corresponding bit could be sent.

In either case the information would have to be available at tower granularity to repro-

duce the performance shown in this section. However, since the tower energy information

beyond tower 21 is not sufficient for an efficient algorithm, any information beyond that

could be discarded. This would reduce the number of towers to 42× 72. For the energy

information 28 links are foreseen in the µGMT. When the threshold is applied and only

one bit is transmitted this would fit into the budget of 28 links at 10 Gb/s corresponding

to 192 bit per bunch crossing (42 × 72 = 3024 < 28 × 192 = 5376). Transmitting the

ratio itself, however, is not feasible at a viable energy precision.





5 The Upgraded Global Muon Trigger

This chapter gives a more detailed description of the µGMT algorithm as it is imple-

mented both in the emulation code and gateware. First the input data are described,

followed by an overview of the building blocks of the algorithm. The chapter is closed

by a short discussion of the gateware implementation.

5.1 Input Data

The µGMT receives data both from the calorimeter Layer-2 and the track-finders, as

mentioned in section 3.4.2. The data are transmitted on 10 Gb/s optical links with

10b/8b encoding. 32 bit words are sent at a frequency of 240 MHz allowing a total of

6× 32 bit= 192 bit per link and bunch-crossing to be transmitted. The MP7 processing

board in which the µGMT is implemented has a total of 72 input channels of which 36

are used for muon data and 28 for calorimeter data.

5.1.1 Muon Data

In the upgraded trigger, muon objects are represented by 64 bit words. A total of 108

Muons are received, 36 muons each from the three track-finders, BMTF, OMTF, and

EMTF. Eight properties are transmitted and encoded in the data. Table 5.1 shows

the bit-width available for a given property, the scale factor to calculate the physical

meaning of the integral number, the possible range of the integral number and gives a

comment on special meaning. For pT the transformation between the integral value and

the floating point physical value is simply

pT = (ipT − 1) · 0.5 GeV, (5.1)

where ipT is the integral values that were transmitted. The value ipT = 0 is reserved for

invalid muon candidates. The values of η and φ are encoded in 2’s complement, where

the most significant bit is used to specify the sign. The transformation of η is given by

η =

(
−a828 +

7∑
i=0

ai2
i

)
fη, (5.2)

where ai are the individual bits of the binary representation of the integral value and fη
is the scale factor given in table 5.1. The φ coordinate is transmitted in a track-finder

65
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specific local coordinate system. To calculate φ in the global CMS coordinate system,

an offset has to be applied that depends on the wedge or sector in which the muon was

detected. The transformation is therefore given by

φ =

(
−a727 +

6∑
i=0

ai2
i

)
· 2π

576
+ φoffset, (5.3)

where ai are again the individual bits of the integral value. φoffset is the offset that is

given by the wedge or sector. The offset is always the φ coordinate corresponding to the

lower edge of a given sector or wedge.

Information about the charge of the muon is transmitted in two bits, the charge sign bit

s and the valid charge bit. Through the former, the charge qµ may be calculated with

qµ = (−1)se, (5.4)

with the electric charge of the electron e. The valid-charge bit gives information whether

the charge could be determined at the track-finder level: For highly energetic muons,

the bending is not sufficient to reliably measure the charge and the valid bit is set to 0.

The quality definition depends on the track-finder but in general depends on the number

of hits used to form the track of the muon and the compatibility with a muon originating

from the vertex. More details of the current implementation of muon qualities was

discussed in section 4.4.4. The halo or η-fine (H/F) bit gives information whether the

muon is compatible with a halo muon when the muon was sent from the EMTF or

whether the η coordinate could be determined with high precision when the muon is

sent by the BMTF. Finally, the 27 bit wide track address allows the identification of

the hits and track segments used in the reconstruction of the muon.

Information about the bunch-crossing is sent per link instead of per muon: The least

significant bits of the bunch counter BX0/1/2 are sent and in the first bunch-crossing of

the orbit, the muon data is marked through the BC0 bit.

5.1.2 Calorimeter Data

While for the muon objects several properties are transmitted, the energy sums trans-

mitted from the calorimeter trigger are simply the energy values. Each value represents

the energy sum calculated for an programmable area, with the default of a 4 tower ra-

dius. The numbers are encoded in 5 bits, where the highest value is used as an overflow

bin. This results in the possible transmission of 6 energy-sums per link per 240 MHz

clock cycle or 6× 6 = 36 energy sums per link per bunch-crossing.

The energy information is only needed within the acceptance of the muons, |η| < 2.42,

which would correspond to 2 × 26 towers in η, cf. table 3.1. In φ, all 72 towers are

needed. The position information of the tower corresponding to a given energy value

does not have to be transmitted explicitly, instead the position in the transmitted data

could be used to derive the tower index and with this derive the physical η and φ from

a corresponding map.
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Table 5.1 Given in this table are the scale definitions of muon candidates transmitted
to the µGMT: Name of the property, number of bits, the unit (value of the least
significant bit), the integer range used and a comment.

Parameter nbits Scale factor f Range Comment

pT 9 0.5 GeV [0, 511] 0: empty candidate
η 9 0.010875 [-240, 239] 2’s complement. value × f gives

the centre of the bin.
φ 8 2π/576 [-5, 218] 2’s complement. value × f gives

the lower edge of the bin.
charge sign 1 [0, 1] 1: negative, 0: positive
valid charge 1 [0, 1] 1: charge sign is valid, 0: charge

sign cannot be determined
quality Q 4 [0, 15] Definition dependent on track-

finder.
H/F 1 [0, 1] Indicates halo-muon or η-fine bit,

depending on track-finder.
track address 27 to be defined

BC0 1 [0, 1] 1: first bunch crossing of orbit, 0:
else. Received per link

BX0/1/2 3 3 least significant bits of the
bunch-crossing counter. Re-
ceived per link.

SYNC 1 Indicates synchronisation errors.
1: synchronisation lost, 0: no er-
ror. Received per link.

Section 4.5 introduced the muon confirmation and an isolation variable solely based

on the ratio of cone energies. Possible scenarios of transmitting the necessary data to

the µGMT were also discussed. Essentially, the layer-2 calorimeter tower would pre-

calculate the two needed cone energies and send the ratio to the µGMT. Alternatively,

since no information of the muon is needed, a threshold could already be applied in the

layer-2 calorimeter trigger and only a bit per tower transmitted.

5.2 Algorithm Blocks

The main task of the µGMT is to sort the muon candidates reported by the BMTF,

OMTF, and EMTF. Additionally, candidates that potentially originate from the same

muon should be identified and the duplicate with lower quality or, alternatively, higher

pT should be discarded. Lastly, an isolation can be calculated from energy deposits that

are received from the Layer-2 calorimeter trigger. Fig. 5.1 illustrates the logic blocks

that accomplish this and which are described in the following sections. The algorithm

can be split into two main blocks, the sorting and cancellation unit and the isolation

unit.
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Figure 5.1 This block-diagram shows the data flow within the µGMT algorithm. The
data flows left-to-right, the different track-finder muons are indicated with red, green
and blue arrows, representing barrel, overlap and end-cap track-finders, respectively.
Calorimeter data are shown with magenta arrows. The numbers above the sorting
stages indicate the number of muon candidates at start and end of the sort stage. Each
sorting stage 1-block is a simplification as indicated in the inset box at the bottom
right.

5.2.1 Sorting and Cancellation Unit

Sorting

In the sort algorithm, muons are sorted according to their quality Q and pT . To stream-

line this sorting mechanism, a rank r is assigned for each muon:

r = f(pT , Q), (5.5)

where f(pT , Q) is a configurable, arbitrary function of pT and Q. The algorithm com-

pares each muon i with all other muons j that are relevant in that stage and calculates

a weight wi

wi =

N∑
j=0

θ(ri − rj), (5.6)

where θ(ri− rj) is the Heavyside step function which gives 1 for ri ≥ rj and 0 if ri < rj .

Thus, the n muons of highest rank can be selected out of the N muons by taking the

muons with the weights w = N − 1, . . . , N − n.

Since comparing all 108 muons with each other in the same stage would require more

logical resources than are available in the MP7, the sorting is split into two stages. In

the first stage muons are sorted individually within barrel, positive overlap, negative
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overlap, positive end-cap, and negative end-cap: For the barrel, the 36 input muons are

sorted down to 8 muons and for the positive and negative overlap and end-cap regions

the 18 down to 4. In the second stage, the remaining 24 muons are sorted down to 8,

cf. lower left of Fig. 5.1.

Cancellation

Duplicate muons can arise either from one track-finder reporting it in two neighbouring φ

sectors, as there is no information exchange between the different track-finder processors,

or two neighbouring track-finders each reporting it. The cancellation in the µGMT

algorithm is therefore performed between the neighbouring track-finders and at the

boundaries of the track-finder 60°/30° sectors in φ.

Two possibilities are available to the µGMT to perform this algorithm and different

approaches may be used for different regions:

. Coordinates (η, φ) may be used to match muon candidates in a window ∆r =√
∆φ2 + ∆η2 < x.

. Track-addresses that encode the track segments and hits that are associated with

the muon could be used to identify muons that have any in common.

For example, in the barrel track-finder region, the 7 bit encoding of track segments

used in the legacy system could be used and extended to the RPC hits by using some

additional bits. However, for the overlap region, where pattern recognition algorithms

are employed, the encoding is not straight-forward. The exact nature of cancellation is

still evolving and for the moment the cancellation based on coordinates is implemented

and will be used during the start up of the upgraded trigger. Especially in the track-

finder transition regions, a matching based on track addresses is unlikely to be functional

due to the differences in the algorithms of the track-finders.

Whichever method is chosen to identify muons that may originate from the same muon,

they have to be cancelled against each other. This will be based on the quality code

or pT that is assigned to each muon: The one with lower quality or higher pT will

be discarded to decrease the rate while accepting a small reduction in efficiency. The

cancellation takes place in parallel to the first sorting stage and the weight of cancelled

muons is forced to 0.

5.2.2 Isolation Unit

Calculating the isolation requires the position of the muon at the vertex, as was discussed

in section 4.5.3. For all 108 incoming muons (η, φ) at the vertex is determined with LUTs

that take both η and pT as input, in other words

∆φ = f(η, pT ) and ∆η = f(η, pT ). (5.7)
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The corresponding LUTs are generated independently for barrel, overlap and end-cap.

Therefore, the most significant bits that represent the coarsest η information are not

necessary. Also, the muon is assumed to have propagated approximately straight, when

pT > 32. These two restrictions allow to reduce the size of the LUT significantly.

In a second step these coordinates at the vertex are transformed to tower indices, using

the mapping described in section 3.3. Now, for the final 8 muons that were selected in

the sorting stage, these tower indices are used to select the energy sums to be associated.

Both absolute and relative isolation bits are possible to be calculated, with

babs = θ (EsumT − Tabs) brel = θ

(
EsumT

pµT
− Trel

)
, (5.8)

where EsumT is the selected calorimeter energy sum, pµT is the transverse momentum of

the muon, θ is again the Heaviside step function, while Tabs and Trel are programmable

thresholds. Additionally, investigations have started on how to implement an algorithm

that corresponds to the energy ratio shown in section 4.5.3. One likely implementation

could be to calculate the ratios in the calorimeter layer-2 processors. The result could

then be transmitted at a tower-by-tower granularity. Alternatively, a bit per tower

could be transmitted that indicates whether the ratio in that tower was below or above

a programmable threshold. The µGMT would then only map the muon candidates

extrapolated η and φ to the corresponding tower index and use the transmitted bit.

5.3 Gateware

The previously described blocks are what is currently implemented as the trigger al-

gorithm of the µGMT. Alongside these blocks, additional logic is required to de-serialise

and serialise the muon data and implement the link protocols. Furthermore, logic is

needed to allow reading out the in- and output data of the µGMT and make it available

for DAQ-readout.

The gateware is written in a modular way in VHDL (Very high speed integrated cir-

cuit Hardware Description Language). This modular description allows that commonly

needed logic, as link synchronisation and protocol, is provided centrally by the MP7

developers. The developers of the actual trigger logic are free to write their algorithms

which receive data and control signals from the common logic modules.

While the main algorithm runs in synchronisation with the LHC clock at 40 MHz, the

(de-)serialisation stages are implemented with a 240 MHz clock as they are required to

receive and send 32 bit words at this frequency. Some look-ups are also performed at this

higher clock speed to reduce the needed memory resources. Since rank calculation and

extrapolation only depend on the information contained in one 32 bit word, they can be

performed in the 240 Hz clock region before de-serialisation. This allows to re-use the

same memory blocks 3 times (for the three muons transmitted per link) and therefore

reduce the memory needs for these calculations by a factor of three.

Additionally, controls are available that allow synchronisation with sender and receiver

cards to ensure that the received muons are all from the same bunch-crossing. Inputs
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may also be masked per track-finder by writing to dedicated memory registers in case

problems are encountered during a data taking run. Error counters are available to

test whether the synchronisation with senders are lost and may be read-out per link.

Additional counters allow to estimate the rate at which muons are received from the

different track-finders in order to monitor their behaviour.





6 Online Software

In this chapter the existing infrastructure for the online software that controls and

monitors the µGMT during data taking is described. First the common components

used in the level-1 trigger are mentioned and then the implemented software specific for

the µGMT is discussed.

6.1 Common Software Components of the Upgraded L1-

Trigger

Trigger Supervisor – The trigger supervisor is the control and monitoring software

suite of the level-1 trigger. It is divided into so-called cells that control parts of the

system at various granularities (individual boards to systems). A central cell delegates

commands from the central CMS run-control to the different sub-system cells with SOAP

commands. The cells can be accessed and controlled via a web-based user interface that

is based on a custom server-side software library AJAXELL [45].

IPbus – The µTCA technology provides Gigabit Ethernet connections for commu-

nication with the hardware. However, no specific protocol is predefined. The CMS

collaboration has developed the packet based communication protocol IPbus [46] based

on UDP. Via this protocol, read and write access can be established. A software and

gateware suite that implements the needed functionality is available and used in almost

all components of the upgraded trigger (the only exception is the EMTF, using PCIe).

To access the mapped memory within the chip, an address table is defined that connects

the memory addresses with human readable node names. Each node can represent a

block-RAM, register or FIFO.

Communication from several PCs to the same hardware is possible via the control hub.

The control hub is a software application that arbitrates simultaneous access to one

device from several control or monitoring applications. Each connected application is

handled by a separate process within the control hub. The connections from control

applications to the control hub use the TCP communication protocol that has more

sophisticated flow control and congestion mitigation algorithms than UDP.

SWATCH – Many of the trigger components share the same hardware, therefore,

a control and monitoring software layer was introduced that is common between the
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Figure 6.1 Demonstration of the system overview user interface developed for the
central online software. For this screen-shot, the cell was connected to a demonstrator
system with more than one board and crate.

different components. This layer is in-between the actual drivers that interact directly

with the trigger processors and the high level software that serves the user interfaces.

This SoftWare for Automating conTrol of Common Hardware (SWATCH) unifies the

interfaces for the different hardware to make the control and monitoring software as

uniform as possible [47].

6.2 Upgraded GMT Configuration

The configuration of the µGMT for the most part involves loading and verifying LUTs.

From the software point of view, these can be seen as a space in memory that is accessible

through IPbus. All LUTs are automatically discovered through attributes specified in

the address-table. The contents of a LUT can either be served from a local file or, in the

future, from a table in the configuration data-base. The LUTs are first written to the

card and then read-back to be compared with the original content source. If a mismatch

is found an error is flagged in the attached monitoring node.

Apart from LUTs, four configuration registers are exposed to the control software that

allow to mask all inputs from one of the four sources of µGMT inputs: BMTF, OMTF,

EMTF and calorimeter trigger. Per-channel masking is also available through the stand-

ard control software.

As the µGMT is based on the MP7 and integrated in the infrastructure gateware, the

corresponding standard control software can be used that includes the configuration

(and alignment) of input and output ports, as well as the read-out logic.
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Figure 6.2 Demonstration of the object-detail user interface developed for the central
online software.

6.3 Upgraded GMT Monitoring

For monitoring purposes, several counters are implemented in the µGMT and exposed

to the control and monitoring software. For one, the bunch counters transmitted by the

track finders are compared to the internal counter and any mismatch increases a counter.

Similarly, the BC0 flag is checked for synchronisation. In addition, the number of muons

received from the track finders is counted in the firmware. This can give an estimate on

the muon rate and can be used to discover problems with any of the upstream systems.

Because of SWATCH and the common hardware used throughout the upgrade project,

many monitoring tasks can also be done in a centralised manner. Link (alignment, CRC

check sum, etc.), TTC and DAQ monitoring are of interest to all systems. Also, due to

the common interfaces defined in SWATCH, user interfaces for monitoring only need to

be developed once and then can be used for all systems.

Displaying monitoring data – Making the monitoring data available to the oper-

ations team and publish information about errors is essential to ensure reliable physics

data taking. Therefore, panels were designed that display this data in a concise man-

ner. Fig. 6.1 shows a screen-shot of the overview panel. Here, all crates that belong

to a system are displayed prominently at the top. The overall status is collected and

displayed as a flag at the top of the page. The status of individual processing boards is

represented by common colour-coding (red for errors, yellow for warnings and green if no

problems are encountered) and displayed in the position where the boards can be found

in the corresponding µTCA crate. Additionally, sub-components of the processor, like

the TTC status, DAQ link or overall algorithm status are indicated by blocks within
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that display. Here, the same colour coding is used to indicate problems. Below the

crate overview, several buttons (also colour coded depending on the component status)

are shown that can be clicked to show more detailed monitoring information in case

problems are encountered. This allows the user to find sources of problems while also

having a comprehensible overview by default.

Fig. 6.2 shows another panel that was developed to indicate the status of one single

processing board in more detail. The overall status is displayed near the selection box

at the top. Below that, each link is represented as a square that indicates the status

with the corresponding colour. Right next to it, the status of typical monitoring items

is displayed that can be aggregations of some sub-components. As an example, the

algorithm status is the result of determining the status of all it’s metrics, such as the

above mentioned error counters in the µGMT or the correctness of LUTs. As a last

point, any currently running command (such as configuration) is indicated and detailed

information about the processor such as the location of the address table or the position

in the crate are displayed as a table on the right hand side. Similar to the system

overview page, collapsible tables below the graphical overview allow the user to find

more information in case problems are encountered.



7 Emulator and Hardware-Tests

In this chapter, the emulation software of the µGMT is described. Also, a short overview

of the data formats for information exchange between the trigger stages is given. The

chapter is closed with the description of gateware verification that was performed with

the emulator.

7.1 CMSSW Level-1-Trigger Emulation

The emulation of the L1-trigger hardware is done through a collection of CMSSW modules,

one per trigger stage. Each produce object-collections which are put into the event-

record. These collections are then used as input for the next trigger stage.

The collections needed by a given emulator module can either be produced by the

preceding emulator stage or the converted output of the actual hardware. Software is

available for all components that convert between hardware readout and CMSSW collection

and vice versa. This allows independent tests of the individual hardware components.

In general, the aim of the emulation is to achieve bit-by-bit correctness: Given the same

inputs both hardware and emulation should produce the exact same results. In order to

achieve this, the objects on which the emulation operates should have the information

used in the algorithm available at the same precision as the hardware. Therefore, the

properties of, for example, muons are encoded in the same integral scales as in the

hardware, cf. section 5.1.

The emulation serves multiple purposes. During development it is used to verify that

the gateware functions as intended and provides information for debugging. During

data-taking it is used to monitor the functionality of the hardware and, for example,

can be used to identify instances of mis-configurations. Moreover, the emulation can be

used to implement and test new algorithms or optimisation of the existing algorithm

and to test the performance without impact on the recording of physics data.

7.2 The Upgraded Global Muon Trigger Emulator

7.2.1 Implementation

Generally, the implementation of the trigger algorithm of the emulator follows what was

described in chapter 5. Since the emulator operates on the aforementioned objects in
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the event-record, the serialisation and de-serialisation stages are not emulated.

The data-flow is controlled in three classes, the main emulator class, the isolation unit

class and the cancel unit class. To achieve bit-by-bit agreement, LUTs are used through-

out the algorithm. These LUT classes have methods that allow to write text-files to disk

which can be used to configure the hardware accordingly.

7.2.2 Data Formats

Three interfaces exist for the µGMT: One to the calorimeter, one to the track-finders,

and one to the µGT. For all these interfaces, data formats are specified that define

the information exchanged. As mentioned before, these data formats need to contain

the quantities of the muon or the energy values in the same encoding as used in the

hardware to allow bit-by-bit agreement. Therefore, all quantities are available in the

integral values that correspond to the values exchanged in the hardware. Additionally,

the methods are implemented that allow the conversion to the physical quantities that

are useful for studying the system performance.

7.3 Evaluation of Hardware Response

Testing the gateware implementation of the algorithm is one of the important use cases

of the L1-trigger emulator. For this, VHDL test bench modules were developed that

can supply data to individual logic units, such as the isolation, the serialisation, the de-

serialisation, the sorting, and so on. The logic is then simulated with dedicated software

Modelsim by Mentor Graphics. The responses of the gateware can be compared with

text-files that contain the response from the emulator. These modules that allow testing

of parts of the algorithm are referred to as test-benches and the text-files that contain

input or expected emulator input are called test-patterns in the following.

Furthermore, the functionality has to be tested when the gateware is placed into the

FPGA. To allow these tests, special memory blocks are available that can be configured

to supply the algorithm logic with simulated input data and read out the results. These

buffers can also be used to load text-files that contain the expected results and send

them via optical fibre to another processing board. With this functionality, tests can be

done that can involve several stages of the trigger or one module alone. The software

allows saving the contents of these buffers to disk in text-files, which are referred to in

the following as buffer-dumps.

7.3.1 Test Sample Generation

In order to be able to produce test-patterns without being dependent on the track-

finder emulation, different options were implemented that allow the generation of fake

track-finder muon candidates, cf. fig. 7.1. One implementation takes generator level

muons from Monte-Carlo simulation which are converted into the expected input data-

format. Also, legacy track-finder data can be converted to the upgraded data-formats.
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Figure 7.1 Work flow of test pattern generation. The patterns to verify the gateware
implementation can be derived from several inputs such as Monte Carlo simulation or
legacy GMT inputs from 2012 data samples. On these inputs the µGMT emulator is
run and its output is used to derive the test patterns in two different formats.

Optionally, the muon candidates from several bunch-crossings may be placed into one

bunch-crossing to simulate the increased number of muons. For this “event overlay”, up

to three muons are collected per 60° φ-wedge and track-finder η-range. Additionally, the

µGMT emulator can be run in the chain of emulation that also includes the track-finder

emulators which then generate the expected input for the µGMT.

In any case, these input data are added to the event record and the emulator is run.

This produces the expected output, which in turn is placed in the event-record and

saved to disk in ROOT files. In a final and fast step, these files are read to produce

the test-patterns that are used in the test-bench and hardware tests. For the former,

test-patterns are generated for each independent logical step of the algorithm, including

the serialisation at the input to the algorithm and de-serialisation at the output.

7.3.2 Hardware Tests

Through the previously mentioned specialised buffers, it is possible to provide patterns

to the algorithm gateware when it is placed in the FPGA. This allows to test the trigger

algorithm in the same configuration as it will be run during physics data taking. While

the test-benches allow testing the basic implementation of the algorithm in HDL, they

do not allow to check whether the timing of the electronic signals is correct. Therefore,
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Figure 7.2 Example of emulator and hardware comparison. Each bit of the 64 bit
words that represent the muons sent to the µGT is compared and in case of a mismatch
highlighted. In this example, errors in bit 32 were found for muons that were ranked
as first and second by the µGMT sorting algorithm.

this additional test in the actual chip is important to verify the functionality of the

algorithm.

For this test, the hardware algorithm is provided with the same input patterns as the

emulator was. The test patterns are run through the algorithm gateware and the muons

after the first sorting stage, the selected final muons and the assigned ranks are read out

from the hardware. All of these are then compared and checked to be identical between

hardware and emulator, identical meaning that the integral values of all previously

described properties match between the two sets.

Comparing the two samples amounts to checking whether the reported 64 bit words are

identical for emulation and hardware. However, it can be useful to have a graphical

representation of this information. Fig. 7.2 shows such a representation for the final

muons. The bins in the histogram indicate whether a mismatch in a given bit was

found, in this example errors were found in bit 33 of the first two muons.

7.3.3 Results

The hardware results were checked against the results of the emulator at this bit-by-bit

level for all main parts of the algorithm. At the time of writing, the exact nature of the

track-address based cancellation algorithm was still under discussion. Therefore, this

part of the algorithm was not possible to be tested. Testing was performed on several

Monte Carlo samples, including an extended test in which 10000 events are run and no

error is encountered. Samples are selected that have muons in the final state, such as

top anti-top production, Z-boson production and W -boson production. Additionally,

to stress-test the sorting algorithm, muon candidates from several events were merged

into one to simulate a full occupancy of the µGMT inputs.

The implementation of the isolation algorithm using the energy ratio discussed in section

4.5 was still in development and was not yet tested. The default isolation algorithm

with absolute and relative isolation and using the extrapolation was tested and found to
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agree between emulation and hardware implementation. Lastly, the sorting algorithm

and coordinate based cancellation were tested and were also found to agree in all events.





8 Conclusion

With the upgrade of the LHC to reach the design collision energy and higher luminosities,

changes to the triggering scheme of the CMS experiment have become necessary. To

achieve a similar event rate suppression while keeping signal events with high efficiency,

the hardware-based first level trigger is being upgraded.

The three muon detectors (DT, CSC and RPC) of CMS provide information to the

level-1 muon trigger. An essential part of this muon trigger is the Global Muon Trigger

which combines the information from the three muon track-finder systems of CMS.

This thesis presented the new approach in the upgraded muon trigger, in which the

information of the muon systems is combined as early as possible in the track-finders.

Another new feature of the upgraded trigger is the possibility of information exchange

between the calorimeter and muon trigger systems allowing the introduction of isolation

algorithms in the µGMT. The concept of the Micro-Global Muon Trigger (µGMT) is

therefore very different from its legacy counterpart. The main task is to select the 8 best

muon candidates from the up to 108 input muon candidates and assign the isolation.

A crucial part of successful physics data taking is the ability to ensure the correct

functioning of the trigger. Monitoring tools were designed and implemented that are

used throughout the upgraded level-1 trigger. Additionally, the necessary configuration

software for the upgraded Global Muon Trigger was developed. In particular, it allows

to efficiently change parts of the algorithm that use look-up tables.

Throughout the level-1 trigger project, emulators are used to test new variations of the

existing algorithms without an impact on data taking. The emulators are essential for

the trigger operation and commissioning. The µGMT emulator, implemented in the

CMS software framework, was used for tests and verification during the development

of the gateware implementation. Furthermore, it was used to estimate the expected

performance of the trigger as presented in this thesis. Ways of suppressing the level-1

accept rate by doing a selection based on the quality of input muons was discussed and

found to reduce the rate by up to a factor of 3 in some detector regions with a loss of

efficiency of a few percent.

A muon isolation algorithm within the level-1 context was presented. It allows to reject

muons produced as subsequent states in a hadronic decay. The calorimeter trigger data

is used to calculate a ratio of the energy deposited by the muon itself and any deposits

around it. The available granularity of calorimeter energy information requires to restrict

usage of this isolation variable to |η| < 1.8. Applying a threshold on the ratio yields a

reduction of the event rate by a factor of two in the aforementioned η region. At the
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same time, the efficiency loss for identification of muons from Z boson decays can be

kept within a few percent. Challenges in the implementation of this algorithm in the

level-1 hardware trigger, such as bandwidth limitations, were discussed and solutions

presented.

During 2015, commissioning of the µGMT and the other components of the trigger

upgrade started. The signals from the detector electronics were split to be received

both by legacy and upgraded trigger. This allowed to start tests of the trigger with

measurements of muons passing through CMS.

The commissioning will be finished in the beginning of 2016 and the upgrade will very

likely be used as the default trigger system in the remainder of run-2. In the begin-

ning of data taking in 2016 the µGMT will run without the final isolation algorithm.

The decision was taken that the priority for initial commissioning will be the sorting

and cancellation algorithms of the µGMT. However, the necessary connection between

calorimeter trigger and µGMT was installed and tested. This allows the algorithm to

be introduced as soon as the implementation of the isolation algorithm in gateware is

finalised.
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communication and level-1 trigger group meetings.

[40] K Compton, S Dasu, A Farmahini-Farahani, S Fayer, R Fobes, et al. The MP7 and

CTP-6: multi-hundred Gbps processing boards for calorimeter trigger upgrades at

CMS. Journal of Instrumentation, 7(12):C12024, 2012.

[41] D Acosta, G Brown, A Carnes, M Carver, D Curry, et al. The CMS Modular Track

Finder boards, MTF6 and MTF7. Journal of Instrumentation, 8(12):C12034, 2013.

[42] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, et al. The automated

computation of tree-level and next-to-leading order differential cross sections, and

their matching to parton shower simulations. JHEP, 07:079, 2014. doi: 10.1007/

JHEP07(2014)079.
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