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Abstract

Experiments have studied heavy ion collisions with the aim of creating and studying
a new state of matter, the Quark Gluon Plasma (QGP). In this state of matter,
quarks and gluons are not confined to hadrons but behave as free particles. The
theoretical background is described, including some expected signatures of the QGP.

Some previous experimental results are also discussed.

Two analyses are presented. The first analysis involves the measurement of the
yield of the =~ particle in p-Be collisions at 40 GeV/c at NA57, with the aim of
measuring strangeness enhancement, a proposed signature of the QGP. The =~ yield,
measured in this analysis, is compared to the previously obtained yield in Pb-Pb.

It is shown that =~ production is enhanced in heavy ion collisions.

The second analysis investigates the prospects for p° measurement at the future
ALICE experiment. Measurement of p° mass, width and yield may provide informa-
tion on the state of matter created in the collision. This thesis describes the methods
used to carry out this analysis and the systematic and statistical errors involved in
the measurement. It is shown that ALICE is potentially capable of measuring the

p® properties in pp and Pb-Pb collisions.
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which describes the transverse mass distribution of the == particles.

My analysis of the p° at the ALICE experiment required the development of my
own software. I developed and used my own fast simulation routine, described in
chapter 5. This involved investigating the properties of events generated using the
standard ALICE detector simulation and reconstruction software in order to deter-
mine what approximations could be reasonably made. This fast simulation routine
was then used, together with the existing PYTHIA and HIJING event generators,

to generate a large sample of pp and Pb-Pb events. 1 also developed the software
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used to process these simulated events to reconstruct the p° signal.

I then used this software in the p° analysis described in chapter 6. I investigated
various methods of subtracting background and fitting a p" to the reconstructed
invariant mass spectrum. [ also investigated the sources of statistical and systematic
errors which may affect the measurement. I showed that measurement of p° at

ALICE should be possible in both pp and Pb-Pb collisions.
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Chapter 1

Theory

1.1 Introduction

Results from GeV/fm? high energy scattering experiments [1] have revealed that
protons and neutrons, which make up nuclei, are composed of pointlike particles
known as quarks. They are bound together by the strong interaction, which acts by
gluon exchange as described by the theory of Quantum Chromodynamics (QCD).
The strong interaction appears to have the property of confinement, which prevents
free quarks from being observed and restricts strongly interacting matter to “colour-
less” combinations of quarks. Under normal conditions in nuclear matter, nucleons
behave as separate, individual objects, with their internal structure not apparent.
However, QCD predicts that a phase transition to a state of deconfined quarks and
gluons will occur in hadronic matter at high temperature or density [2]. The goal
of heavy ion experiments is to create and study this state of matter, known as the

Quark-Gluon Plasma.

The study of this state of matter provides a test of QCD, particularly of the
non-perturbative aspects of QCD which are not well understood, furthers the un-

derstanding of the behaviour of the strong interaction and has relevance to cosmology



and astrophysics [3, 4]. It is believed that the universe existed in a QGP state up
to 10 microseconds after the Big Bang, and it is also suggested that neutron stars
may provide suitable conditions for formation of a deconfined state due to the very

high density of their cores [5].

1.2 Quantum Chromodynamics

The strong interaction is described by the theory of quantum chromodynamics
(QCD) [6]. QCD has some similarities with the theory of the electromagnetic inter-
action, quantum electrodynamics (QED). QED describes the electromagnetic force
as due to the exchange of massless, neutral photons, and QCD describes the strong
force as due to the exchange of massless gluons. However, whereas the photon has
no electric charge, the gluon carries strong (colour) charge. Therefore, unlike the
photon, gluons can self-interact, which leads to the qualitatively different behaviour

of the strong interaction.

1.2.1 Renormalization and running coupling constants

The amplitude for a particular interaction in a quantum field theory such as QED is
conventionally calculated by applying perturbation theory, with the different terms
conveniently represented by Feynman diagrams. For example, considering the first-
order term only, the diagram for electron-muon scattering in quantum electrody-
namics (QED) is shown on the left in figure 1.1. However, higher order terms exist,
such as that shown on the right in figure 1.1. These higher-order diagrams must
be taken into consideration if correct results are to be obtained from the theory.
Furthermore, some of them are divergent, and lead to corrections of infinite size.
Fortunately, these problems can be dealt with by a procedure known as renormal-

ization.



u u u u

Figure 1.1: Feynman diagrams for electron-muon scattering, with the tree-level diagram

on the left and a higher order correction from the vacuum polarization on the right.

Renormalization

The renormalization procedure contains a means by which the divergences can be
removed. Typically, an upper limit is applied to the momentum that can be present
in a loop such as that shown in figure 1.1, which makes its contribution finite. Then,
a subtraction technique can be employed to allow a result to be calculated which is
independent of the cutoff chosen [7]. The results from this procedure show that the

effects of these higher-order diagrams can be understood in two equivalent ways:

e The effective charge of a particle is modified, and becomes distance dependent.
This is interpreted as “screening” by particles produced from the vacuum, and
as distance decreases, the screening effect is reduced. Screening can produce
either a decrease or an increase in apparent charge, where charge refers to the

electric charge for QED or colour charge for QCD.

e The coupling parameter, «a; is not constant, but depends on the momentum

transfer in the interaction.



For the electromagnetic interaction, the modification of the coupling constant is
relatively small - s, increases from about 1/137 at low energy to about 1/130 at

the Z° mass [7].

The running coupling constant a; and asymptotic freedom

Similar higher order Feynman diagrams exist in QCD, for example, a quark may
emit a gluon which forms a ¢¢ pair. However, the gluon self-interaction in QCD

means that gluon loops can also exist, such as the loop shown in figure 1.2. These are

Figure 1.2: A gluon loop in QCD.

responsible for o, decreasing rather than increasing with increasing Q? or decreasing
distance [7]. As Q* becomes large, the effective a tends to zero as shown in figure

1.3. This is known as asymptotic freedom.

QCD predicts the energy dependence of the renormalized a;, but not the value,
which must be determined from experiment. However, once the value is known for a
given energy, it can be calculated for any other energy. The scaling is approximately
described by the equation:

Oy = el Q? (11)
(33 = 2Ny)in(F2)

where Q? is the 4-momentum transfer squared and A is known as the QCD scale
parameter, which has been determined experimentally to be approximately 200 MeV

[7].

The variation of ay with distance or, equivalently, four-momentum transfer (Q)

is of great importance in QCD physics. As shown in figure 1.3 [8], « is significantly
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Figure 1.3: Variation of the strong interaction coupling parameter a; with four momentum

transfer Q.

smaller than 1 at high Q, and perturbation theory can therefore be applied, with
the resulting physics resembling that of the electromagnetic interaction. The per-
turbative approach has been highly successful at predicting experimental results in
the regime in which it is valid. However, at low Q, «; is no longer small, and the
perturbative approach as used for QED and high-energy QCD cannot be used, as
higher order diagrams do not necessarily have smaller contributions than lower order
diagrams. In this non-perturbative regime, the behaviour of quarks and gluons is
qualitatively different and much less well understood, and appears to include fea-
tures such as confinement, described below. Consequently, it can be expected that
nuclear matter under conditions of low a, will behave quite differently to nuclear
matter under normal conditions. An indication of the energy scale at which o, ap-

proaches 1, and therefore the point at which the theory becomes non-perturbative,

is given by A.



These large values of a; can be compared with the typical value and scaling
behaviour of the electromagnetic coupling constant a,,, which is approximately
1/137 at low energy and increases slowly with Q*. Non-perturbative effects are not

seen in QED.

1.2.2 Calculations in non-perturbative QCD

Due to the difficulty in calculating the predictions of QCD in the non-perturbative

regime, various phenomenological models and numerical techniques have been used.

The MIT bag model

The MIT bag model [9] is a model of a hadron in which the quarks are free inside
the hadron and are confined by an external pressure which exists outside the hadron
region. The pressure is included by including a scalar constant B with dimensions
of energy density. Some results obtained from this model are described in section

1.3.

Lattice QCD

Lattice QCD is a numerical technique which has played an important role in non-
perturbative QCD calculations. It involves defining the space-time integral of the
Lagrangian on a discrete four dimensional space-time lattice [10]. It allows the
calculation of quantitative results directly from QCD, and has allowed calculations
relating to the QGP phase transition which were previously either not possible, or
could only be obtained from models. Some of these predictions are described in

section 1.3.1.



1.2.3 Confinement

Single photon exchange in QED leads to the familiar Coulomb potential, shown in

equation 1.2.

V)= -2 (1.2)

The confinement of quarks to hadrons is believed to be a consequence of non-
perturbative QCD. Lattice QCD calculations indicate that the potential between
two quarks in the vacuum is of the form shown in equation 1.3 [11], which resem-
bles the potential for QED but with an additional term which is proportional to

separation.
A(r)

r

V(r)=—

+ Kr (1.3)

This can be interpreted as due to the gluon self-interaction causing the field lines
to form a “flux-tube” rather than the dipole pattern seen in QED [12]. For small
r, the first term dominates and the system behaves similarly to the electromagnetic
case. At large r, the energy binding two quarks increases with separation until it
is energetically favourable to form a new quark-antiquark pair. As a result, quarks
are never observed individually but always as part of a 3 quark state, known as a

baryon, or a quark-antiquark state, known as a meson.

1.2.4 Breaking of chiral symmetry

The QCD Lagrangian exhibits chiral symmetry - for the case of massless quarks,
helicity is conserved and, for example, a left-polarized quark would remain so forever.
However, in a quantum field theory, a symmetry can be broken spontaneously even if
it is present in the Lagrangian. The vacuum state is the lowest energy state and this
may correspond to a non-zero field. In QCD, the strong attraction between ¢ and ¢
means that the formation of such pairs in the vacuum is favourable, and therefore

the vacuum state contains a ¢¢ condensate [13]. Chiral symmetry is spontaneously



broken in QCD due to the presence of this condensate. The ¢ pairs consist of a left-
handed quark and its corresponding right-handed quark. A left-handed quark can
annihilate with a left-handed antiquark from the vacuum, releasing its right-handed
partner. Therefore, the quark appears to change chirality. This has the same effect
as giving a mass to the quark, as only massive particles can change chirality in this

way [14].

1.3 The Quark-Gluon plasma

Suggestions that nuclear matter may exist in a different phase under conditions of
high density or temperature were made soon after asymptotic freedom was discov-
ered [15]. These have been based on hadron models and thermodynamic arguments.
More recently, numerical calculations have provided further reason to believe in a
transition to a state of deconfined quarks and gluons. Some of the predictions are

described below.

1.3.1 The Phase Diagram of QCD

A system of quarks and gluons can be considered statistically by considering a
temperature, T, and a baryochemical potential p, which is the energy required to
add a baryon to the system. The baryochemical potential is proportional to the
net baryon density of the system per unit volume [2]. An independent variable is
required for baryon content as baryon number must be conserved, so equilibrium
systems cannot be completely defined by their temperature. The system produced
in a heavy ion collision may have a positive net baryon density due to the baryons

present in the initial colliding ions.
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Figure 1.4: A simple phase diagram of QCD, obtained from the Bag Model, with a rough
indication of conditions reached at the Super Proton Synchrotron (SPS), the Relativistic
Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC). The values of T, at
=0 and p. at T = 0 are shown on the axes. These were obtained from lattice QCD

calculations, and are about 170 MeV for T, and about 1 GeV for pu..

Predictions of the Bag Model

The MIT bag model can be used to predict the shape of the phase boundary, and to
provide an estimate of the critical T and u. A state of a weakly interacting gas of
free, massless u and d quarks and gluons is considered. Confinement is incorporated
by including a negative pressure B given by the bag constant. Also present is the
ground state energy and the pressure due to thermal excitation. As the temperature
and density of the particles in the bag increases, the pressure increases. At certain
values of T and p, the pressure inside the bag will become greater than the external,
confining pressure, and a transition to the deconfined phase will occur. This set of
values for T and p forms the phase boundary. The critical temperature calculated
by this model for ;=0 is between 100 and 200 MeV for typical values of the bag
constant [16]. The shape of the phase diagram obtained from this model is shown

in figure 1.4.



Results from lattice QCD

The results described above are obtained considering a simplified model of hadrons.
A more rigorous set of predictions can be obtained using lattice QCD. Results from
lattice QCD suggest a phase transition to a state of deconfined quarks and gluons
at a temperature of approximately 170 MeV and energy density of the order of
1 GeV/fm? [17]. Figure 1.5 [17] shows the energy density divided by the fourth
power of temperature as a function of temperature. For blackbody electromagnetic
radiation, the quantity ¢/T* is a constant. The lattice results shown in figure 1.5
indicate that a rapid increase in € /T* occurs at about 170 MeV, and that the quantity
stays constant above this. This suggests an increase in the number of degrees of
freedom of the system, i.e. a transition from hadrons to deconfined quarks and
gluons. However, as shown in figure 1.5, the value that is reached is less than the
Stefan-Boltzmann value for ideal behaviour, indicated by the arrows on the right of
figure 1.5. This suggests that there are still interactions between quarks and that

they are not totally free particles.
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Figure 1.5: Energy density divided by the fourth power of temperature as a function
of temperature, obtained from lattice QCD calculations. The values for ideal Stefan-

Boltzmann behaviour are shown by the arrows on the right.
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Lattice QCD has also provided information on the phase boundary in x4 and T.
The transition is expected to occur, for = 0, at a temperature of about 170 MeV.

For T=0, the transition occurs at a p of the order of 1 GeV [18].

1.3.2 Chiral symmetry restoration

The transition to the QGP phase is expected to result in the partial restoration
of chiral symmetry. As conditions move into the perturbative region of QCD, the
formation of the ¢¢ condensate becomes unfavourable. Results from lattice QCD
indicate that the value of < 1)) > drops rapidly around a critical temperature,

which coincides with the temperature at which deconfinement appears to occur [13].

As the chiral symmetry breaking in QCD is responsible for most of the quarks’
masses, its restoration will result in a decrease of the quark masses to their “bare”
values. These values are a few MeV/c? for the u and d quarks and about 80-150

MeV /c? for the strange quark [19].

1.3.3 Conditions under which the QGP may exist

The Universe immediately after the Big Bang is believed to have been in a state
of high T and low u, as the number of particles and antiparticles was nearly equal.
These conditions are also probed by the higher energy heavy ion collisions. In lower
energy heavy ion collisions, some of the quarks in the colliding nucleons are present
in the central fireball and, therefore, there is an asymmetry between particles and
antiparticles. Neutron star cores have a very high density, so there is the potential
for the formation of a deconfined state of matter at high baryochemical potential

and low temperature [5].
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1.4 Heavy Ion Collisions

1.4.1 QGP in Heavy Ion Collisions

A Pb-Pb collision at sufficiently high energy should result in the formation of the
QGP. Heavy ions such as lead are preferred as the resulting fireball is larger and
longer lived than for lighter ions. After formation, the QGP fireball expands and
cools rapidly due to its very high pressure. This happens at a speed of the order of
the speed of light [2]. The timescale of interactions is, therefore, on the same scale
as the time taken for light to travel the radius of a nucleus, which is of the order of
1072 seconds. The exact timescale depends on the energy of the collision, and is
expected to be longer at the LHC than at the SPS. It is expected this is sufficient
time for the quarks and gluons to reach thermal equilibrium [2]. When the fireball
has expanded and cooled, the system undergoes a phase transition to the hadron gas
phase, and the quarks and gluons enter a confined state and form hadrons. After
the transition to a hadron gas, further development can be characterised by two
freezeout stages - chemical freezeout, where inelastic collisions cease, and thermal

freezeout, where all interactions between particles cease.

The fireball lifetime is too short for direct observation, but a number of signatures

of the QGP have been proposed, some of which are described in section 1.5.

1.4.2 Heavy Ion Kinematics

It is useful to define the variable rapidity as shown in equation 1.4, where E is the

energy of a particle and p; is its longitudinal momentum.

E—l-pz]
E—p

y = %m l (1.4)

The rapidity is a quantity which is shifted by a fixed amount under a longitudinal

Lorentz boost. The shape of a rapidity distribution is unchanged by transformation

12
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Figure 1.6: A simple model of the rapidity distribution of particles in the centre of mass
frame for a heavy ion collision, with the QGP fireball at central rapidity and the projectile

fragmentation regions at high rapidity.

between frames. Figure 1.6 gives an approximate rapidity distribution for a heavy
ion collision at a colliding beam experiment. The QGP is expected to be formed
in the central rapidity region, and the two peaks at large positive and negative

rapidities are related to production associated with the projectile nuclei.

A fixed target experiment’s rapidity distribution in the lab frame will have the
same shape but will be shifted to positive rapidity. For higher energy beams, the
difference in rapidity between the ions is larger. The large peaks at the sides are
due to particle production in the projectile nucleons, which continue at somewhat
reduced energy after the collision. The QGP fireball is produced at central rapid-
ity, so it is this region which is of most interest. The WA97 [20] and NA57 [21]

experiments were designed to study the central rapidity region.

The quantity pseudorapidity is sometimes used, particularly when discussing

detector acceptance and efficiency. It is approximately equal to rapidity for highly

13



Figure 1.7: An example of a collision of two lead nuclei with impact parameter b. The

“wounded nucleons” are shaded in black.

relativistic particles, and is defined as:

1 p‘i‘pl]
=—1In 1.5
=1 [p_pl (15)

.- »”

where 6 is the angle relative to the beam axis. Therefore, the pseudorapidity is a

which is equivalent to:

function of angle only, and hence can be readily related to the detector geometry.

Collisions between two large ions rarely involve all the ions’ nucleons, as demon-
strated in figure 1.7. It is the central rather than peripheral collisions which result
in conditions suitable for QGP formation, as peripheral collisions are less likely to
produce suitable temperatures and energy densities, particularly at the relatively
low collision energies at the SPS. The centrality of a collision is related to the num-
ber of “wounded nucleons”, i.e. the number of primary collisions. By looking at the

variation of QGP signatures with centrality, the onset of QGP can be investigated.
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1.4.3 Heavy lon Experiments

Many experiments have searched for the QGP by studying heavy ion collisions.
Fixed target programmes have existed at the Brookhaven AGS and the CERN SPS.
More recently, experiments at the RHIC colliding beam facility have made use of
Au-Au collisions with a centre of mass energy an order of magnitude larger than at

the CERN fixed target experiments. Some relevant SPS experiments were:

e WA97 and NA57 [21] which investigated strangeness enhancement. Some re-

sults from these experiments are presented in this thesis.

e NA49, which also studied strangeness enhancement over a wider acceptance

but with lower statistics.

NA45 [22], which investigated dielectrons and, for later runs, charged hadrons.

e NA50, which investigated .J/¥ suppression by measuring dimuons.

WA98, which investigated direct photons.

Pb-Pb collisions at the SPS energy are thought to have probed the phase bound-
ary for the QGP transition, shown in figure 1.4. Signatures such as strangeness

enhancement and J/WU suppression, described in detail below, were visible.

The factor of 10 increase in centre of mass energy available at RHIC should result
in conditions above the phase boundary. In addition, hard probes are produced in

“y

sufficient quantity to allow their use in QGP investigations. For example, “jet
quenching” has been observed [23], where the energy of high p; particles is absorbed
in the medium. The RHIC experiments are STAR [24], PHENIX [25], PHOBOS

26] and BRAHMS [27].

ALICE at the CERN LHC is a multipurpose detector designed to investigate the
full range of QGP signals [28]. The LHC will collide lead ions at a centre of mass

15



energy of 5.5 TeV per nucleon. The resulting fireball is expected to be far larger,
hotter and longer lived than that at the SPS or RHIC, and will result in a much
larger number of particles produced per collision [29]. Hard probes will be produced

in abundance, and signatures such as direct photons should be measurable.

1.5 Signatures of the Quark-Gluon Plasma

1.5.1 Introduction

The QGP state cannot be observed directly, but various observable signatures have
been proposed which would indicate the formation of a QGP and allow its study.
The observables of particular relevance to the analysis described later are weakly
decaying strange particles, for measuring strangeness enhancement, and strongly-
decaying resonances. These are described in detail below. Some other signatures for

which results have been obtained are described more briefly.

1.5.2 Strangeness enhancement

Enhanced production of strange baryons such as the A (uds) or = (dss) is predicted
if a QGP is formed in heavy ion collisions [30]. As a consequence of chiral symmetry
restoration in the QGP, described in section 1.2.4, the masses of the quarks reduce to
their bare values. The mass of the strange quark reduces from around 550 MeV /¢? to
between 80 and 150 MeV /c?. The temperature of the QGP transition, by contrast,
is believed to be over 150 MeV, and so abundant and rapid production of ss pairs

should take place by reactions involving free quarks and gluons, for example:
gg — S§ (1.7)

The Feynman diagram for this process is shown in figure 1.8. Strangeness produc-

tion is expected to approach equilibrium within the lifetime of the fireball [30]. As
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Figure 1.8: Feynman diagram showing strange quark production by gg fusion.

the plasma expands and undergoes a transition back to the hadron gas state, hadro-
nisation occurs and the strange quarks appear in strange hadrons such as K’ and
As. Strangeness is conserved as the fireball lifetime is too short for weak interactions

to occur.

By contrast, in the non-QGP scenario, production must proceed via hadronic
channels such as:

pp — pKTA (1.8)

This requires an energy input of approximately 700 MeV, as compared to about 300
MeV required for the process shown in equation 1.7 with a strange quark mass of
150 MeV/c?. This means that the production of strangeness in a hadronic system
is much slower, as few of the colliding particles will be sufficiently energetic, further
reducing the strangeness produced, particularly in lower energy collisions such as at
the SPS. This effect is even larger for doubly and triply strange particles such as =

and €2, as a series of interactions is necessary to produce them.

To allow the change in strangeness to be measured, an enhancement factor was
defined. The yield of a species of strange particle, such as A, in a Pb-Pb collision
was divided by the number of projectile nucleons which participate in the collision,
known as wounded nucleons. The number of wounded nucleons is larger for a more
central collision. The result was then normalised to the yield of that strange particle

species per wounded nucleon in the reference p-Be collision.
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This strangeness enhancement in the QQGP can be observed by measuring the
yields of particles containing strange quarks, such as the A (uds), = (dss) and € (sss).
This model predicts that the degree of enhancement will increase with increasing
strangeness content, so the enhancement for = is expected to be greater than the

enhancement for A.

Production of particles of higher strangeness should be enhanced more in the
QGP than those of lower strangeness, and therefore a “hierarchy” should be ob-
served, with doubly strange particles such as == being enhanced more than singly

strange particles such as A°.

Quarks are fermions, and so are subject to the Pauli exclusion principle. Produc-
tion of a large number of identical quarks in a small region is therefore suppressed,
as the quarks must be produced in higher energy states. This makes strangeness
production in the QGP even more favourable than would be expected from chiral
symmetry restoration alone. This effect, known as Pauli blocking, is larger for lower
energy collisions, such as those at the SPS, where the fireball contains a significant

fraction of the quarks from the original nucleons [30].

Strangeness enhancement in Pb-Pb collisions has been confirmed by the WA97
experiment at a beam energy of 158A GeV/c. The results are shown in figure
1.9 [31]. As expected, enhancement is present for all strange particle species, with
enhancement increasing with increasing strangeness, which agrees with predictions

for strangeness production in a QGP.

Strangeness enhancement has also been observed in Au-Au collisions at the
STAR experiment at RHIC at a centre of mass energy of 200 GeV per nucleon.
The results are shown in figure 1.10 [32]. The observed enhancements are similar

for STAR and NA57, with the exception of the A.

Strangeness enhancement is also expected to be observed for the LHC, as it has

been at the SPS and RHIC. Measurements at ALICE will investigate enhancements
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Figure 1.9: Enhancement of strange baryon production in 158A GeV/c Pb-Pb collisions
at the WA97 experiment, normalised to the yield in 158 GeV/c p-Be collisions.

in hotter and longer lived systems than have previously been created.

1.5.3 Canonical suppression

It has been suggested that an enhancement of strange particle production will be
present in heavy ion collisions even in the absence of a QGP due to the increase
in system size [33]. A large system may be modelled using the grand canonical
ensemble, where conservation laws are true on average. For small systems, the
canonical ensemble must be used, and this introduces a suppression factor which is
a function of temperature and volume. As the system becomes larger and hotter,
the difference between the canonical and grand canonical predictions tends towards
zero. It has been suggested that this effect can account for the observed enhancement

without assuming a Quark-Gluon Plasma.

However, the canonical suppresion model predicts a decrease in strangeness en-
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Figure 1.10: Comparison of strange particle enhancements in heavy ion collisions at STAR
and NAS7. Npgm refers to the number of participant nucleons, where “participant nu-

cleon” is defined in the same way as “wounded nucleon”, which is the term used elsewhere.

hancement with collision energy. For example, it predicts a significantly lower en-
hancement for the high energy SPS result than for the low energy SPS result, as
shown in figure 1.11 [33]. However, the observed enhancements are similar for all en-
ergies [34]. Additionally, it predicts an enhancement which is independent of number
of participants for N, greater than 100, whereas the data indicates an increase in
enhancement with increasing centrality. Given these discrepancies, this model does
not appear to account for the observed enhancement, and so strangeness enhance-
ment can still be considered a valid piece of evidence supporting the formation of a

QGP.
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Figure 1.11: Canonical suppression model prediction of centrality dependence of =~ en-

hancement in Pb-Pb collisions at different collision energies.

1.6 Resonances as QGP probes

1.6.1 Introduction

The weakly decaying strange particles, described above, can provide some infor-
mation about the state of matter created in the collision. However, there is the
potential for additional information to be obtained by studying particles with life-
times similar to the lifetime of the fireball. Strongly-decaying resonances such as
the p°, ¢ or K% satisfy this requirement. As they can decay inside the medium,

different information can be obtained than from longer lived particles. For example:
e Their decay particles may be rescattered in the medium, reducing the observed

yield. This magnitude of this rescattering depends on the properties of the

medium.
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e The resonance mass, width or line shape may be modified in the medium. The
nature and size of such modification may provide information on the conditions

produced in the collision.

These are described in more detail below.

1.6.2 Daughter particle rescattering

The measured yield of resonances is sensitive to properties of the medium. The
decay tracks from a resonance decay are produced in a dense environment, and so
they may undergo scattering. If this occurs, the reconstructed invariant mass for
the resonance that produced the tracks will be incorrect, and so the resonance signal
will be “smeared out”. The magnitude of this rescattering depends on the nature of
the medium, the nature of the decay particles, the density of the medium and the

time scale involved.

Resonances which are composed of a quark and its anti-quark, e.g. p and ¢ can
decay into dileptons as well as by the much more likely hadronic channel. Leptons do
not couple to the strong interaction, so rescattering must be electromagnetic and is
therefore expected to occur at a much lower rate. Therefore, the degree of daughter
particle rescattering is expected to be much lower for the leptonic decay channel.
Consequently, this channel can, in principle, be used to measure the total resonance
yield, and to probe all stages of the interaction. By contrast, the hadronic channel
can only allow reconstruction of resonances from the later stages of the system.

Therefore, the observed p° yield may depend on the decay channel.

1.6.3 Modification of resonance properties in a medium

Particle properties such as mass, width and line shape may depend on the particle’s

environment, and so may be modified from their values in the vacuum. Particles
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with short lifetimes, therefore, may allow the observation of modifications due to
the medium created in a heavy ion collision. Various mechanisms which can cause
observable modifications have been proposed. For example, the restoration of chiral
symmetry may reduce the ¢ mass, giving rise to an additional peak at lower mass

in the dilepton invariant mass spectrum [35].

There have been various theoretical predictions of the effects of the phase transi-
tion on the p° mass. Increase in the width is a common feature [36, 37, 38, 39, 40, 41],
but predictions of the mass under such conditions vary. Predictions of a decrease

[36, 42], an increase [38] and no change [39, 40] all exist.

Measurements of resonances which decay earlier on in the more extreme condi-
tions may be carried out using the leptonic decay channel, whereas the hadronic
channel allows the measurement of resonance properties in the later, more dilute
stages of the system. Additionally, the observed resonances come from different
times of the fireball depending on their lifetime [43]. Therefore, the properties of
longer-lived resonances will reflect later stages of the collision system than those of

shorter-lived resonances.

1.6.4 Resonances as a probe of time evolution of the fireball

Resonances can provide information about the later states of the evolution of the
collision system. Statistical models have been used to fit the observed yields of reso-
nances and long-lived particles. The yields of long-lived particles are well described
by a statistical model, but yields of resonances are not [44]. This can be explained
by the short lifetime of the resonance. The relative abundances of particle species
are determined by conditions at chemical freezeout. However, further interactions
may take place after chemical freezeout but before thermal freezeout. If a resonance
decays in this region, its decay tracks may be rescattered and the observed yield will

be lower. Similarly, regeneration of resonances from these interactions may act to
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increase the observed yield [44, 43]. Measurements of resonance yields can therefore

be used to investigate the time between chemical and thermal freezeout.

1.6.5 Previous resonance results

Measurements of p°(770)

The NAG60 experiment at the CERN SPS has measured p — g~ in In-In collisions
of varying centrality with a beam momentum of 158 GeV/c per nucleon [45]. After
the subtraction of combinatorial background and known meson decays, the p peak

is clearly visible. A broadening of the p is observed when going from peripheral to
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Figure 1.12: Comparison of excess dimuon mass spectra at NA60 after subtraction of
background and known meson contributions. The left plot shows the p° in peripheral

In-In collisions, and the right plot suggests a broadened p in more central collisions.

more central collisions, as shown in figure 1.12 [45], but there is no indication of
a mass shift. The results are most consistent with the Rapp/Wambach in-medium

broadening of the p° [45, 39, 40].

The STAR experiment at RHIC has measured p — 777 in p-p and peripheral
Au-Au collisions [46]. A mass reduction of 70 MeV/c? is observed in Au-Au collisions
at low p;, compared a mass reduction of 40 MeV/c? in pp as shown in figure 1.13

[46]. The mass shifts appear to reduce at large p;, which is consistent with a greater
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Figure 1.13: p mass as a function of transverse momentum, as measured in the 7t~

decay channel at the STAR experiment.

probability of the p decaying later and in less extreme conditions. However, there is
no explanation as to why the measured p° mass in pp collisions is so different from
that measured at other experiments. Until this is clearly understood, this result

should not be considered conclusive.

The NA45 experiment measured dielectrons in heavy ion collisions at the CERN
SPS, and observed an enhancement of low-mass e™e™ pairs [47, 48]. Modification of
the p was suggested as an explanation, and the results were compared with models

for p° modification [48]. However, no clear interpretation was apparent.

Measurements of ¢

The NA49 experiment has measured ¢ production in the ¢ — K™K~ channel [49],
and the NA50 experiment has measured it in the ¢ — p*p~ channel [50]. The yield
of the ¢ measured in the dilepton channel, after correction for branching ratio, is
larger, by a factor of two to four, than the number measured in the hadronic channel.

If correct, this supports the idea of daughter re-scattering.
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The NA45 experiment has measured ¢ production in Pb-Au collisions at the
SPS in both hadronic and leptonic decay channels [51]. The measured yield was
the same in both channels, and is consistent with the result measured at NA49 but

inconsistent with the result from NA50 [51].

The PHENIX experiment has measured ¢ production in the K™K~ decay chan-
nel at RHIC in Au-Au collisions at a centre of mass energy of 200 GeV per nucleon

[52]. No deviation of ¢ mass or width from the PDG values was observed.

The set of results which have been obtained for the ¢ so far do not lead to
any conclusive interpretation. A particular problem is the inconsistency between
the NA50 result and those from NA45 and NA49. PHENIX’s observation of an
unchanged mass or width as measured by the hadronic channel is contrary to some
predictions [52], but the hadronic channel can only investigate the later stages of

the collision.

1.6.6 Other signatures

Jet quenching

The initial interactions in a high energy collision may result in the formation of
high momentum quarks. As quarks are confined under normal conditions, they will
then fragment into hadrons, with the momentum of the resulting group of hadrons
being equal to the momentum of the initial quark. Therefore, a high momentum
quark produced in a collision appears as a “jet” of particles. The requirement for

the conservation of momentum means that jets are formed back-to-back in ¢.

A quark-gluon plasma consists of a large density of colour charges. A coloured
object passing through this medium will lose energy by gluon radiation, in the same
manner as an electrically charged particle passing through a region of dense electri-

cal charges will lose energy via bremsstrahlung [53]. Therefore, a high-p, coloured
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particle will lose energy as it travels through the QGP medium, and consequently
the momentum of the resulting jet will be reduced. Therefore, suppression of jet
production may indicate QGP formation. In the hadron gas medium, the hadrons
are colourless and so the energy loss is expected to be much weaker. Model predic-
tions suggest that the energy loss in a QGP is an order of magnitude larger than in

cold nuclear matter [53].

Results from the STAR experiment suggest that such suppression is present in
central Au-Au collisions. The highest p; particle in an event is selected and defined
to be at ¢ = 0. The distribution of the angles of the other particles satisfying a
minimum p; criterion is shown in figure 1.14 [54]. It can be seen that the number
of high p, particles with ¢ around 180 degrees is greatly reduced in central Au-Au
collisions. This could be a result of the away-side jet travelling further through the
medium and consequently losing its energy, and appearing as particles with p; too
low to be included in figure 1.14. Additionally, measured values of the normalised
production of tracks in central Au-Au collisions show a suppression relative to d-Au

which is particularly marked at high p; [54].

J /U suppression

A quark-gluon plasma contains a high density of colour charges. In such a medium,
a quark will effectively see a reduced colour charge from a distant quark due to
the effect of Debye screening [55]. The J/¥ is a meson consisting of ¢¢ and has a
large binding radius. If the Debye screening length is small compared to the binding
radius, the ¢ and ¢ quarks will effectively no longer see each other and the bound
state will break up. At SPS energies, the high mass of the charm quark means that
little production takes place in the QGP, and so almost all of them are produced in
the initial collision. It has been therefore been suggested that, if a QGP is formed,
the J/W yield will be suppressed relative to the yield in elementary particle collisions

[55].
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Figure 1.14: Azimuthal distribution of high-p, particles measured at the STAR experiment,

showing the disappearance of the corresponding “back-to-back” peak in central Au-Au

collisions.

The NA50 experiment has measured J/¥ in heavy ion collisions in the dimuon

channel. It was observed that J/W production was suppressed in heavy ion collisions

in moderately central to central collisions, as compared to a pp reference [56].
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Chapter 2

Experiment

2.1 The CERN accelerator complex

The particle physics laboratory CERN has a complex of particle accelerators of
varying energies. These produce beams for use directly in fixed target experiments
or to feed into other accelerators for further acceleration and collision. This network
of accelerators is shown in figure 2.1. For the analyses in this thesis, the Super Proton
Synchrotron (SPS) and Large Hadron Collider (LHC) are of primary interest, and

acceleration of both protons and lead ions is of importance.

Acceleration of protons begins in a linear accelerator, LINAC 2, shown in figure
2.1. After acceleration to 50 MeV /c, the protons are fed into the Proton Synchrotron
Booster (PSB) and then into the Proton Synchrotron (PS). On leaving the PS, the

protons are sent to the SPS, which is described in the next section.

Acceleration of lead ions begins in LINAC 3. At this stage, the ions are only
partially stripped of electrons. After leaving LINAC 3, the ions are passed through
a metal foil to further strip electrons from the lead ions, resulting in Pb*53. As for

protons, the ions are then passed through the PSB and the PS, and on leaving the

29



PS are passed through a final stripper foil, which produces the fully stripped ions
[57]. They are then injected into the SPS for further acceleration.

2.1.1 The Super Proton Synchrotron (SPS)

The SPS is a proton and heavy ion accelerator with a 9 km circumference, capable
of accelerating protons to a momentum of 450 GeV/c and lead ions to a momentum

of 158 GeV /c per nucleon.

It has been used as a collider in itself, known as the SppS, as an injector for
other accelerators such as the Large Electron-Positron Collider (LEP) and the Large
Hadron Collider (LHC) and as a beam source for fixed target experiments in the
North Area and West Area experimental halls as shown in figure 2.1. The NA57
fixed target experiment, based in the North Area, used the proton and lead beams

from the SPS.

2.1.2 The Large Hadron Collider (LHC)

The LHC is a high energy hadron collider at CERN, and will produce both proton-
proton and heavy ion collisions. The energy of the p-p collisions, 14 TeV, is more
than 7 times as large as at the Tevatron, the next highest energy p-p collider. The
energy of the Pb-Pb collisions, 5.5 TeV per nucleon, is more than 25 times larger

than the energy of the Au-Au collisions at RHIC.

Accelerated protons or ions are transferred from the SPS to the LHC ring, as
shown in figure 2.1. The particles circulate in the LHC, guided by superconducting
magnets which produce an 8.4 T field, and are accelerated further to their final
energy. Collisions are produced at four interaction points. The detectors are con-
structed around these interaction points, and are marked on figure 2.1 as ALICE [58],

ATLAS [59], CMS [60] and LHC-b [61]. Close to the interaction points, quadrupole
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magnets are used to focus the beams into a small cross-sectional area to increase the
probability of interaction. Table 2.1 shows some of the expected collision systems,

energies and luminosities that will be produced at the LHC.

Table 2.1: Some collision systems studied at the LHC.

Collision system | Energy Luminosity / em™2s7!
pp 14 TeV 103* (ATLAS/CMS)
PP 14 TeV | <3.0 x 10 (ALICE) [62]
Pb-Pb 5.5A TeV ~ 1077 [62]

ATLAS and CMS are primarily intended to search for previously undiscovered
heavy particles, such as the Higgs boson and supersymmetric particles. LHC-B is
a dedicated B physics experiment designed to look for CP violation by studying B
meson decays. These experiments primarily study proton-proton collisions. ALICE
is primarily intended for the study of heavy ion collisions, but it will also be used to
study pp collisions, and is described in section 2.3. Proton-proton collisions will be
studied at ALICE to use as a comparison for Pb-Pb collisions, and also to investigate

pp physics in its own right.

2.2 The NA57 Experiment

The NAS7 experiment [21] was a fixed target experiment at the CERN SPS which
studied the production of strange hadrons in heavy ion and more elementary colli-
sions. It was the successor to the WA97 experiment, and was intended to extend
the search for strangeness enhancement to less central Pb-Pb collisions and to lower
beam energies. The layout of the NA57 experiment and the NA57 coordinate sys-
tem are shown in figure 2.2. The beam travelled in the 4+x direction, and the tracks

were bent in the x-y plane by the magnetic field, described below. Data from p-Be
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Figure 2.2: The NA5T apparatus as set up for p-Be collisions. The silicon telescope was

40 cm from the target at angle « to the beam.

and Pb-Pb collisions were taken between 1998 and 2001. These have been analysed

separately.

The apparatus was placed in a 1.4 T magnetic field produced by the GOLIATH
magnet, which allowed calculation of charged particle momentum by measurement
of track curvature. Data were also taken with the field polarity reversed in order to
reduce systematic errors. The experimental setup was slightly different for p-Be and
Pb-Pb due to different triggering requirements and to ensure equivalent coverage in

rapidity and transverse momentum.

2.2.1 Beam and Target

Different beams were used - protons at a beam momentum of 40 GeV/c and lead

ions at 40 GeV/c per nucleon and 158 GeV/c per nucleon, as shown in table 2.2
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Table 2.2: Summary of the collision systems studied at NA57 and WA97.

System | Beam momentum | Number of Events | Data set
p-Be 158 GeV/c 180 million WA97
p-Pb 158 GeV/c 290 million WA97
p-Be 40 GeV/c 60 million NA57, 1999
p-Be 40 GeV/c 110 million NA57, 2001
Pb-Pb 40A GeV/c 290 million NA57, 1999
Pb-Pb 158A GeV/c 230 million NA57, 1998
Pb-Pb 158A GeV/c 230 million NA57, 1998

[21]. The NA57 data were complemented by data from 158 GeV/c p-Be and p-Pb
collisions at WA97. The p-Be collision system provided a control experiment to be
used for comparison with Pb-Pb. The Be target was 3 cm thick, which corresponds
to an 8% probability of a proton interacting in it. The lead beam was used with a
lead target to provide collisions suitable for QGP formation. The lead target was

0.4 mm thick which corresponds to 1% of an interaction length for a lead beam.

2.2.2 The Silicon Telescope

The NA5T7 detector was composed mainly of silicon pixel planes [63]. Silicon pixels
allow the handling of the very high multiplicity in Pb-Pb collisions, provide high
precision vertex finding and have a high rate capability which allows the collection

of a large sample of events.

The main detector consisted of a “telescope” of thirteen silicon pixel planes, with
eight planes in a compact part which was 30 cm long. Seven of these planes used
pixels which were 75 pm x 500 pm in size, with the other six using pixels with a size
of 50 ppm x 500 pm [21]. Each plane was 5 cm x 5 cm and the telescope consisted

of about 1.1 x 10° pixels in total. The telescope position was chosen in order to
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accept particles produced within one unit of rapidity about central rapidity. As
NAS5T was a fixed target experiment, coverage of the central rapidity region required
the telescope to be some distance from the target and at a shallow angle to the
beam. For the 40 GeV/c runs, the telescope was placed 40 cm from the target and
the lower edge made an angle of 40 mrad to the beam. For the 158 GeV/c runs,
a separation of 60 cm was used and the angle was 72 mrad [21]. The minimum
angles of 40 and 72 mrad resulted in an effective transverse momentum cut which
was dependent on the mass of the particle producing the track. The minimum p,
for pions to be reconstructible with reasonable efficiency was about 180 MeV /¢ for

Pb-Pb collisions [64].

2.2.3 The Trigger System

When an interesting collision occurred, the detectors were read out and the infor-
mation was stored. In order to determine when such an event occurred, a trigger
system was used. The NAHT trigger system was somewhat different for p-Be and

Pb-Pb collisions, and both are described below.

The p-Be trigger system made use of two scintillators placed in front of the
compact telescope, known as SPH1 and SPH2, and one behind the telescope, known
as ST2. These are shown in figure 2.2. If at least two tracks passed simultaneously
through the SPH1 and SPH2 scintillators together with a track through ST2, the
trigger was activated. There were also detectors present in the beam before the
target, known as S2 and S4, and additional detectors, C1 and C2, were placed in the
beam and used to reject contamination from pions and kaons. These were designed
so that the beam’s protons travelled slower than light in the detector medium,
but lighter particles with the same momentum travelled faster and so produced
Cherenkov light. If this light was present, the trigger was rejected and the event

was not recorded.
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The scintillators in front of and behind the telescope were removed for Pb-Pb
runs. Pb-Pb triggering used a petal detector, which consisted of 6 scintillators
arranged around the beam axis. It was placed 10 cm downstream of the target. Each
petal would provide a triggering signal if the number of tracks passing through it
was greater than a defined threshold. If five out of six petals satisfied this condition,
the trigger was activated. The Multiplicity Strip Detectors (MSD), were used to
sample the charged particle multiplicity of Pb-Pb events which activated the petal
trigger described above. The information from these MSD strips was used offline to
calculate the collision centrality [65]. When using a Pb beam, the C1, C2, S2 and
S4 detectors were replaced by a single detector, S2, which was used to detect when
a lead ion was present in the beam. The number of photons produced in the S2
detector was much higher for lead ions than for any other possible particle in the

beam, and so lead-lead events can easily be selected.
For p-Be collisions, an event was accepted if the following condition was met:
(C1.C2.52.54.SPH.SPH2.ST2.BUSY (2.1)

i.e. if the beam contained protons (C1.C2), the beam was on target (52.54), there
were at least 2 tracks in the detector (SPH1.SPH2.ST2) and the data acquisition

system was ready to receive an event (BUSY).
For Pb-Pb collisions, an event was accepted if the following condition was met:
S2.PETALS.BUSY (2.2)

i.e. if the beam was on target and contained a Pb ion (S2), a large number of charged

tracks was produced (PETALS) and the DAQ was ready to receive an event (BUSY).
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2.3 The ALICE Experiment at the LHC

2.3.1 Introduction

The ALICE experiment is one of four large experiments at the LHC, and is the
only detector at the LHC which is designed primarily for the study of heavy ion
collisions. As a result, it must be a general purpose detector which can measure a
wide range of of QGP signatures. This chapter will describe the sub-detectors and
general features of ALICE, with emphasis on the areas most relevant to the analysis

in this thesis.

2.4 The ALICE experiment overview

The ALICE detector differs from most previous heavy ion experiments in that it
is designed to be as general purpose as possible, rather than focussing on specific
signatures. To achieve this, it uses a large number of sub-detectors, allowing for
the detection, tracking and identification of hadrons and leptons over a large range
of p;, as well as precise vertex finding and identification of secondary tracks for

measurement of strangeness, charm and beauty signals.

2.4.1 The ALICE main sub-detectors

The ALICE detector, shown in figure 2.3, is composed of a central tracking barrel
and a number of additional detectors. The central tracking uses four detectors -
the inner tracker (ITS), a time projection chamber (TPC), a transition radiation

detector (TRD) and a time of flight detector (TOF).

The ITS, TPC and TOF detectors are primarily intended to study hadronic

signals, and cover the pseudorapidity range -0.9 < n < 0.9 and the full 27 azimuth.
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These detectors and their roles are described individually in the sections below. The

other detectors include:

e The transition radiation detector (TRD), used for identification of electrons

in the central rapidity region. It is described further in section 2.4.4.

e The High Momentum Particle Identification Detector (HMPID) [66], which
uses a Ring Imaging Cherenkov (RICH) detector to provide effective particle

identification (PID) at higher transverse momentum than the other detectors.

e The Photon Spectrometer (PHOS) is an electromagnetic calorimeter designed
for the measurement of photons. It consists of 17,920 separate elements, which
are made of lead-tungstate crystals. It covers a small pseudo-rapidity range
of —0.12 < n < +0.12 and has an azimuthal acceptance of 100 degrees [67].
It will be used for the investigation of direct photons from the early stages of

0

the collision, 7” reconstruction and other physics topics [67].

e The Forward Muon Spectrometer [68] is dedicated to the study of muon pairs in
the forward rapidity region, such as those from the decay of heavy quarkonia.
It covers the pseudorapidity range 2.5 < n < 4.0 and consists of a set of
absorbers to remove hadrons and other background, a 0.7 T dipole magnet to

allow momentum measurement and triggering and tracking systems.

e Smaller detectors, such as the Zero Degree Calorimeter and the triggering

detectors, VO and T0, which are described later.

e A large acceptance electromagnetic calorimeter (EMCAL), which will provide

triggering on high energy jets and improve jet energy resolution [69].

The ITS, TPC, TRD, TOF, PHOS and HMPID detectors are placed in a 0.5
T magnetic field produced by a warm solenoid magnet [28]. The muon tracker is

placed in a 0.7 T field produced by a warm dipole magnet [68].
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2.4.2 Inner Tracking System

The ITS [70] is composed of six cylindrical layers of silicon detectors. The inner
two layers are silicon pixel detectors, similar to those used by NA57. They are
placed at radii of 4 cm and 7 cm, close to the interaction point which is at r =
0. The layers consist mostly of pixels of size 50 um x 300 pm and cover the full
271 azimuth and the region -16.5 cm < z < +16.5 cm [70]. These can cope with a
very high density of particles, have a high rate capability and allow precise impact
parameter measurement [28], but do not provide particle identification information.
The middle two layers, at 15 cm and 24 c¢m, are silicon drift detectors and the outer
two layers, at 39 cm and 44 cm, are double-sided microstrip detectors. The drift
and microstrip detectors have analogue readout and so can provide a measurement
of dE/dx, which can be used for particle identification at low p;. The ITS covers
the pseudorapidity range —0.9 < n < 0.9, with the first pixel layer having a larger
coverage of —1.98 < n < 1.98.

A key feature of the I'TS is high precision position measurements. To achieve this,
there are approximately ten million cells in the pixel detectors [28], which provide
good track separation, even in the high multiplicity environment of a central Pb-Pb
collision. Precision in position measurement is 100 gm in the beam direction and
12 pum in the r¢ direction. The silicon drift detectors improve the precision of z

measurement, having a precision of 28 um.

The contributions of the I'TS to the physics analysis include:

e High precision measurement of the primary vertex. The precision depends on
the charged track multiplicity, and so is different for pp and Pb-Pb collisions.
It is of the order of 100 um for pp collisions and 10 pum for central Pb-Pb

collisions [70].

e Reconstruction of secondary vertices from weak decays.
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e Tracking and identification of particles with momentum below 100 MeV /c.

e Improvement of angle and momentum resolution for particles reconstructed in

the TPC.

e Precise measurement of track impact parameters.

For the analysis discussed later in this thesis, the I'TS contributes to the rejection
of secondary tracks by measuring track impact parameters and improves momentum

measurement and particle identification.

2.4.3 Time Projection Chamber

The Time Projection Chamber (TPC) [71] is a large, gas-filled chamber which is
the main tracking detector of ALICE. It must be able to cope with a large number
of tracks per event and provide excellent position and momentum measurement for
each of these tracks. A gas-based detector is well-suited to these conditions, as the
low material density reduces production of secondary tracks from interactions in the
material, while its large volume allows for good measurements of particle paths and

correct tracking of separate particles despite the high track density.

The TPC is a cylinder with an inner radius of about 85 c¢m, an outer radius of
about 250 cm and a length of 500 cm along the beam direction. It is filled with a
mixture of neon (~ 85%), carbon dioxide (~ 10%) and nitrogen (~ 5%) [72].

As charged particles travel through the gas, they cause ionization. An electric
field is applied in the longitudinal direction, so electrons produced by this ionization
drift to the readout chambers. The readout chambers are multiwire proportional
chambers with cathode pad readout. They make use of three grids - a gating grid,
a cathode wire grid and an anode wire grid [71]. As the electrons produced from

ionization drift into the chamber, the acceleration between cathode and anode grids
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produces an avalanche of electrons, amplifying the signal. The gating grid can be
used to prevent electrons from the drift volume from entering the amplification

region if a valid trigger is not present.

The drift field strength is about 400 V/cm, giving a maximum drift time of about
88 ps. This time places a limit on the acceptable event rate, as too high a rate will
cause overlapping events, known as pile-up. Pile-up is considered unacceptable for
central Pb-Pb events, as the multiplicity for a single event is very high, but it is
allowed for pp in order to obtain a larger event sample. An average of about 40 pp
interactions occur within the TPC drift time [62], but the low multiplicity means

that these events can be distinguished.

The TPC can track particles in the pseudorapidity range —0.9 < n < 0.9 and
with transverse momentum up to 100 GeV/c with good momentum resolution. The
typical momentum resolution for tracks with momenta between 100 MeV /¢ and 1
GeV/c is 1 to 2 percent [28]. In addition to tracking, the TPC provides particle
identification by measurement of dE/dx, as particles of different mass will produce

different levels of ionization.

2.4.4 Transition Radiation Detector

The TRD [73] is designed to identify electrons at p; greater than 1 GeV/c in the
pseudorapidity range —0.9 < n < 0.9, in order to allow measurements of the di-
electron continuum and of both light and heavy resonances in the electronic decay
channels. For example, to measure decays of J/W, p or ¢ in the dielectron channel,
it is essential to be able to distinguish pions and electrons accurately in order to

reject contamination by the much more abundant pions.

The TRD exploits the fact that a relativistic charged particle will radiate when
passing between two media of different dielectric constants. The intensity of the

radiation is strongly dependent on the relativistic v factor, and is approximately
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proportional to it if v is large. As the next lightest particle is more than 200
times heavier than the electron, the v for equivalent momenta is a similar factor
smaller. Therefore, the amount of transition radiation produced for electrons is
much larger than for any other charged particle, and this allows the electrons to be

easily identified.

The TRD occupies the region with radial position between 2.9 and 3.7 metres,
and is divided into 18 azimuthal segments, 6 radial layers and 5 longitudinal seg-
ments, giving a total of 540 modules. Each TRD module consists of a 4.8 cm thick
radiator, composed of a fibre/foam sandwich, and a multiwire proportional chamber
(MWPC) [73]. Each chamber has 144 pads in the r¢ direction and between 12 and
16 pad rows in the z direction. A particle passing through the radiator will produce
transition radiation, which causes ionization of the gas in the the MWPC. The gas
used is 85% xenon and 15% carbon dioxide to allow optimal absorption of the ra-
diation [73]. Amplification occurs due to multiplication in the gas, and the signal

produced can then be measured.

The TRD also helps with the tracking, and improves the measured momentum

resolution when combined with the I'TS and TPC.

2.4.5 Time of Flight Detector

The TOF subdetector [74] is used for particle identification at larger p, than is
provided by the ITS and TPC. It provides identification of hadrons in the momentum
range of 0.5 GeV/c to 2.5 GeV/c, and identifies particles by measuring their velocity.
Since momentum is known from the tracking detectors, this allows the mass to be
determined. The ability of the TOF to distinguish pions and kaons in this range
means that the TOF can make a useful contribution to the p° analysis described later
in this thesis. Due to particles of this momentum being relativistic and, therefore,

travelling at similar velocities, excellent time resolution is essential. An overall

43



resolution of 150 ps is needed to achieve the level of identification required, and the
ALICE TOF is expected to have an intrinsic resolution of ~ 90 ps and to satisfy

the 150 ps requirement when other sources of error are taken into account [74].

The TOF is placed inside the ALICE solenoid magnet and covers the full 27
azimuth and the pseudorapidity range —0.9 < 1 < 40.9 [75]. It has an inner radius
of 3.70 metres and is made of 1,638 modules. Each module consists of multigap re-
sistive plate chambers (MRPCs) and the front end analogue cards [75]. The resistive
plate chambers are gas-filled chambers containing stacks of equally spaced resistive
plates. An electric field is applied between the plates, which creates an avalanche
effect when a particle traversing the gaps causes ionization. The signal produced

can then be sampled and read out.

2.4.6 The Trigger

The trigger system is an essential component of the ALICE detector, and performs
several roles. Its principal role is to identify when interesting events occur, and to
trigger the read-out of the sub-detectors for these cases. It must protect against
pile-up and handle both common and rare triggers to ensure that appropriate rates

of data are taken [62].

The trigger reacts to signals from special triggering detectors, as well as signals
from some of the main sub-detectors. The ALICE trigger system has a diverse set
of requirements. It must be able to correctly trigger on heavy ion events of various
multiplicities, and must also handle rare, specialised triggers such as high p; putpu~

events in pp collisions.
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The Central Trigger Processor

The CTP [76] receives triggering inputs from the triggering detectors and status
information from all detectors. Using the information from the trigger detectors, it
supplies triggering signals to the sub-detectors to ensure that they are read out at the
appropriate time. The CTP also handles calibration requests from the sub-detectors

and provides monitoring information to the Data Acquisition system (DAQ).

The ALICE trigger system has three levels. Level 0 has 24 inputs and is very
fast - the time between a collision and the detector receiving a readout command
from the trigger is 1.2 ps, which is mostly due to the transit time in the cables. The
actual processing time of the CTP for level 0 triggers is about 100 ns. Level 1 has up
to 24 inputs and delivers a trigger signal to the detectors 6.5 us after the collision.
Level 2 has 12 inputs and waits until the end of all detector sensitive periods, and so
does not provide its signal until at least 88 us [76]. The detectors which contribute
to the trigger system are the cosmic ray detector and trigger (ACORDE), EMCAL,
the silicon pixel detectors of the ITS, the muon arm, PHOS, TOF, TRD, V0, T0
and the ZDC. Minimum bias and centrality based triggers, which are of interest
to my analysis, make use of triggers from T0, VO, the TRD and the ZDC. Other,
rarer triggers, intended to study specific physics processes, make use of the other

detectors.

Due to the long readout time of the TPC, it is possible for a second event to
overlap the first, which is known as pile-up. This must be avoided for central Pb-Pb
events due to the very high multiplicity, and information from faster detectors is
used to reject overlapping events. This is handled by the level 2 trigger, which waits
until the end of the past-future protection interval of 88 us to make sure there are

no overlapping events.
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VO and TO

The VO detector [77] consists of two arrays, VOA and VOC, which are located at
either side of the interaction point. Each array is made of 72 counters, which con-
tain scintillator material connected to photomultipliers by optical fibres. Its roles
include supplying a minimum bias trigger for the central barrel detectors, providing
centrality triggers for Pb-Pb collisions and rejecting background from, for example,

beam-gas interactions [28].

The TO detector [77] provides more precise timing information than the V0
detector. It is used to provide the earliest triggers, to reject beam-gas interactions
by measuring the vertex position and to provide signals for the TOF and TRD
detectors. It also measures the particle multiplicity and provides one of three trigger
signals: minimum-bias, semi-central or central. The detector consists of Cherenkov
counters in two arrays, with twelve counters per array. T0g is placed 70 ¢cm from the
nominal vertex and 707, is about 350 cm from the nominal vertex on the opposite

side.

Both VO arrays are placed close to the beam pipe, with an inner radius of about
4 cm. VOA is located 340 ¢m from the interaction point and VOC is placed 90 cm
from the interaction point on the opposite side. Particle detection is possible down

to an angle of 0.7 degrees for VOA and 2.6 degrees for VOC [77].

ZDC

The Zero Degree Calorimeter (ZDC) [78] is used to measure the energy of the non-
interacting nucleons in a Pb-Pb collisions. This energy decreases with increasing

centrality, and so this measurement allows the collision centrality to be determined.

The ZDC is placed 116m from the interaction point. It consists of two hadronic

calorimeters - a neutron ZDC and a proton ZDC. An electromagnetic calorimeter is
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also included. This measures the energy of particles at forward rapidity, which are

mostly photons from 7° decays.

2.4.7 Data Acquisition (DAQ) system

The DAQ [79] system is responsible for coordinating the detector read-out and data
storage. The trigger and DAQ systems must be able to handle both frequent and

rare triggers, and must make sure both are recorded efficiently.

The DAQ system is designed to be able to store data at a rate of up to 1.25 GB/s
for Pb-Pb running [62]. Data storage capability is a limiting factor for common
triggers - the typical interaction rate for central Pb-Pb events is 10> Hz and for
minimum bias Pb-Pb events is 10* Hz, which is far more than the DAQ is capable of
storing. Certain physics studies, such as dimuons, require a much larger sample of
events than this, so the trigger and DAQ systems must give special consideration to
these events and trigger on them at a proportionally higher rate to minimum-bias
events. For my analysis, described later in this thesis, the central and minimum bias

events are desired.

Data volumes for pp collisions are much smaller, and events can be stored at a
larger rate. The DAQ is capable of recording data for pp collisions at the maximum
possible rate for the ALICE detectors, 1 kHz, and is expected to store pp events at
100 Hz on average [62].

When a valid level 2 trigger is received, the data is read out from all the sub-
detectors in parallel and transferred to the DAQ system. The DAQ then constructs
the event from this information, and performs triggering according to the high level
trigger (HLT). The final event construction is performed as required and sent to

mass storage.
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Chapter 3

Reconstruction and selection of

strange particles at NA57

3.1 Introduction

The aim of the NA57 experiment was to measure strange particle yields. To achieve
this, it was necessary to reconstruct the strange particles and to obtain a clean
sample, free from background. In order to remove the background, a set of selection
criteria was imposed, known as “cuts”, which are described and justified below. A
sample of =~ particles was obtained, which was used in the later analysis to calculate

the total yield of this strange particle species.

3.2 Track reconstruction

A charged particle passing through the silicon pixel planes leaves a trail of signals in
the pixels, known as hits. The NA57 track reconstruction program, ORHION, was

used to fit helical tracks to these hits. The momenta of the particles were calculated
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from the track curvature using the well-known relationship between curvature and
momentum in a magnetic field:

p=0.3Br (3.1)

where p is momentum in GeV/c, B is magnetic field strength in Tesla and r is the

radius of curvature in metres.

The high precision position measurement provided by the pixels allowed vertices,
or the positions of intersections of tracks, to be determined to good precision, which

was essential for the rejection of background.

3.3 Data sets

Two separate data sets were analysed, each containing a sample of p-Be collisions
at a beam momentum of 40 GeV/c. One of the data sets was recorded in 1999 and
contained 60 million events, and the other was recorded in 2001 and contained 110
million events. Some changes were made to the experimental setup between the
1999 and 2001 runs. For example, the arrangement of planes in the telescope was
changed, and the microstrips shown in figure 2.2 were not used for the 1999 run.
Additionally, the pixel efficiencies themselves may have changed due to radiation

damage.

When analysing this data, it was observed that the quantity and distribution
of background was sometimes not the same for the two data sets. Consequently,

different cuts were sometimes used.
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3.4 VY and cascade decays

The NA5T experiment measured yields of strange particles in order to investigate
strangeness enhancement in heavy ion collisions. The particles investigated were
the A(uds), =(dss) and Q(sss) baryons and the K° meson. They were found by

reconstructing the weak decays

K — ntn™ (3.2)

A — pr (3.3)

=T = AT = prnwT (3.4)
Q" > AK™ - pr K~ (3.5)

and the corresponding antiparticle decays. The K° and A are neutral particles which
decay into two oppositely charged particles, and these decays are known as V° de-
cays. The = and Q particles decayed into a A and a charged track. The A then
decayed as above, and so these are known as cascade decays. The charged particles
in all of these cases were detected by the silicon telescope. Vs were identified by
looking for two oppositely charged tracks which intersect. Cascades were identi-
fied by first finding Vs, then looking for intersections of the calculated V? line of
flight and a charged track. This procedure was performed by the NA57 CASCADE

program.

3.4.1 Cowboys and sailors

V0 decays can have two topologies, known as cowboys and sailors. In a cowboy
decay, the decay tracks initially travel in the opposite direction to their acceleration
due to the magnetic field. The tracks from sailor decay initially travel in the same

direction as their acceleration. The tracks from a cowboy decay bend back and do
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Charged decay tracks Charged decay tracks

Cowboy decay Sailor decay

Figure 3.1: A cowboy (left) and sailor (right) V° decay. The cowboy topology is preferred
as the tracks are closer together when they reach the silicon telescope, and so are more

likely to both be reconstructed.

not spread out as much as for a sailor decay, as shown in figure 3.1. As a result of
this, the cowboy decays had a much higher acceptance in the NA57 detector than

the sailor decays.

3.5 Selection Cuts

This analysis was concerned with cascade decays. In the p-Be collisions at 40 GeV/c,
the number of (2s produced was low, and so the == and =" were the focus of this

analysis.

The reconstruction process combined tracks with appropriate sign to form Vs
and cascades. The mass of the original particle was determined by considering
energy and momentum conservation, assuming that the particles forming the decay
had certain masses. For example, when reconstructing As, it was assumed that
the positive decay track was a proton and the negative track was a pion. This
assumption was not always correct, as the background will include non-pion tracks,
and some V% which decayed into other particles. As a result, a large background
was superimposed onto the signal and this background must be reduced as much

as possible. This was achieved by applying various selection procedures, known as

ol



45 -

Entriesper 10 MeV

0 F

25

20

0 . AT | P T e T
12 13 14 15 16 17 18 19 2 21 2.2
Ximass/ GeV

Figure 3.2: Reconstructed = mass distribution for the 2001 sample after preliminary cuts.
cuts.

Some preliminary cuts were applied by the reconstruction software. However,
these were very loose and were not sufficient to produce a clean sample of =~ par-
ticles. A plot of the reconstructed = mass with only these cuts is shown in figure
3.2. The focus of the analysis described in this chapter was to improve this result

by applying further selection cuts.

3.5.1 Decay Vertex Position

For V% which decayed close to the target, there was a lot of background from tracks

produced in the collision, which were mostly pions. Combinations of these tracks
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may result in false V? reconstructions. The position of the detector was chosen to
minimise this problem, but further background reduction was required. The decay
tracks were traced back to the point of intersection, i.e. the decay vertex, and so

V0 and cascade decay vertex positions were found for each =.

In order for the trigger to be activated, two charged tracks must pass through the
scintillators in front of the telescope. Therefore, particles which decayed beyond the
scintillators will not have been recorded unless other tracks activated the trigger.
Very little signal was seen beyond this point, but a large amount of noise was
present from interactions in the scintillator and telescope, in particular from gamma
conversions, and so a cut was used to remove the noise. The cut required the position
of the VY decay vertex, xvc, to be less than -27 cm, as x = -27 cm corresponded
to the start of the scintillator. This cut is illustrated in figure 3.3. As described
in chapter 2.2, the beam travelled in the +x direction, so this cut selected only =
candidates whose corresponding Vs decayed before the triggering scintillator. The

region of low signal-to-background ratio was rejected by this cut.

Additionally, in a small number of cases, one track was reconstructed as two
tracks with nearly identical positions and momenta. These extra tracks were known
as ghost tracks, and resulted in a false cascade decays being reconstructed from a
V0 decay. Although these were rare, the desired signal was also rare and so these
ghost tracks caused significant contamination. These false cascades had their 1°
and cascade decay vertices very close to each other, and so could be filtered out on

this basis. The cuts used to do this were:

e For the 2001 data sample, the V° and cascade decay vertices must be separated

by at least 2 cm in x.

e For the 1999 data sample, the V° and cascade decay vertices must be separated

by at least 4 cm in x.
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Figure 3.4: = mass against closest approach of cascade decay tracks.

3.5.2 Closest approach of decay tracks

As the decay tracks from a V' originate at the same point, the reconstructed tracks
should intersect when traced back from the telescope. However, due to errors in
position and momentum measurement, they will realistically have some finite mini-
mum separation. The decay vertex is at the point where the tracks are closest, and
the separation at this point is known as the distance of closest approach. For a gen-
uine decay, this distance should be small, with a reasonable maximum determined
by the experimental resolution. As this gets larger, the probability of the decay

being genuine decreases, as it becomes more likely that the tracks are unrelated.

The increase in background at large values of closest approach can be seen in

figure 3.4. A cut was therefore made on the closest approach for the V° and cascade
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decays:

e The closest approach of decay tracks for VV? and cascade decays must be less

than 0.066 cm.

3.5.3 Internal decay angle

Further background reduction was achieved by considering the internal decay angle.
For this, a new coordinate system was defined, z’, 9, 2’. 2’ is the direction of travel of
the V0, 4/ is perpendicular to 2’ and is in the bending (x-y) plane. 2’ is perpendicular
to ' and 3'. In the 2z’ — ¢ plane, the decay particles appear back-to-back in order to
conserve momentum. A projection of a decay track’s vector onto this plane can be
made, and the internal decay angle, known as ¢, is the angle between this projection

and the 3’ axis. An example of a V? and its ¢ angle is shown in figure 3.5.

The tracks from a genuine V° decay are produced with a uniform distribution
in ¢, as the initial y’ and z’ momentum components of the V° are zero and no
decay angle is preferred. However, false Vs from combinatorial background were
not produced uniformly in ¢, and in fact there was a large excess of background at
low ¢, as can be seen in figure 3.6. This was due to the fact that a pair of unrelated
tracks is much more likely to appear to have a valid V? vertex if the ¢ angle is small.

The following cuts were used to remove this background:

e For the 2001 data, the magnitude of ¢ must be greater than 0.2 radians.

e For the 1999 data, the magnitude of ¢ must be greater than 0.4 radians.
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Y’ y’ Silicon Telescope

Figure 3.5: The internal decay angle of a V? decay. The left diagram shows the decay
particles emitted back-to-back in the y’-z’ plane. The right diagram shows the bending of

tracks in the magnetic field and the tracing back from the detector to a vertex.

3.5.4 Armenteros-Podolanski cuts

A variable « is defined in equation 3.6 [80].

g —q

_ ] 3.6
a +q (3:6)

(07

where ¢;" and ¢, are the components of momentum of the positive and negative
decay tracks respectively with respect to the V9’s direction. In the V° rest frame, the
momentum distributions of the decay tracks must be the same due to conservation
laws. When the Lorentz boost is applied to this to obtain the momentum in the
laboratory frame, this symmetry is broken and the heavier particle will have more
momentum. If the positive decay particle is more massive, the distribution of «
will be centred around a positive o. This can be used to distinguish particle decays
from antiparticle decays, and both from background. For cascades, this equation is
modified slightly, with the ¢; of one of the charged tracks being replaced with that
of the VY from the decay.

The Armenteros plot uses « for the x-axis and ¢;, which is the magnitude of the
component of momentum of one of the decay tracks perpendicular to the direction
of the V9, for the y-axis. Conservation of momentum requires that ¢, is the same for
both tracks. Figure 3.7 shows an example Armenteros plot for the V%s. Each particle

species forms a separate ellipse, and the separate species are easily distinguishable.
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A cut on the Armenteros-Podolanski variable was not necessary for the 2001

data, but the following cuts were used for the 1999 data to select =:

e « for the cascade decay must be greater than zero.

e « for the V° decay must be greater than zero.

To select the =T, these cuts were reversed so that the as must be less than zero.

3.5.5 Primary vertex position

The Be target was 3 cm thick and was centred at x = -60.00 cm during the 1999
run and at x = -60.75 cm during the 2001 run. The S4 scintillator was upstream
of the target, and the beam interacting in this scintillator produced particles which
entered the detector and caused background. Some of these can be seen in figure
3.8. To filter these out, the point of creation, known as the primary vertex, was
calculated for each =, and this was required to be within a reasonable distance of
the target. The primary vertex was calculated by tracing back the cascade from
its decay vertex to the point at which its z-coordinate intersects that of the beam,
using equation 3.7. The x position of the primary vertex was required to be within

6 cm of the target’s central position.

p
Tprimary — Lcascade — (anscade - Zbeam)_m (37)
z

3.5.6 Summary of Cuts

The cuts used for the 2001 data set are summarised below:

1. The V% and cascade decay vertices must be separated by at least 2 cm in the

x direction.
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Figure 3.8: Distribution of primary vertex positions of cascades after other cuts have been

applied.
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2. The closest approach of the V9 and cascade decay vertices must be less than

0.066 cm.
3. The ¢ angle for the cascade decay must be greater than 0.2 radians.

4. The V° decay vertex, and hence the cascade decay vertex, must have an x

position less than -27 cm, i.e. must be before the telescope.

5. The primary vertex must have an x position within 6 cm of the central value

of the target.
6. The reconstructed = mass must be within 15 MeV/c? of the PDG value.

7. The reconstructed A mass must be within 15 MeV/c? of the PDG value.

Similarly, the cuts used for 1999 were:

1. V? and cascade decay vertices must be separated by at least 4 cm in the x

direction.
2. The closest approach of the cascade decay vertex must be less than 0.066 cm.
3. The ¢ angle for the cascade decay must be greater than 0.4 radians.

4. The VY decay vertex must have an x position less than -27 cm, i.e. must be

before the telescope.

5. The primary vertex must have an x position within 6 cm of the central value

of the target.

6. The Armenteros « for cascade and V° decays must be greater than zero to

select =~ and less than zero to select =*.
7. The reconstructed = mass must be within 15 MeV /c? of the PDG value [19].

8. The reconstructed A mass must be within 15 MeV /c? of the PDG value [19].
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Figure 3.9: Plot of reconstructed = mass for 2001 = candidates after all cuts apart from

the = mass cut.

3.6 = signal

Figures 3.9 and 3.10 show histograms of reconstructed = mass before the final mass
cuts were made, including both =~ and Z*candidates. There is a clear signal with
minimal background for 2001, but the statistics are low. As a result, there will be
a large statistical error on the final yield. The 1999 data has even lower statistics

and there is some evidence of remaining background.

The final, clean event samples obtained were used in the weighting procedure
described in the next chapter. 29 =-s and 1 Z*were present in the 2001 sample
after cuts and 10 ==s and 1 Efwere present in the 1999 sample after cuts. The

number of Ztcandidates is not high enough to calculate a yield, but a yield should
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Figure 3.10: Plot of reconstructed = mass for 1999 = candidates after all cuts apart from

the = mass cut.
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be obtainable for =—.
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Chapter 4

Yield Calculation

4.1 The Weighting Chain

The sample of Z~ particles obtained in the previous chapter represents a small frac-
tion of the number produced in the collisions. Due to the low geometric acceptance
of the detector, most particles missed it completely. Additionally, the detectors were
not 100% efficient, and so not all of the particles which passed through the detector
were successfully reconstructed. The cuts applied will reduce this number further.

These factors must be corrected for in order to find the total yield.

A software simulation of the experiment was used. Monte Carlo particles were
generated and were allowed to decay with the decay tracks passing through the
simulated apparatus. The detector response was simulated and the resulting “hits”
were embedded into background events obtained from the real data. The track-
finding routine was used on this data, and the cascade-finding routine were used on

the output from the track finder.
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4.1.1 Particle Generation and Weight Calculation

The package GEANT [81] was used to generate many Monte Carlo =~ particles for
each =~ found in the final sample of the real data after cuts. Each of these had
the same rapidity and transverse momentum as the real ==, but other parameters
such as decay angles and decay lengths were randomly chosen to give the same
distribution as would be applicable to the real particles. GEANT then tracked the
particle and its decay products through the apparatus. Each charged track left a
trail of hits in the silicon pixel planes. The detector response, including efficiency,
was included in the GEANT simulation. The resulting detector output was in the

same format as the real experiment, and was used in the next stage.

It was required that 10,000 generated =~s were “good”, i.e. that the tracks
should pass through the compact part of the detector and miss no more than five
pixel planes. This typically required around 3 million =s to be generated for each

=~ to be weighted.

In the real data, each event was observed together with background from noise
in the pixel planes and other tracks from the collision. To account for this in the
weighting procedure, the simulated detector output from GEANT was embedded
into background events from the real data using the MIXRAW package. The output
from this procedure resembled a real event containing a =~. This output was passed
through ORHION and CASCADE, as was done for the real data in sections 3.2 and

3.4. This gave the number of successfully reconstructed =s.

The weight was calculated by dividing the number of generated particles by the
number of successfully reconstructed particles. A weight was calculated for each
detected real Z~. The average weight was about 20,000, but this varied consider-
ably with p; and Y. The major contribution to this large weight is the geometric
acceptance of the detector, with selection cuts also making a significant contribu-

tion. The effect due to the efficiency of the pixels was small, as the efficiency was
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typically above 90% per plane.

4.2 Acceptance region

The NA5T detector only accepted particles in a small range of rapidity and transverse
momentum, and the efficiency with which V? and cascade particles are reconstructed
varies considerably with p; and Y. The term “acceptance” is used here to refer to the
overall ability of the detector to detect and successfully reconstruct particles with
a given p; and Y, and includes geometrical factors, pixel efficiency, reconstruction

algorithm efficiency and the effects of selection cuts.

The intention of the analysis was to determine the total yield of particles per
unit of rapidity about the central rapidity, which was 2.2 for the 40 GeV/c data
set. It was assumed that the rapidity distribution of the particles is flat, but that
the distribution of transverse momentum is not and that this must be corrected for.
Measurements for As at NA57 at higher energy have shown that the variation in
the yield over the acceptance region is small, and is therefore unlikely to introduce

a large error in the final calculated weight [82].

The acceptance region is defined in terms of transverse momentum and rapidity.
A minimum and maximum for these was obtained, together with angles correspond-
ing roughly to the edges of the telescope. For particles with high statistics, such as
As, the parameters of the acceptance region were obtained by requiring the maxi-
mum weight inside the window to be no larger than ten times the minimum weight.
This method was not suitable for =~s as there were only 39 =7s in the sample.

Instead, a Monte Carlo simulation was used.

68



4.2.1 m,; slopes

As can be seen in figure 4.1, the acceptance region does not cover the full range of
p¢. To find a yield, the result must be extrapolated to full p,. This was done using

the transverse mass, defined in equation 4.1:

my = \/m? + p? (4.1)

where m is the mass of the particle and p; is the transverse momentum. The

distribution of particles was assumed to obey the relation 4.2 [2],

1 d*N my
— =ke T 4.2
my dmtdY ¢ ( )

where T is a parameter known as the “inverse slope” and k is a constant. For Pb-Pb
collisions, which we assume reach thermal equilibrium, T is related to the temper-
ature of the fireball, and the velocity of its expansion. Methods for distinguishing
the two effects and obtaining values of temperature and flow velocity, such as the
blast-wave model, are available, and this analysis has been done for the NA57 158A
GeV Pb-Pb data [83]. The elementary p-p collisions also exhibit this “thermal-like”
behaviour [84]. Therefore, equation 4.2 was also used for p-Be with T as the slope
parameter. This parameter was fitted to the weighted data using the maximum

likelihood method. The result of the fit for the 2001 data is shown in figure 4.2.

4.2.2 Extrapolation to full p;

An extrapolation factor was obtained which related the number of particles gener-
ated in the whole p; range to the number of particles generated in the acceptance
region. This factor was given by the integral of equation 4.2 over the full range of
p; and one unit of rapidity in the central rapidity region divided by the integral of
equation 4.2 over the acceptance window, and was evaluated numerically. The sum

of weights contained in the window is a measure of number of particles produced in
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Figure 4.1: Variation of acceptance with rapidity and transverse momentum for =~ par-
ticles. The darker regions correspond to greater acceptance. A =~ with p; and Y in such

a region is more likely to be successfully reconstructed than one in a “light” region.
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the window. Therefore, to find the total yield, the sum of weights was multiplied

by the extrapolation factor.

4.2.3 Monte Carlo determination of acceptance region

Monte Carlo =~s were generated with a flat distribution over a range of p, and Y.
These were embedded into background events and reconstructed. This method re-
sulted in a high statistics sample which was used to determine acceptance. For this
analysis, 10° Z7s were generated. Because the distribution was uniform, the accep-
tance region could be easily determined. It was required that the lowest acceptance

regions contain no less than 10% of the number of =7 s in the highest. Figure 4.1

shows the result, with the darker regions corresponding to a greater acceptance.

4.2.4 Test of weighting procedure

As an additional method of identifying the region of good acceptance, a large number
of =7s were generated with a physically realistic inverse slope. Each successfully
reconstructed particle was passed through the weighting chain to obtain a weight.
The result was used in two ways - firstly, the region of good acceptance was indicated
by high weights, as can be seen in figure 4.3. This can be compared with the region
determined by the method above. Secondly, the yield calculation procedure can be
tested, as it should be possible to calculate the number generated from the weights

data.

2001 Data Sample

For the 2001 data simulation, 4 x 10° Z s were generated per run for 53 different

runs, with a uniform distribution in rapidity (Y) from ¥ = 1.9 to Y = 3.0. An
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Figure 4.3: Acceptance of Monte Carlo =~ particles for 1999 and 2001 data sets. Each
point corresponds to a reconstructed MC Z~. The large circles indicate those =~ particles
which were poorly accepted, i.e. where the probability of successful reconstruction is less

than a tenth of the probability for the best accepted =.

inverse slope of 140 MeV was used as preliminary analysis of the real data suggested
that the real inverse slope was similar to this. No cut was applied to transverse

momentum. In total, 1.93 x 108 Z~s were generated per unit rapidity. Of these, 876

were successfully reconstructed.

The acceptance window was chosen to exclude most of the high weights while
preserving as much “good” data as possible. The parameters chosen are shown in
figure 4.3 and in table 4.1. The results obtained are given in table 4.2. The result
is compatible with the number generated, which suggests that the method is valid.

However, this test cannot exclude the possibility of bugs or discrepancies between
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Table 4.1: Acceptance window parameters for the 2001 Monte Carlo = s.

Minimum | Maximum
pe | GeV 0.80 2.50
Rapidity (V) 2.175 2.90
Angle / radian 0.098 0.148

Table 4.2: Comparison between generated and reconstructed yield and slope for the 2001

Monte Carlo =~ s.

Generated | Reconstructed

Inverse Slope (MeV) 140 140.2 £ 5.3

Number = s 193 x 10° | (205 % 10) x 10°

the Monte Carlo simulation and the physical apparatus.

To test the low-statistics performance, which is relevant to the real data, a sub-
sample of 35 particles was chosen from the full sample of 876. The results are given
in table 4.3, and are compatible with the generated values, though obviously with

larger statistical errors. The number reconstructed has been multiplied by factor

876

>= to allow direct comparison with Nyeperated-

Table 4.3: Comparison between generated and reconstructed yield and slope for the 2001

Monce Carlo =Z~s for a subsample of 35.

Generated | Reconstructed

Inverse Slope (MeV) 140 134 £ 25

Number = s 193 x 10° | (245 + 60) x 10°
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Table 4.4: Comparison between generated and reconstructed yield and slope for the 1999

Monte Carlo = s.

Generated Reconstructed
Inverse Slope (MeV) 140.0 142.0£6.5
Number ="s 108.2 x 10% | (112.2 £ 6.5) x 10°

1999 Data Sample

The same technique was applied for the 1999 simulation. This time, 10 =~ were
generated per run for 119 runs, for the same range of Y as for 2001. An inverse slope
of 140 MeV was used. The total number of =—s generated for full p, and one unit of
rapidity was 1.08 x 10%. The number of = s reconstructed was 704. Therefore, the
average weight is smaller than for the 2001 data set. The reconstructed slope and
yield are given in table 4.4, and are compatible with the generated values. Figure
4.4 shows the reconstructed transverse mass distribution for the 1999 Monte Carlo

=~ particles.

Combined Data Sample

Due to the low statistics, it may be useful to combine the 1999 and 2001 data sets to
obtain a single yield value. This procedure was tested using the Monte Carlo used

above.

The 704 ==s for 1999 were combined with the 876 =7s for 2001. The results
are given in table 4.5. The slope is reconstructed correctly, and the number of =75
is 1.50 away from the number generated. This is most likely due to the calculated
value of N for 2001 also being 1.50 away from the generated value, and does not

indicate any problem with the combination.
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Figure 4.4: Transverse mass fit for 1999 Monte Carlo =7s.

Table 4.5: Comparison between generated and reconstructed yield and slope for combined

MC =".

Generated | Reconstructed

Inverse Slope (MeV) 140.0 139.8 £ 4.2
Number =7s 302 x 10% | (321 4 13) x 10°
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4.2.5 Breakdown of weights

The final weight has components due to geometric acceptance, pixel plane efficiency,
reconstruction efficiency and cuts. In order to investigate whether the weight was
reasonable, some Monte Carlo studies were carried out to determine how much each
of the effects above contributed to the weight, and particularly how much of the real

signal was lost in the cuts.

Monte Carlo =7s were generated with a fixed p, and rapidity. To investigate
acceptance, it was required that the decay tracks passed through the compact part
of the telescope. Each track was allowed to miss a maximum of one pixel plane.
7.85 million =7s were generated and 5000 were accepted, giving a weight due to
acceptance of 1570. The mixing stage was skipped and ORHION was run directly on
the GEANT output. The number of ==s found by CASCADE using loose cuts was
997. Applying the cut on V? vertex position, xve < -27 ¢m, to the real data removed
the background caused by the scintillators in front of the telescope. Applying it here
shows that it also reduces the signal by a factor of two, as 483 =~s remain after
this cut. The original loose cut was xvc < -10 cm. For the real data, events with
decay vertices beyond the scintillators did not activate the trigger so nothing can be
gained by a loose cut here. The cut requiring V° and cascade decay vertices to be
separated by at least 2 cm, used to remove “ghost tracks”, reduces the signal further
from 483 to 355 =7s, and the internal decay angle cut reduces this further to 181.
Therefore, the high weights observed do not seem unreasonable, with low geometrical
acceptance accounting for a factor of around 1500. Detector and reconstruction

inefficiencies together with cuts account for a further factor of 20-30.
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4.3 Yields

In the final samples, 10 =~ candidates were detected for the 1999 run and 29 were
detected for the 2001 run. Two =tcandidates were reconstructed, one in the 1999

data and one in the 2001 data.

The yield was calculated by finding the sum of weights inside the acceptance
region, and multiplying it by the extrapolation factor calculated above. This was

then divided by the branching fractions for the decays 4.3 and 4.4.
A — pr (63.9%) (4.3)

= — A (99.9%) (4.4)

This, summarised in equation 4.5, gave the total number of =7s produced per unit

rapidity in all events.
YW X extrapolation

0.639 x 0.999

Yield = (4.5)

To obtain a yield per interaction, the total yield was divided by the number
of interactions. The number of particles in the beam is measured on a run-by-run
basis, along with the fraction of protons in the beam. This fraction was 0.21, with
an error of approximately 1%, almost all of which was systematic. The beryllium
target was of a size such that there is an 8% probability of a proton interacting in
it. The error in this figure was also of the order of 1% and was due to the error
in measuring the target thickness. The number of interactions was calculated using
equation 4.6.

Ninteractions = Nbeam x 0.21 x 0.08 (46)

4.3.1 2001 Data

Out of the 29 =7 s in the final sample, 20 were present in the final acceptance region.

The sum of their weights was 394962 and the inverse slope was 157432 MeV. For this
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slope and window, the extrapolation factor was 10.9753. The number of interactions
for the 2001 sample was 5.385 x 10°, and therefore the final yield was 0.00125 50005
= per unit rapidity. This yield varied by no more than 10% with changes in the

acceptance region, and so can be considered stable.

4.3.2 1999 Data

The number of interactions in the 1999 run was 2.02 x 10°, much smaller than for
2001. As a result, the sample of =~s available for the analysis was smaller and the
measurement of the yield had a correspondingly larger statistical error. In addition,
the small number of Z—s means that the slope’s error was too large to be useful. The
calculated inverse slope was 403 +233 MeV, and is unstable when small changes are
made to the acceptance region. Therefore, the 1999 data was not useful by itself, but
it may be reasonable to combine it with the 2001 data with appropriate weighting

for each of the data sets.

By using the slope that was calculated from the 2001 data, together with the
2001 acceptance window, a yield can be calculated. The sum of the weights in the
window is 149200. If this is used with the extrapolation factor calculated for the
2001 data, the result is a yield of 0.0012673 0007 =~ particles per unit of rapidity.

4.3.3 Combined Data

The acceptance window parameters used were the same as those obtained for the
Monte Carlo study, and are shown in table 4.1. This acceptance region, containing

both the 1999 and the 2001 data points, is shown in figure 4.5.

The simplest way to combine the results is to take a weighted average, with the
error reduced due to the higher statistics. As the statistical errors on the yields are

the same, the weighted average is 0.001251)0005;. However, this error is statistical
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Figure 4.5: Acceptance region containing the 1999 and 2001 =~ candidates. The large
dots indicate weights greater than ten times the smallest weight. The lower curve indicates

the lower angle.
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only and does not account for any systematic difference that could be present be-
tween the two data samples. In the case of a systematic difference, this error would

be an underestimate.

4.3.4 Results summary

A summary of the results is given in table 4.6. The extrapolated yields refer to the
yields per event in one unit of rapidity and for all transverse momenta. The WA97
experiment investigated p-Be collisions at 158 GeV/c and measured a = yield of
0.0015 £ 0.0003 [85] with an inverse slope of 202 £ 13 MeV [86]. A comparison with
the results obtained here indicates that the =~ yields at 40 GeV/c and 158 GeV/c
are the same within errors. The number of =*candidates was too small to allow a

calculation of yield and inverse slope.

Table 4.6: Summary of 2=~ yield and inverse slope measurements in p-Be collisions at 40
GeV/c and a comparison with the WA97 p-Be results at 158 GeV/c. The extrapolated
yields for the 1999 and 2001 data sets were calculated assuming the inverse slope from the

2001 data set.

1999 Data 2001 Data WA97 Data

Yield in acceptance | 1.16 4 0.61 x 107" | 1.15 £0.28 x 10~* -
Extrapolated yield 0.001261 00007 0.0012570:0%% | 0.0015 =+ 0.0003
Inverse slope / MeV 404 + 233 157 £ 32 202 £ 13

4.4 Enhancements

By comparing the yield calculated above to the yield obtained in Pb-Pb collisions

at the same energy, a factor of “strangeness enhancement” can be obtained. The
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Table 4.7: Yields in Pb-Pb collisions at 40 GeV /c per nucleon.

Bin % of 10t | < Nwound > Yield

0 42-56% 57 0.077 £ 0.026

1 25-42% 119 0.306 = 0.048

2 12-25% 208 0.713 £ 0.078

3 5-12% 292 1.746 £ 0.207

4 0-5% 346 1.989 + 0.305

p-Be 2001 - 2.5 0.00125700005
p-Be 1999 - 2.5 0.001261)- 0007
p-Be Combined - 2.5 0.001257000653

yields are normalised to yield per event per wounded nucleon, with the number
of wounded nucleons calculated by the Glauber model [87]. If the nucleus-nucleus
collision behaves as nothing more than the sum total of the individual nucleon-
nucleon interactions, the normalised yield should be the same for Pb-Pb and p-Be
and there will be no strangeness enhancement. If the normalised yield for Pb-Pb
collisions is larger than for p-Be collisions then strangeness enhancement is present.

The analysis of the Pb-Pb data is described in [88].

Yields in Pb-Pb collisions at 40 GeV/c per nucleon are given in table 4.7 [89, 90].
The Pb-Pb collisions are divided into five centrality bins, with bin 4 containing the
5% most central collisions. The Glauber model is used to calculate the number of
participating nucleons. The normalised yields are given in table 4.8, together with
strangeness enhancement factors for the different centrality classes. The enhance-

ments quoted here and in figure 4.6 are based on the 2001 p-Be result.

Figure 4.6 shows a plot of strangeness enhancements when going from p-Be to Pb-
Pb collisions of varying centrality, and can be compared to the enhancement in 158

GeV/c collisions shown in figure 4.7 [31]. There is strong evidence for enhancement
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Table 4.8: =~ yields per unit rapidity per wounded nucleon and enhancements in Pb-Pb

and p-Be collisions at 40 GeV/c per nucleon.

Normalised Yield | Enhancement
p-Be 0.0008 1
Pb-Pb Bin 0 0.00135 27413
Pb-Pb Bin 1 0.00257 5.1%50
Pb-Pb Bin 2 0.00343 6.9553
Pb-Pb Bin 3 0.00598 12,015
Pb-Pb Bin 4 0.00575 115557

in central Pb-Pb collisions, and evidence that enhancement increases with collision

centrality.

4.5 Conclusions

A strong enhancement of =~ particles is observed in Pb-Pb collisions at 40 GeV/c
when compared to pp collisions. The enhancement in central collisions is of a similar
size to the enhancement in 158 GeV /c collisions. The results for the more peripheral
collisions suggest a lower enhancement than at 158 GeV/c. However, the errors are
large, particularly in the p-Be yield measurement, and so a definite statement is not
possible. Enhancements for A particles are required to give a more complete picture,
but the =~ enhancement provides some evidence that the QGP can be formed at this
lower energy. This result is more consistent with the QQGP than with the canonical
suppression model of strangeness enhancement, as the canonical suppression model
predicts that the enhancement will be much higher at the lower SPS energy than
at the higher energy [33]. However, large errors make a definite conclusion difficult.

The strangeness enhancement results are discussed further in chapter 7.
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Chapter 5

Monte Carlo simulations at

ALICE

5.1 Introduction

The subject of the second part of this thesis is the analysis of p° resonance pro-
duction at ALICE. This required the generation, simulation and reconstruction of
a large number of pp and Pb-Pb collisions at LHC energies. The standard ALICE
software provides a way to do this, but it was too slow to generate a sufficiently
large sample of events for this analysis. Therefore it was necessary to develop a
fast simulation method before the p° analysis could be performed. Relevant results
from the standard (“detailed”) simulation were used to develop this fast simulation
routine, and these results, together with their consequences for the fast simulation

routine, are described here.

The fast simulation method is then described, based on and justified by the
results obtained from the full simulation. The use of this fast simulator to study the

p° resonance at ALICE is described in the following chapter.
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5.2 Simulation of events

To investigate the physics capabilities of ALICE before data taking takes place, it is
necessary to run simulations. The simulation has two separate stages - simulation of
the physics processes in the collision, and simulation of the response of the detector to
these events. The physics processes are simulated using the Monte Carlo generators
PYTHIA [91] and HIJING [92], and the detector response is simulated using the
particle tracking package GEANT3 [81]. The results from the simulations are then

processed using the same reconstruction methods as used for the real data.

It is important to note that the predictions of these generators are subject to
large uncertainties at LHC energies, and the actual signals and backgrounds may
be very different to the predicted ones. Therefore, the generator output serves as a

rough estimate, not a precise prediction.

The generated primary particles are decayed into “stable” particles, i.e. ones
which do not decay via the strong interaction, by the generator, and the resulting

particles are passed to the next stage for tracking through the apparatus.

5.2.1 The PYTHIA Monte Carlo generator

The PYTHIA Monte Carlo generator is used to simulate the physics of p-p collisions,
and a detailed description of the physics simulated is described in the PYTHIA
reference manual [91]. A very brief summary of the relevant physics is presented

here.

Simulation of initial interaction

A large number of physics processes are included in the simulation, e.g. QCD

processes such as gg — qq. Perturbative methods are used to perform calculations
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for the different contributions of such processes, taking into account the parton
distributions of the beam particles. Soft QCD processes, which cannot be calculated

this way, are simulated using various models [91].

Hadronization

The formation of colourless hadrons from coloured partons is not understood from
first principles, so PYTHIA makes use of a phenomenological model known as “string
fragmentation” in the form of the Lund model [91]. This is based on the linear
model of confinement, where the potential between two quarks increases linearly
with separation. A “string” is considered as present between these quarks, which
can break up to form new ¢q pairs when it is energetically favourable to do so. The
details of this process as used by PYTHIA are described in the PYTHIA reference

manual.

Finally, decays of the resonances such as p® — 777~ are performed, using branch-

ing fractions and widths obtained from previous experiments.

5.2.2 The HIJING Monte Carlo generator

The HIJING Monte Carlo generator can be used to simulate the physics of proton-
proton, proton-ion and ion-ion collisions [92]. It is based on the PYTHIA routines,
and uses the same hadronization models as PYTHIA. It models features specific to
heavy ion collisions, such as multiple minijets, nuclear shadowing and jet interactions

in a dense medium [92].

For this analysis, HIJING was used to generate a sample of Pb-Pb events at
LHC energies in order to study the performance of the ALICE detector for p° meson

measurement.
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5.2.3 Simulation of ALICE detector response

The tracking was performed by GEANT3 [81], which was also used for the NA57
weighting procedure described in chapter 4. GEANT3 simulates weak and electro-
magnetic decays, as well as interactions with material in the detector. If a particle
travels through a sensitive part of the detector, the signal produced in response
is simulated. These particular interactions are known as “hits”, and the result-
ing signals are stored and are used by the reconstruction code, thus simulating the

reconstruction of real data.

5.2.4 Reconstruction of events

In order to perform the analysis, it was necessary to convert the recorded detector
signals into track information. The algorithm is described in detail in chapter 5 of

the ALICE Physics Performance Report [93], and is summarised briefly below.

Tracking begins in the outer radius of the TPC. Firstly, the TPC signals are
processed to form “clusters”. Track candidates, known as seeds, are identified from
the clusters, and the track fitting attempt begins at a seed and proceeds towards the
inner radius of the TPC. New clusters are associated with the track candidate using
the Kalman filter method [93], updating the track parameters as new clusters are
discovered. When the inner radius of the TPC is reached, the fitting then passes to
the ITS, which attempts to trace the tracks to the primary vertex. The ITS clusters

are used to refine the track parameters.

The tracking is then restarted, beginning at the primary vertex and tracking
outwards to the outer wall of the TPC, and then out further to the TRD, TOF and
other detectors, which contribute tracking and PID information. Finally, the tracks

are refitted back to the primary vertex, or as close as is possible.
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5.3 The PYTHIA Monte Carlo generator’s pre-

dictions of the p’

The p° resonance has a mass of 771.1+0.9 MeV and a width of 149.2+0.7 MeV [19).
It decays primarily to 7+7 with a branching fraction very close to 100% [19], and
this is the channel which was investigated. The large p width and high multiplicity

of pions in each event mean that the background was very large.

A sample of 100,000 PYTHIA pp events was generated. This event sample
contained a total of 586,686 p’s, corresponding to an average of 5.87 p’s per event.
The rapidity distribution is shown in figure 5.1, and it can be seen that the p’s
were generated with a wide range of rapidities. In order for a p° to be successfully
reconstructed, it is necessary for both its decay tracks to be within the geometrical
acceptance of the detector, i.e. their pseudorapidities must both be between -0.9 and
+0.9. Of the 5.87 p°s per event generated, 0.489 satisfied this criterion, representing
a geometric acceptance of 8.3%. The rapidity distribution of these “reconstructable”
p’s is shown in figure 5.2. This corresponds to a potential sample of 489,000 p's
per million events in the p° — 77~ channel and approximately 25 p’s per million
events in the p° — ete™ channel. The actual number reconstructed was somewhat

lower due to inefficiencies and cuts.

The p; distribution of the generated p°s is shown in figure 5.3. The fraction of
the p’s in several p; sub-regions is shown in table 5.1. This was obtained using a
different sample of PYTHIA pp events, but the generator version and settings were

the same as those used for the main sample, described above.
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Figure 5.1: Rapidity distribution of generated p® particles for 10° PYTHIA pp events.
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Figure 5.2: Rapidity distribution of generated p° particles for 10° PYTHIA pp events,
where the p? decay tracks have pseudorapidities within the TPC acceptance of —0.9 <
n < 0.9.
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Table 5.1: Table showing the fraction of generated p’s in several p; sub-regions.

pe / GeV/c | Number | Percentage
All 583,600 100 %
0-1 463,500 79.4 %
1-3 109,300 18.7 %
3-5 9,190 1.57 %
5-10 2,080 0.36 %
Above 10 161 0.03 %

5.4 Properties of reconstructed events

5.4.1 Primary and secondary tracks

The output from the reconstruction routine consists of a reconstructed event, which

contains a list of reconstructed tracks. Some of the tracks will originate from the
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pions only.

collision, and are known as primary tracks. Some will be the result of decays, or
interactions in the detector material, and these are known as secondary tracks. As
resonances decay at the primary vertex, it is the primary tracks that are of interest
for resonance analysis. Secondary tracks will result in additional background, and

should be removed as far as is practical.

To investigate this, a sample of HIJING central Pb-Pb events was generated
using the detailed simulation, as described in section 5.2. A list of reconstructed
tracks was obtained. It was required that these tracks were successfully fitted in
both the TPC and ITS according to the procedure described in section 5.2.4. This
was necessary in order to allow impact parameters to be calculated, and the refit

requirement alone eliminated a large fraction of the secondary tracks.

Figure 5.4 shows the ratio of primary tracks to total tracks as a function of trans-

verse momentum, divided into 100 MeV /¢ bins. Tracks are identified as “primary”
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Figure 5.5: The impact parameter in the x-y plane.

or “secondary” using the Monte Carlo “truth” information supplied by the genera-
tor, although this will not be possible for the real data. It is clear that secondary
particles are relatively more abundant at low p;, and that the ratio flattens out at

moderate p;.

Impact parameter cut

To reject non-primary tracks, a cut on the value of the impact parameter was used.
Two impact parameters are defined - an impact parameter in the x-y plane, shown in
figure 5.5 and known as the transverse impact parameter, and an impact parameter
in the z plane. The z impact parameter is calculated by finding the z position at

the point of closest approach in the x-y plane.

However, a simple cut on the impact parameter does not take into account the
variation of the error in the measurement of impact parameter. A tighter cut can be
used if the error is small, whereas the same cut would reject many genuine primary
tracks if the tracks have large errors in the impact parameter. The impact parameter
resolution is a strong function of p; - for example, in central Pb-Pb collisions the

resolution of the transverse impact parameter is about 60 pum for 1 GeV/c pions
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but about 200 pum for 300 MeV /¢ pions [93]. To account for this, the reconstruction
and fitting routine calculates the x? for the track’s point of closest approach to the
primary vertex assuming that the primary vertex should be a point on the track.
Large values of this y? indicate that the track does not originate from the primary

vertex.

A cut on this x? was investigated for a sample of tracks from the HLIJING Pb-Pb
events described above. Tracks which cannot be constrained to the primary vertex,
such as secondary tracks which are produced far from the primary vertex and do not
trace back to it, are arbitrarily assigned a very large x? of 10'° by the reconstruction

software.

In the sub-sample investigated, there were 1939 reconstructed non-primary tracks
and 11,989 reconstructed primary tracks. If the cut to remove the tracks for which y?
is not calculated was applied, 632 non-primary and 11,706 primary tracks remained
in the sample. Therefore, the rejection of tracks with a very large x? eliminated
67% of the non-primary tracks and only about 2.4% of the primary tracks. The
resulting sample consisted of about 5.1% secondary tracks. Figure 5.6 shows the
primary track fraction for tracks after this cut, with the pion data points indicated
by the red triangles. This shows that, for pions, the primary fraction wass over 97%
over all the p; range. The primary fraction for all reconstructed tracks after these
cuts was above 95% for p, greater than about 400 MeV /¢ and was above 85% even

at low p;.

A stricter cut could of course be used, and this will improve the signal-to-
background ratio at the expense of the statistics. Therefore, a compromise is re-
quired between the need for a pure selection of tracks and the need for a large
sample. A useful quantity for this purpose is the signal significance, which is the

number of p’s divided by the statistical fluctuation of the number of p’s plus the
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Figure 5.6: Ratio of primary tracks to total tracks for tracks satisfying the ITS fitting
requirement and the x? cut, divided into 100 MeV /¢ bins, with no impact parameter cut
imposed. The black circles are the values for all particle species and the red triangles are

the values for pions only.

number of background pairs. The significance is given by:

S
VS+B

where S is the number of p°s in the relevant mass region and B is the number

Significance = (5.1)

of background pairs in the same mass region. Essentially, the significance is the
factor by which the signal stands out over the statistical noise. Significance can be

improved by increasing the number of events, as it is proportional to v/ Neyents-

Applying a cut to reject secondary tracks may improve the significance as the
background (B) term in equation 5.1 is decreased. However, such a cut also removes
some primary tracks and therefore decreases the signal (S). Therefore, beyond some
point, the signal significance will decrease with increasing tightness of cut. For this
analysis, as the contamination was small, the cut was restricted to removing only
tracks which were assigned the extremely large x? value. Any further cut reduced

the statistics for little gain in reduced contamination.

95



5.4.2 Relative abundances of particle species

Using a sample of reconstructed tracks from PYTHIA pp events, the relative abun-
dances of the various particle species were obtained. Of the charged tracks, only elec-
trons, muons, pions, kaons and protons are sufficiently long lived to travel through

the detector. As shown in table 5.2, almost all of the electron and muon tracks were

Table 5.2: Relative abundances of the particle species of reconstructed tracks, obtained

from a sample of PYTHIA pp events.

Particle type | Number (total) | Number (primary)
et and e 2681 23
ptand g 5188 4
nt and 7~ 38269 33564

K* and K~ 2859 2844

p and p 3651 1569

secondary. Of the 2681 electron tracks, 2459 originated from v conversions. Of the
5188 muon tracks, 4173 originated from the decay m — pr and 958 originated from
the decay K — uv.

Before cuts, therefore, the electrons and muons gave a similar contribution to the
tracks as the kaons and protons. Electrons and muons together are approximately
20% as abundant as pions. However, unlike kaons and protons, almost all of the
lepton tracks were secondary and there was potential for removing them using impact

parameter based cuts.

A loose cut on the x? parameter described in section 5.4.1 eliminated 83% of the
electrons and 97% of the muons. Stricter cuts may be possible, however even this
loose cut reduced the number of muon tracks to well under 1% of the pion tracks

and the number of electron tracks to approximately 1% of the pion tracks.
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Figure 5.7: Reconstruction efficiency as a function of pseudorapidity for tracks from
PYTHIA pp events which have p; above 0.2 GeV/c and are either 7, K+ or p or their

charge conjugates.

5.5 Detector acceptance and efficiency

5.5.1 Efficiency as a function of pseudorapidity

The geometric acceptance of the main sub-detectors of ALICE corresponds to a
pseudorapidity range of —0.9 < n < 0.9. Therefore, it is expected that the recon-
struction efficiency is zero for tracks outside this range, and should be large and not
vary significantly inside this range. Figure 5.7 shows the reconstruction efficiency as
a function of n for tracks which are either pions, kaons or protons and have p; over
0.2 GeV/c. This result was obtained using a sample of PYTHIA pp events which
were simulated using the detailed detector simulation and reconstruction. Figure

5.8 shows the efficiency obtained from a sample of HIJING central Pb-Pb events.

These plots clearly show a flat reconstruction efficiency within the geometric

acceptance, an approximately zero efficiency outside this and a very rapid transition
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Figure 5.8: Reconstruction efficiency as a function of pseudorapidity for tracks from HI-
JING central Pb-Pb events which have p; above 0.2 GeV /¢ and are either 77, K™ or p or

their charge conjugates.

between the two. These results indicate that the efficiency as a function of n can be
modelled using a “top hat” function, with zero efficiency for n < —0.9 or n > 0.9
for both pp and Pb-Pb events.

5.5.2 Efficiency as a function of transverse momentum

In order to be reconstructed, a track must reach the TPC and leave hits there. The
radius of curvature for a track in the magnetic field is given by p; = 0.3Br, where
p¢ is transverse momentum in GeV/c¢, B is magnetic field strength in Tesla and r is
radius in metres. A track with 0.85 m radius, roughly corresponding to the inner
radius of the TPC, in a 0.5 T field corresponds to a p; of about 130 MeV. Particles
with p; less than this will not reach the TPC and are not reconstructed by the
standard ALICE reconstruction routines, though reconstruction using the I'TS only
may be possible. For the low p; tracks which do reach the TPC, the efficiency at

low momentum is lower than at high momentum due to energy loss, interactions in
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Figure 5.9: Reconstruction efficiency as a function of transverse momentum for pion tracks

from PYTHIA pp events which have n between -0.7 and +0.7.
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Figure 5.10: Reconstruction efficiency as a function of transverse momentum for pion

tracks from PYTHIA pp events which have n between -0.7 and +0.7.
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Figure 5.11: Reconstruction efficiency as a function of transverse momentum for kaon

tracks from PYTHIA pp events which have n between -0.7 and +0.7.
the material, and decays [93].

Figures 5.9 and 5.10 show the reconstruction efficiency as a function of p, for
pions with pseudorapidity —0.7 < n < 0.7. As can be seen, the efficiency is zero for
p below about 120 MeV/c, rises rapidly to over 80% at 200 MeV/c, then increases

slowly to reach a maximum of about 95%, and is then flat to beyond 5 GeV/c.

By comparing figure 5.9 with figure 5.11, it can be seen that the efficiency varies

with particle species.

5.6 Track momentum resolution

5.6.1 Errors in reconstruction

Measurements of track position and momentum are subject to random and system-

atic errors. Momentum measurements are performed by measuring track curvature
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in a magnetic field. Therefore, errors associated with measuring the position of the
track and errors in measurement of the magnetic field map will introduce errors
into the momentum measurement. Multiple scattering and energy loss as particles
interact with matter in the detector will also reduce the accuracy of the momen-
tum measurement for the same reason, and this effect is particularly strong at low

momentum.

These errors will result in errors in the reconstructed mass and other properties,
and have a direct effect on the quality of results. In addition to the obvious problems
due to systematic errors, a large random error in reconstructed mass will increase
the error in the measured value of the particle’s mass and will also increase the
background as a wider mass cut must be used. For weakly decaying particles, the
experimental resolution is the only contributor to the width in the reconstructed
mass. For resonances, the particle’s natural width is often, but not always, large

compared to the width due to measurement errors.

To study these errors, a sample of PYTHIA Monte Carlo pp events, reconstructed

using the detailed simulation, was analysed.

5.6.2 Errors in calculation of resonance properties

The momentum of the decay tracks is used to calculate the resonance momentum
components, transverse momentum, mass and rapidity. Errors in measurements of
track momentum will therefore propagate through to other quantities and the final
fractional error may be much larger than the fractional error in the track momentum
measurement. For example, a resonance with a p; of 100 MeV /c may decay to tracks
with p; of several hundred MeV, with correspondingly larger absolute errors, which
combine to give a large error in the p, of the resonance. Reconstructed mass and
rapidity, which are calculated from measured track momenta, are affected in a similar

way.
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Figure 5.12 shows the distribution of errors in the reconstructed value of p; for
reconstructed p. The FWHM (full width at half maximum) is approximately 12
MeV.

Figure 5.13 shows the error in the reconstructed mass of p particles. The FWHM
for the peak is approximately 11 MeV. This shows that the error is small compared
to the natural width of the p resonance, and so will not significantly affect the
analysis. There is also a systematic error, causing the reconstructed mass to be 2.1

MeV higher than the generated mass.

The error in rapidity is shown in figure 5.14. The FWHM value is approximately
0.005 units of rapidity as can be seen in figure 5.14.

The errors in p° mass, p; and rapidity originating from track momentum mea-
surement errors are small. The error in p; is of the order of 10 MeV /¢ as compared
to a typical p; of a few hundred MeV/c. The error in the p° mass is about 6 MeV/c?,

which is small compared to the typical p° mass of 770 MeV /c?. This error, however,
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Figure 5.13: Errors in reconstructed p® mass. There is a shift of +2.1 MeV/c?, a random

error with an RMS value of 6.4 MeV/c?.

will increase the width of the observed p°, and this must be taken into consideration
if the width is to be measured. However, the natural width of the p° is about 150
MeV/c?, so the width due to momentum smearing is an order of magnitude smaller.
The consequence of these results is that the momentum smearing does introduce
errors in the quantities which are to be measured, but these effects are small and so
the errors can be modelled quite approximately without significantly affecting the

important results from the p° analysis.

5.7 Particle identification

The ALICE detector provides excellent facilities for identifying particles. Each sub-

detector may provide information which may help to identify a particle, for example:

e The ITS and TPC provide dE/dx measurements, and so can identify particles
as the dE/dx value is mass-dependent [93].
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e The TOF provides timing information, and so can provide information on a

particle’s velocity as well as its momentum, allowing its mass to be determined.

e The TRD detects the transition radiation emitted by electrons, allowing elec-

trons to be identified.

The different sub-detectors can provide identification information over different mo-
mentum ranges. The information from all the sub-detectors is combined using
Bayesian statistical methods, described in appendix A, to obtain a set of weights
for each track, roughly corresponding to the probability of the track being of a

particular particle species.

5.8 Fast simulation

The full simulation and reconstruction of an ALICE event involves the following:
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1. Generation of the particles resulting from the collision, using a Monte Carlo

generator such as PYTHIA or HIJING.

2. Tracking of the resulting particles through the detector, simulating decays,

interactions and detector response, using the GEANT software.

3. Processing of the resulting simulated detector response to reconstruct tracks

etc. for analysis. This step will also be performed on the real data.

Stages 2 and 3 are by far the most time consuming, taking several CPU-hours
each per HIJING central Pb-Pb event, with stage 1 taking approximately one
minute. Using the results obtained in the previous sections as a guide, a fast sim-
ulation routine was developed which replaced stages 2 and 3 with a suitable pa-
rameterisation of the detector response. This used values for particle reconstruction
efficiency and momentum resolution obtained from the detailed simulation. This
procedure was several orders of magnitude faster than the full simulation, and al-
lowed a large sample of events to be simulated in a reasonable time. Without such
a method, it would not have been possible to generate a large enough sample of

events to study the p°.

To make the fast simulation practical, several simplifying assumptions were
made, which will inevitably introduce some systematic errors. The results obtained
in the previous sections give confidence that these errors will be small compared
to the reduction in statistical error which a fast simulation method achieves. It
is also expected that they are small compared to the uncertainties in the physics

predictions of the Monte Carlo generators. The assumptions are:

e Reconstruction efficiency as a function of pseudorapidity can be modelled as
a top-hat function, using a constant efficiency within a range of 7 values and
zero efficiency outside this range. This was shown to be a good approximation

in section 5.5.1, figures 5.7 and 5.8, and is valid for both pp and Pb-Pb events.
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e Reconstruction efficiency as a function of p, and p, can be described as a
function of p; only. Efficiency was shown to have a strong dependence on p,
in section 5.5.2. There is no reason from the physics or from the properties
of the detector to introduce a ¢ angle dependence, so the specific values of p,

and p, are not expected to affect the result.

e Efficiency does not depend on multiplicity for p-p collisions, but is expected
to be different for Pb-Pb collisions of varying multiplicity. The fraction of
occupied TPC cells, ITS pixels, etc. is much larger for Pb-Pb collisions than
for pp collisions. This is expected to lead to different reconstruction efficiencies

for pp events and for Pb-Pb events of varying multiplicity.

e Errors in momentum measurement are a function of p; only. The errors them-

selves are treated separately for p,, p, and p,.

e Electron and muon tracks are not included. Almost all these tracks are sec-
ondary, and, as shown in section 5.4.2, impact parameter based cuts can easily

reduce the number of these tracks to a negligible level.

e Secondary tracks, such as those from weak decays, are not included. Loose
cuts based on impact parameter reduce the contribution by such tracks to
under 5%, as shown in section 5.4.1. This level of contamination will not

significantly affect the results.

e Particle identification efficiency is a function of p;, and particle type only.

The values used for the parameterisation were obtained from the detailed simu-
lation. For the pp case, a sample of 100,000 PYTHIA events was used. For Pb-Pb,

a sample of 4,000 central HIJING events was used.
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5.8.1 Acceptance and efficiency

As shown in figures 5.7 and 5.8, the track reconstruction efficiency is flat in 7 in
the range —0.9 < n < 0.9, and zero outside this range. It is also a strong function
of p;, and depends on the particle species. The fast simulation routine, therefore,
rejects all tracks with a pseudorapidity outside the range —0.9 < n < 0.9, and uses

a parameterisation of efficiency as a function of p, and particle species.

To obtain this parameterisation, the tracks from a sample of detailed simulation
events were put into p; bins from 0 to 10 GeV /¢, with variable bin sizes to account
for the lower statistics and slower variations of efficiency at high p;. A different
parameterisation was used for pions than for kaons and protons as the reconstruction

efficiency is substantially different, particularly in the low-p; region.

The reconstruction efficiency for each p; bin was calculated by dividing the num-
ber of reconstructed tracks in the bin by the number of generated tracks in the bin,
and a histogram was made of the resulting values. Polynomial functions were fitted
to these histogram, using different functions in different regions to account for rapid

changes in the efficiency as a function of p;,.

5.8.2 Momentum errors

As shown in section 5.6.2, the effect of track momentum resolution on the properties
of the p° is small. Tts contribution to the error in the p° p; is of the order of 10 MeV /c,
and its contribution to the error in the p° mass is of the order of 10 MeV/c?. The
errors in p° p; and mass must be acknowledged, but the error in p; is small compared
to the typical p° p;, and the error in mass is small compared to the ps natural width.
Therefore, an approximate method of modelling these errors is appropriate in the
fast simulation, and this will not affect the conclusions drawn from the p° analysis

described later.
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The error modelling was again based on a sample of detailed simulation events,
with pp and Pb-Pb treated separately. A list of tracks of the appropriate particle
species was obtained from each sample of events. For each of these tracks, the
difference between the generated and reconstructed values of p,, p, and p, was
calculated. These tracks, together with the calculated “errors”, were then placed
into p; bins. Variable bin sizes were used to ensure both a large number of particles

per bin and to correctly account for large variations of resolution with p;.

This table is then used when the fast simulation is applied to generated tracks.
For each generated track which is put through the fast simulation, a particle is
chosen at random from the appropriate p, bin. The errors in p,, p, and p, from this
randomly chosen track are added to the momentum components of the generated
track. This simulates the errors which would be introduced in the real momentum

measurement.

5.8.3 Particle Identification modelling

In the fast simulation, the detector response information is not available and so the
standard particle identification technique, described in section 5.7, cannot be used.
Fortunately, for the study of the p® — 7#F 7~ channel, precise modelling of the PID
is not required. Most of the tracks present in the events are pions, and PID is used

to remove contamination from decays such as K% — K.

To model the PID in the fast simulation, a sample of tracks from the detailed
simulation was used. To effectively suppress the contamination from kaons, a strict
selection criterion was used. The standard ALICE detailed simulation PID informa-
tion consists of a set of weights corresponding to the possibilities - electron, muon,
pion, kaon or proton. These weights are roughly proportional to the probability of
the track being of the relevant particle species, disregarding the relative abundances.

These weights were normalised so that the total was one. As the masses of the pion
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and muon are so similar, the central tracking detectors are unable to effectively
distinguish them, so these two weights were added together. The selection criteria
then used was that the combined muon + pion normalised weight must be greater

than 0.9.

If this criterion is applied to the sample of tracks from the detailed simulation,
the fraction of pions which are correctly identified as pions can be calculated as a
function of transverse momentum, as can the fraction of electrons, muons, kaons
and protons which incorrectly identify as pions. A table was constructed, based
on this information, which allowed the probability of identification as a pion to be
obtained as a function of particle species and transverse momentum. When the
fast simulation processes a generated particle, it uses this table to label the particle
as either as a pion or not a pion, simulating the identification performed by the
full reconstruction routine. For example, if the probability in the table is P, the
fast simulation chooses a random number from a uniform distribution between 0
and 1. If this number is less than P, the particle is labelled as a pion, otherwise
it is labelled as “not pion”. This method should account for both the loss in pion
detection efficiency due to misidentification of pions and contamination of the pion

sample from misidentified kaons and protons.

5.8.4 Fast simulation performance

The full simulation and reconstruction of a central Pb-Pb event takes several hours
using a typical single processor, in this case a 2 GHz Xeon. The fast equivalent, due
to the much simpler methods used, takes about 1 second. This is negligible compared
to the time required for the Monte Carlo generator HIJING and for the resonance
reconstruction and invariant mass calculation routine. Typically, the generation,
fast simulation and invariant mass calculations take approximately 2 minutes per
event in total. Therefore the overall time for 1 million central events is about 1400

CPU-days. This can be carried out in a reasonable time using computing farms,
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whereas using the full simulation would need over 1,000 CPU-years to do the same
thing. The greatly increased speed allows a sample of 10° central Pb-Pb events and
5 x 107 pp events to be generated for the p° analysis.
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Chapter 6

Analysis of the p' resonance at

ALICE

6.1 Introduction

The prospects for measurements of the p° resonance in proton-proton and lead-lead
collisions at ALICE were investigated using Monte Carlo simulations. Simulations
of Pb-Pb collisions are more difficult than p-p collisions, as the much larger event
multiplicity requires correspondingly larger CPU time to simulate. The fast sim-
ulation method described in section 5.8 was used to generate a large number of
pp and Pb-Pb events. After event simulation, the p° signal was reconstructed by
calculating the invariant masses of track pairs. Background subtraction techniques
were developed to subtract the very large combinatorial background. Finally, an
appropriate function was used to fit the data in order to extract values of p° mass,

width and yield.
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6.2 Analysis of the p in Pb-Pb collisions

6.2.1 Event generation

The HIJING event generator, described in section 5.2.2, was used to simulate 10°
central Pb-Pb events. Only collisions with impact parameters of 0-3 fm were con-
sidered “central” and included in this sample. The HIJING generator predicts an
average multiplicity of about 6000 charged primary tracks per unit of pseudorapidity
in the central rapidity region for a central Pb-Pb collision. This is somewhat higher
than the predictions of some other models, which typically estimate a dN.,/dn of
about 2000-3000 in the central region [94, 95]. However, all models are estimates
only, and it is reasonable to be conservative when investigating the performance of

a future experiment.

To check whether the HIJING predictions are reasonable, the p/7 ratio can be
compared with results from previous experiments. The p/7 ratio has been measured
for a number of different centre-of-mass energies and for different collision systems,
including pp at 6.8 GeV [96], 19.7 GeV [97], 27.5 GeV [98] and 52.5 GeV [99], ete™
at 10.45 GeV [100] and 91 GeV [101], 7~ p at 19.6 GeV [102], Kp at 7.82 GeV [103]
and peripheral Au-Au at 200 GeV [46].

Figure 6.1 shows the p/m ratio measurements from previous experiments, with

HIJING'’s prediction for Pb-Pb at ALICE included. The p refers to p° only and the
7 refers to a single species of pion (77, 7° or 7). The results from previous exper-
iments suggest that the ratio is either independent of collision energy or increases
slowly with collision energy. A decrease in p/7 ratio is not supported by the data.
The HIJING prediction of p/m ratio is similar to the results from lower energies,
with a predicted ratio of 0.150 for central Pb-Pb, and 0.165 for peripheral Pb-Pb

(not shown). Therefore, as the p” signal is more easily observable with higher p/7

ratio, the HIJING prediction is reasonably conservative.
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Figure 6.1: Ratio of p to 7 for various collision systems and energies, including HIJING’s
prediction for Pb-Pb at ALICE. The other systems are eTe™~ at 10.45 GeV and 91 GeV,
pp at 6.8 GeV, 19.7 GeV, 27.5 GeV and 52.5 GeV, K'p at 7.82 GeV, 77 p at 19.6 GeV
and peripheral Au-Au at 200 GeV.

The generator output was passed to the fast simulation routine, described in
section 5.8. The fast simulator attempts to reproduce the output of the full simula-
tion and reconstruction process, resulting in a simulation of what will be seen when
the reconstruction algorithms are applied to the real data. Some selection cuts are
applied at this stage to eliminate tracks which are unlikely to be from a primary p°

decay, and these are described below.

6.2.2 Selection of tracks

As shown in section 5.4.1, most secondary tracks can be removed by applying se-
lection criteria based on their impact parameter. The remaining secondaries are a
small fraction of the tracks, and so the fast simulation ignores them. However, PID
requirements cannot be ignored. Not only do non-pion tracks add to the continuum

background, but there will be contamination from other resonances, of which the
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Figure 6.2: Plot of p® invariant mass signal (solid line) and K"* invariant mass signal

(broken line) for 10° central HIJING Pb-Pb events using a 7+~ hypothesis.

K% (892) and its antiparticle are the most important. Each event will contain de-
cays of the K%(892) and K, resulting in additional correlated contributions to the

77~ invariant mass spectrum. These particles decay via the following channels:
K™ — Ktr~ (6.1)
K — Kot (6.2)

The term K% is used subsequently to refer to both of these decays. Under a7 m—
decay hypothesis, the invariant masses of the K7 pairs from the K% decays form a
large peak in the p mass region of the invariant mass spectrum, which complicates
the fitting of the p® signal. To eliminate this, pion identification was required. This
used the PID model included in the fast simulation, described in section 5.8.3. The
relative sizes of the p and K°* contributions are shown in figure 6.2. Without particle
identification, the number of K%s is 24% of the number of p°s, which represents

a significant contamination. After applying the PID selection criterion, this was

reduced to 0.25%. This remaining K°* contamination is small and can be ignored.
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6.2.3 p reconstruction and background subtraction

Reconstruction of the p° signal was carried out by calculating the invariant mass of
all possible 777~ pairs which satisfy the selection criteria described in section 6.2.2.
The resulting histogram is shown in figure 6.3. The p° signal with all background
removed is shown for comparison in figure 6.4. It can be seen that the p° signal
is very small compared to the background, as the background peak in the p° mass

region is several thousand times larger than the peak of the p°.

Due to the large number of tracks in each central Pb-Pb event, even after selec-
tion cuts, the combinatorial background was very large compared to the p° signal.
Therefore, it was necessary to develop a method for estimating the background and

then subtracting it.

6.2.4 Like-sign background subtraction

One method of estimating the background is the like-sign method. Assuming that
there are equal numbers of positive and negative tracks, and that the momentum
distributions of positive and negative tracks are the same, the combinatorial back-
ground for 77—, 777" and 7~ 7~ will be the same, within statistical errors. How-
ever, the 77" and 7~ 7~ (like-sign) cases will not include the cases of both tracks
coming from the same resonance, as there are no resonances of interest which decay
to two pions of the same sign. Therefore, subtracting the 7=7~ or 7" 71 spectrum
from the 7*7~ spectrum should remove the combinatorial background but not the

resonance contributions.

The combined like-sign spectrum was calculated by taking the geometric mean
of the two separate like-sign spectra. For each bin, the total number of entries for
the positive track combinations was multiplied by the total number of entries for the

negative track combinations, and the square root of this product was then taken.
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Figure 6.4: Background-free p invariant mass spectrum for 10° central Pb-Pb events.
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Figure 6.5: Comparison of unlike-sign (solid line) and like-sign (circular points) histograms

for 10% central HIJING Pb-Pb events.

Using the geometric mean helps to correct for any asymmetry in the number of
positive and negative tracks, and produce a background closer to the unlike-sign

spectrum.

The like-sign and unlike-sign spectra are shown in figure 6.5, with the signal
histogram shown by the line and the like-sign spectrum shown by the circles. No
normalisation was applied to the like-sign spectrum as it reproduced the combinato-
rial background very closely. It was not possible to improve the result by multiplying

the like-sign spectrum by a fixed factor.

The results of the like-sign subtraction for the 10° Pb-Pb central events are
shown in figure 6.6. The points with circles show the difference between the two
graphs shown in figure 6.5, and represent the background-subtracted invariant mass
spectrum. The error bars are relatively large despite the very large number of p’s.
This is due to statistical fluctuations in the background estimate, which are given

by \/Nbackground, and not by fluctuations in the number of ps, which are given by
\/Npo. As Npackgrouna >> Ny, the error bars are large.
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showing individual contributions.

As these data come from a Monte Carlo simulation, the actual source of a con-
tribution to the invariant mass spectrum is recorded and can be extracted. This
information, known as Monte Carlo “truth” information, will not be available in the
real data, but is used here to show the contributions to the spectrum. The solid
line shows the contribution from 77~ pairs where both tracks originate from the
same p° decay. Similarly, the dotted lines show the contribution from 77~ pairs
where both tracks originate from the same w, n or ' decay. The large, wide shapes
for w, n and n' are due to the reconstruction of the invariant mass from two of the
three decay products of these particles. The contributions from 7 and n’' decays are
added together and shown as a single line. The triangular points show the results
from the like-sign background subtraction after the above resonance contributions
are removed, giving an indication of the “residual background”’, i.e. the difference

between the true background and the like-sign estimate.
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6.2.5 Mixed event background subtraction

Another method of estimating the background uses combinations of positive and
negative tracks from different events. This method has the advantage that it natu-
rally takes into account the asymmetry between positive and negative tracks. Also,
as each event can be combined with many other events, the statistics are superior
to those of the like-sign method. However, this method has the significant disad-
vantage that different events can have considerably different characteristics, such as
multiplicity, mean p;, anisotropic flow etc. Care must be taken to ensure that only

similar events are mixed.

Preliminary investigations showed that the mixed-event method was considerably
inferior to the like-sign method at reproducing the background shape. Whereas the
like-sign method very closely reproduced the combinatorial background immediately
and with no tuning, the mixed-event method introduced large distortions into the
subtracted spectrum which would have made fitting impossible. This remained the
case even when restrictions on multiplicity and mean p; were applied to the mixed
events. As a result of this, and also due to the success of the like-sign method, the

mixed event method was not used in the final analysis.

6.2.6 Fitting method

To extract values for the p° mass, width and yield, it is necessary to fit an appro-
priate function to the background-subtracted invariant mass histogram, shown by
the points labelled with circles in figure 6.6. As the p° signal cannot be isolated, it
is necessary to fit a function describing not only the p° but the other contributions

to the histogram. These contributions are:

e The p mass peak, labelled “p” in figure 6.6.
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e The residual combinatorial background, caused by the like-sign distribution

not exactly reproducing the background, labelled “background”.

e The w — 777~ 70 decay, with the invariant mass calculated from the 7+ and

7~ decay tracks only, labelled “w”.

e The w — 77~ decay, which forms a small peak at 0.782 GeV/c?, labelled

“,o0n

w

e The n — 7t7 7% and ' — 77 1 decays, with the invariant mass calculated

from the 7 and 7~ decay tracks only, labelled “n +n'”.

As the mass and width of the p are to be measured, the fit should be carried out
over as large a mass range as possible to include most of the p shape. However, to
make the fit more reliable, as few free parameters should be included as possible.
The fit was therefore carried out over the mass range 0.55 < m,, < 1.2 GeV/c?,
which excluded background from the n and n'. This reduced the number of free
parameters needed in the fit, while retaining a large fraction of the p° signal. In this
region, the residual combinatorial background could be modelled by a straight line,
using two free parameters. The p was modelled by a non-relativistic Breit-Wigner,

shown in equation 6.3, with mass, width and size as free parameters.

AN T
M Ax - (6.3)
dm (m—p)?+ 5

The non-relativistic form was used as this was the function used by the Monte
Carlo generators, as an accurate model of the p° shape is difficult [91]. To model the
p? realistically in the real data, a relativistic Breit-Wigner should be used, and it may
be necessary to take phase space effects into account. There are also other factors
which may could affect the shape of the p° compared to its value in elementary
collisions. These include signal-background interference, Bose-Einstein correlations

between pions from the p° decay and identical pions close in phase-space, and any

effects due to the QGP.
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The w shape was determined from the Monte Carlo simulation, and the size is
left as the only free parameter. As an additional constraint, the fitted function was
normalised to the same area as the histogram in the mass range given above. This
reduced the number of free parameters by one, and resulted in a more stable fit and
reduced errors. The resulting fit had five free parameters. For the fits with fewer
free parameters, e.g. where the p° width was fixed or where the fit was done to the

p® without background, this normalisation constraint was not applied.

The fits were performed by the MINUIT software [104]. When using MINUIT,
the fit parameters are set to reasonable initial values, and then the routine makes
adjustments to the parameters in order to minimise the y2. The set of parameters
with the lowest x? is taken as the best fit. The errors are calculated using the MINOS
routine in the MINUIT package [104]. To calculate the error in a fit parameter i,
MINOS starts with the values of the fit parameters which minimize the x?, and
adjusts 7 until the point is found at which the increase in x? corresponds to the 1o

error. In general, this method produces asymmetric errors.

6.2.7 Fit results

Figure 6.7 shows the result of a fit of the function described above to the 77—
invariant mass spectrum in HIJING Pb-Pb collisions. The fitted p mass is 0.771 +
0.001 GeV/c?, with a width of 0.162 4+ 0.008 GeV/c? and a yield of 2.3015:52 x 10®
p’s. These can be compared to the generated mass of 0.7685 GeV/c?, width of
0.151 GeV/c? and yield of 1.97 x 10® pU. These results show that the mass of
the p was measured reliably to good precision, although the quoted error is an
underestimate as it includes the statistical error only. Any significant mass shifts
should be measurable. The number of ps was also measurable, with an estimated

statistical error of 20 to 30%. The width measurement was also reasonable.
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Figure 6.7: Fit to background-subtracted 7" 7~ spectrum.

6.2.8 Systematic errors in fitting

A distortion of the p° line shape was observed in the reconstructed signal when
compared to the generated signal, as shown in figure 6.8. This indicates that the
detector introduces a significant distortion of the p° shape, as the plot would show
a flat line for a distortion-free detector. This was not initially expected, and is
most likely due to variation of reconstruction and identification efficiency with track
momentum. The p° has a large width, so the momentum of the decay tracks will
tend to be larger for larger mass p’s. The differences are not small compared to
the momentum of most p’s. For example, the momentum difference between a 7
from a 1070 MeV/c? p° and one from a 470 MeV/c? p° is 327 MeV/c, whereas the
mean transverse momentum of p’s in this sample was around 750 MeV /c, with 80%
of p’s having a p; of below 1 GeV/c. The reconstruction efficiency is known to
vary significantly over this momentum range, as shown in section 5.5.2, and particle
identification efficiency is also highly momentum dependant. This could lead to the

observed distortion of the p° shape.
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seen that the detected p’ shape is different from the generated shape, as the plot is not
flat across the p® mass range. No normalisation is applied to the samples so the Y-axis

units are arbitrary.

Comparison of fits to generated and reconstructed p’s

To determine the effect of the line shape distortion described above on the p° mea-
surement, fits were carried out on both the reconstructed p° spectrum and the gen-
erated p spectrum. In both cases, the background was removed using the Monte

Carlo truth information.

Figure 6.9 shows the background-free reconstructed p° spectrum and the fit that
was made to it, and figure 6.10 shows the background-free generated p° spectrum
and the fit that was made to it. The fitted masses and widths are shown in table 6.1.
As the “generated” histogram was produced from a separate, smaller sample, the
fit errors are larger than those for the fit to the reconstructed spectrum. However,
the generator used was the same for both samples, and so there was no systematic

difference.
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Figure 6.9: Fit to reconstructed p" signal, with background removed using the MC truth

information.

Table 6.1: Fitted values of p mass and width for generated and reconstructed p’s in the

absence of background, and a comparison to the generator input values.

Generated value | Fit to generated | Fit to reconstructed

Mass / GeV/c? 0.7685 0.76736 = 0.00016 | 0.77325 £ 0.00001
Width / GeV/c? 0.151 0.14813 £ 0.00037 | 0.14085 £ 0.00002

It can be seen that distortion affects the fit of the p. Both the fitted mass and
width are subject to a shift from the true value. This error is in addition to the
quoted MINOS errors. Additionally, the fitted reconstructed width is smaller than
both the generated width and the fitted reconstructed width when background is

present.

Whereas naively it may be thought that detector efficiency correction is only rel-
evant for yield measurements, this result shows that efficiency effects must also be
taken into account when measuring the mass and width of the p°. In this case, the

measured mass is reasonable although the quoted error is too small. The measured
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Figure 6.10: Fit to generated p" signal, with background removed using the MC truth

information.

width, however, is much further away from the generated value and the quoted sta-
tistical error is far too small, but the width is still correct to within 6%. However,
it should not be assumed that the results will be this favourable in general. Ide-
ally, the invariant mass spectrum should be corrected for acceptance and efficiency
before fitting is carried out, in order to correct for any detector induced line shape

distortions.

6.2.9 Signal-to-background ratio and significance

The signal-to-background ratio is simply the number of p%s in a defined mass region
divided by the number of background 77~ pairs in the same mass region. This is

not a very useful measure for a Pb-Pb event, for two reasons:

e The S/B is very low for a Pb-Pb event, as the number of background pairs

2
scales as N s

e Most of the background can be subtracted.
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The signal significance, defined in section 5.1, is a more useful measure.

Table 6.2 shows the number of signal p° histogram entries, number of background

Pb-Pb events.

Significance =

S

VS+B

(6.4)

entries, S/B and significance for the 10° simulated Pb-Pb events, separated into
different p, ranges. The significances for a sample of 107 events, which is of the
order of the number of events expected in one year of data taking, are larger by a
factor of v/10. All quoted numbers of histogram entries are in the mass range 630
MeV/c? to 930 MeV /c?,

Table 6.2: Significance and S/B values for p° in various p; regions for 105 HIJING central

Py range PID Signal Background S/B Significance
All Yes | 1.97 x 10% | 2.65 x 10'2 | 7.43 x 107° 121
No | 2.66 x 10% | 4.11 x 10" | 6.0 x 107° 127
Below 1 GeV/c | Yes | 1.78 x 108 | 2.40 x 10'? | 7.42 x 107° 115
No | 2.27 x 10% | 3.74 x 10*? | 6.0 x 107° 117
1-2 GeV/c Yes | 1.71 x 107 | 2.42 x 10" | 7.06 x 10~° 34.8
No | 3.35x 107 | 6.89 x 10! | 4.86 x 107 40.4
2-4 GeV/c Yes | 2.15 x 105 | 9.30 x 109 | 2.31 x 104 22.3
No | 5.05 x 108 | 3.50 x 10'° | 1.44 x 10~ 27.0
Above 4 GeV/c | Yes | 2.16 x 10° | 2.14 x 108 | 1.0 x 1073 14.8
No | 820 x 10° | 1.27 x 10° | 6.45 x 1074 23.0

The lower signal significance in p; sub-regions complicates the analysis. Addi-

126

tionally, as p; increases to over 4 GeV/c, the PID becomes much less efficient and
the signal significance is greatly decreased from the ideal case. Therefore, at high
pt, the PID described above cannot be used. It may be possible to study the high p,
region by not using PID at all or by using alternative PID criteria. Table 6.3 shows




the signal significance for 107 events for p; between 4 GeV/c and 10 GeV/c with
no PID selection cuts. However, if PID is not used, the K% — K7 contamination
must be removed in some other way, for example if the yield and shape are known
from a dedicated K% analysis. Additionally, the lower statistics at very high p; will

prevent yield measurements even if the K% contamination can be eliminated.

Table 6.3: Significance and S/B values for p at high p; based on a sample of 93,000
HIJING central Pb-Pb events. Significance is shown for 107 events.

p; range | PID | Signal | Background S/B Significance (107 evts.)
4-6 GeV/c | No | 63958 | 1.17 x 10® | 5.47 x 10~* 61.3
6-8 GeV/c | No | 14383 | 1.28 x 107 | 1.12 x 1073 41.7
8-10 GeV/c | No | 3898 2.01 x 10% | 1.94 x 103 28.4

6.2.10 Effect of reduced signal

The results described above were based on the HIJING predictions. As the real
data may differ significantly from these, it is useful to know how the analysis will be
affected if the number of ps is smaller than expected. To investigate this, the fits
were performed on the same data set as above but with a certain fraction of the p°s
removed. For these fits, the width parameter was fixed at 140 MeV/c¢? to improve

the fit stability when the signal was reduced. The results are shown in table 6.4.

The results show that it is still possible to obtain a fit with a p® signal reduced by
a factor of four from that in the main analysis, but the error in the measured yield
increases to about 25%. However, the quoted statistical error is unreasonably low,
indicating that systematic effects become dominant for low p° yields. This effect is
even more noticeable in the case of a p® yield which is 10% of the HIJING prediction,
where the fitted yield is 67% larger than the true value but the quoted error is much

smaller than this. It is apparent that a reasonable value of significance is required

127



Table 6.4: Fitted mass and yield for cases with a number of p° equal to 50%, 25% and
10% of the HIJING prediction for 10° central Pb-Pb events. The width is fixed at 140
MeV/c? for these fits.

p° fraction | Fitted mass (GeV/c?) Fitted N Correct N
50% 0.771 £ 0.002 10.8 £ 0.8 x 10" | 9.85 x 107
25% 0.769 + 0.004 6.137082 x 107 | 4.92 x 107
10% 0.765 = 0.007 1.034£0.16 x 10% | 1.97 x 107

for a good measurement of the p° yields and properties. The results show that a
reasonable measurement of mass and yield of the p°, assuming the width can be
fixed for the fitting, can be made for a significance of 30, as this is the significance

for the 25% p° fraction shown in table 6.4.

6.2.11 Error analysis

The error analysis is more difficult for the p° measurement than for the = measure-
ment at NA57. The = signal suffered from low statistics, but was otherwise clean.
The p° signal had good statistics but had significant background contributions which
were non-random in nature, such as the w, the residual background and the distor-
tion of the p° shape. Imprecise modelling of these factors leads to systematic errors

which are difficult to assess.

Statistical errors

The MINOS routine [104], described in section 6.2.6, was used to estimate the
statistical error on the fitted values of p° mass, width and yield. However, as shown
in table 6.4, this is not a reliable indication of the total error, especially as the p°

signal becomes smaller compared to the other 7"~ contributions.
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Systematic errors

Several systematic effects contribute to the error in the measurement of p° properties.

e A systematic error was introduced by detector-induced modification of the p°

line shape, described in detail in section 6.2.8.

e The residual combinatorial background was modelled by a straight line over
an extended region. This is only an approximation, and any deviations from
this behaviour appear as an effective distortion of the p° shape and size. This

error becomes more significant if the p° yields are smaller than expected.

Therefore, when analyzing the real data, thorough Monte Carlo studies will be

necessary to ensure that such systematic effects are well understood.

6.2.12 Conclusions

The Monte Carlo study described above suggests that it will be possible to measure
the p° signal in central Pb-Pb collisions at ALICE. Two important measurements

are the p° mass and yield, and this study showed that:

e The central mass value can be measured to good precision, therefore significant
mass shifts will be measurable. However, due to line shape distortions and
difficulties associated with fitting, a careful analysis of the systematic errors

will be essential.

e The yield of p% can be measured to sufficient precision to allow comparisons
to, e.g. pp collisions. The statistical error as reported by MINOS for the case
investigated is of the order of 25%.

e Measurement of p° width is difficult due to systematic errors such as line-shape

modification. However, if these effects are corrected for and the size of the error
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is understood, width measurement should also be possible to a reasonable
precision. Results shown here indicated a typical width measurement error of

under 10%.

The results show that it should be possible to measure p° yields and properties
in p, sub-regions. When using a sample of 107 events, the signal significances in
the sub-regions are similar to or larger than the full-p; significance of the sample
studied here. However, systematic effects can have a large effect and must be well
understood. The quoted MINOS errors are not a suitable estimate of the total
error, as they reflect the statistical errors only. This is most clearly illustrated by
the results shown in table 6.1 - as the error bars on the fitted data are very small, the
corresponding MINOS error is very small. However, as the fitted function cannot
correctly reproduce the data for any set of fit parameters, the true error is quite

large.

6.3 Analysis of the p’ in pp collisions

The techniques which were used to study Pb-Pb collisions were then applied to pp
collisions. The changes made for the pp study were:

e Use of the PYTHIA event generator rather than HIJING.

e Generation of a larger number of events. A sample of 5 x 107 pp events was

generated for this analysis.

e In the fast simulation, different values for reconstruction efficiency, identifica-
tion efficiency and momentum smearing were used. As for Pb-Pb, these values

were derived from the detailed simulation.

As the analysis methods were the same as for Pb-Pb, the results are stated without

a detailed description of the analysis technique.
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6.3.1 Event generation, fast simulation, reconstruction and

background subtraction

The PYTHIA Monte Carlo generator, described in section 5.2.1, was used to gener-
ate 5x 107 pp events at a centre of mass energy of 14 TeV. The generator output was
passed to the fast simulation routine, which was mostly the same as was used for
Pb-Pb events. As for Pb-Pb, secondary tracks were ignored, the PID performance of
the detector was simulated for the selection of 7 tracks and the like-sign background
subtraction method was used. The functions and tables describing reconstruction
efficiency, PID efficiency and momentum smearing were different for the pp case,

and were obtained from a detailed simulation of PYTHIA pp events.

An important difference for the pp case was the time required for simulation.
Because the events are much simpler and have much lower multiplicity, both the
generation and resonance reconstruction stages were much quicker than for Pb-Pb.
This allowed a much larger number of events to be generated, which in turn allowed
more detailed analysis for p; sub-regions. Like-sign subtracted invariant mass spectra

were obtained for several p; sub-regions:

Figure 6.11 shows the invariant mass spectrum for reconstructed resonance

candidates with any p;.

e Figure 6.12 shows the invariant mass spectrum for reconstructed resonance

candidates with p, < 1 GeV/c.

e Figure 6.13 shows the invariant mass spectrum for reconstructed resonance

candidates with 1 < p, < 2 GeV/c.

e Figure 6.14 shows the invariant mass spectrum for reconstructed resonance

candidates with 2 < p, < 4 GeV/c.
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Figure 6.11: 7+ 7~ invariant mass spectrum for 5 x 10° PYTHIA pp events after like-sign

background subtraction, for resonance candidates with any p;.
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Figure 6.12: 777~ invariant mass spectrum for 5 x 10° PYTHIA pp events after like-sign

background subtraction, for resonance candidates with p; < 1 GeV/c.
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Figure 6.13: 717~ invariant mass spectrum for 5 x 10° PYTHIA pp events after like-sign

background subtraction, for resonance candidates with 1 < p; < 2 GeV/c.
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Figure 6.14: 777~ invariant mass spectrum for 5 x 10° PYTHIA pp events after like-sign

background subtraction, for resonance candidates with 2 < p; < 4 GeV/c.
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6.3.2 Fitting

Figure 6.11 shows that the pp result is similar to the Pb-Pb result, the most notable
difference being the smaller error bars due to the higher statistics. Therefore, a
similar fitting method was applied to the pp case. The fitted function is shown by
equation 6.5:

dN r

X — A4 Bm+CW(m)+ D
dm m (m) (m—u)ZJr%2

(6.5)

A and B are free parameters describing the linear background. C is a free parameter
which controls the size of the w contribution and W(m) is a fixed function describing
the w shape. The remaining free parameters describe the p° - D is its size, p its

mass and [ is its width.

This function was used to fit each of the like-sign subtracted invariant mass
spectra shown in figures 6.11-6.14. The values for the masses, widths and sizes of
the p° peaks were extracted and the extracted p° functions were compared to the
true p° components of the invariant mass spectra. The results of the fits are shown

in figures 6.15-6.18.

Table 6.5: Fitted values of p° mass, width and yield for pp collisions at 14 TeV. The
number refers to the number per 1000 events, and only p’s which have masses between

630 and 930 MeV/c? were included.

p. / GeV/e | Mass / GeV/c? | Width / GeV/c? | Number | True Number
All 0.767397000031 0.1508 0007 | 177.0119 170.4
0-1 0.767341 0 0001 0.1523100051 | 138.4159 131.1
1-2 0.765481 0 0000 0.1454 150052 25.515 26.14
2-4 0.770027 3 55093 0.152275:0061 11715 11.35
4-5 0.77400:901% 0.16619015 1.28%9% 1.080

The p’s were generated with a mass of 0.76850 GeV/c? and a width of 0.15100
GeV/c?. Table 6.5 shows that the fit produces a reliable measurement of these two
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Figure 6.15: Fit of equation 6.5 to like-sign subtracted 7"~ spectrum for resonance
candidates of any p;. The solid dots show the like-sign subtracted spectrum and the
crosses show the p® component. The p° component of the fit is also shown in the plot for

comparison with the actual p° contribution.
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Figure 6.16: Fit of equation 6.5 to like-sign subtracted 77~ spectrum for resonance
candidates with 0 < p; < 1 GeV/c. The solid dots show the like-sign subtracted spectrum
and the crosses show the p° component. The p° component of the fit is also shown in the

plot for comparison with the actual p° contribution.
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Figure 6.18: Fit of equation 6.5 to like-sign subtracted =7~ spectrum for resonance
candidates with 2 < p; < 4 GeV/c. The solid dots show the like-sign subtracted spectrum
and the crosses show the p° component. The p° component of the fit is also shown in the

plot for comparison with the actual p° contribution.
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Figure 6.19: A fit to the reconstructed p® signal, with all background removed using the
Monte Carlo truth information. The fitted mass is 0.76626 GeV/c? and the fitted width
is 0.14277 GeV/c2.

quantities for p; below 4 GeV/c, though the errors quoted for the mass measurement
are an underestimate. The extracted yield is also consistent with the value obtained

using the Monte Carlo truth information.

Systematic errors in fits

As a systematic error due to the distortion of the p° shape was observed in the Pb-
Pb results, the possibility was investigated for pp as well. Figure 6.19 shows a fit
of a Breit-Wigner function to the reconstructed p° signal, with all the background
removed using the Monte Carlo truth information. The fitted mass, with MINOS
errors, was 0.76626 £ 0.00003 GeV/c? and the fitted width was 0.14277 + 0.00007
GeV/c?. This can be compared to the fitted values for the generated p° spectrum,
as shown in table 6.6. The generated p° spectrum is the same for pp and Pb-Pb as
the resonance decay routines and the mass and width inputs are the same in both

cases.
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Table 6.6: Fitted values of p° mass and width for generated and reconstructed p%s, and a

comparison to the generator input values.

Gen. Value | Fit to generated | Fit to reconstructed (pp)

Mass / GeV/c? 0.7685 0.76736 4+ 0.00016 0.76626 £ 0.00003
Width / GeV/c? 0.151 0.14813 £+ 0.00037 0.14277 £+ 0.00007

It is clear from these results that the distortion of the p° spectrum is an issue for
pp, as it was for Pb-Pb, and introduces a systematic error in the measurement of the
p° properties. The systematic shift in the width is similar for pp and Pb-Pb but the
shift in the mass is much smaller. Interestingly, the fitted mass and width for the p's
with background are closer to the correct values than the ones without background,
suggesting an additional systematic error which acts in the opposite direction to
the error introduced from the distortion. As in the Pb-Pb case, a full Monte Carlo
study must be carried out when analysing the real data to obtain reliable estimates

of all sources of error.

6.3.3 Signal-to-background ratio and significance

Table 6.7 shows the significance and S/B values for the p° in p; sub-regions for
PYTHIA pp events. As expected, the signal-to-background ratio is much larger for
pp than Pb-Pb, due to the much smaller number of tracks per event. However, this
is not an effective indicator of the quality of fit that can be obtained. As was the case
for Pb-Pb, the signal significance is a more useful quantity. Whereas S/B increases
with p,, significance decreases, and the results obtained from the fit become poorer.
As was previously observed in Pb-Pb events, the PID becomes less effective as p;
increases, and so the result quoted for 4-10 GeV should be regarded with caution.
The PID cuts will disproportionally favour p’s with p, at the lower end of this range.

To obtain useful results at high p;, the use of PID must be re-assessed, and perhaps
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avoided completely.

Table 6.7: Signal, background, significance and S/B values for p° in various p; regions for
the sample of 50 million PYTHIA pp events analysed. Significance is also shown for the

expected 1 year total of 10° pp events.

p; range Signal | Background | S/B Significance
5 x 107 events | 109 events
All 8520012 | 359672175 | 0.0237 444 1986
Below 1 GeV/c | 6554183 | 296217252 | 0.0221 377 1686
1-2 GeV/c 1307041 | 53435309 | 0.0245 177 792
2-4 GeV/c 567570 9421182 | 0.0602 180 805
4-10 GeV/c 90299 596055 0.1515 109 487

6.3.4 Conclusions for pp measurements

These results show that, for pp events, the p° properties can be measured as a
function of p; to at least p, = 4 GeV/c. The same systematic errors which were
present in the Pb-Pb analysis are also present in the pp analysis, and so many of

the conclusions are the same as described in section 6.2.12.

The most important differences between the pp and PbPb results are conse-
quences of the much larger number of events available for pp. As a result of the
larger sample, the statistical error in the yield measurement is greatly reduced. For
all p, in pp collisions, the measured p° yield is 177.0719 per 1000 events as com-
pared to the true value of 170.4 per 1000 collisions, as shown in table 6.5. For PbPb
collisions, the measured p° yield is 2.307052 x 10° per 1000 collisions as compared

to the true value of 1.98 x 10° per 1000 collisions. It is clear that the error in the

yield measurement is much lower for pp. However, as a consequence, the effect of
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systematic errors is more clear, as the quoted error is the MINOS statistical error

only.

The clear improvement of yield measurement capability with sample size suggests
that a detailed measurement of the p® yield in pp collisions as a function of p; should
be possible, and a similar measurement should be possible with a full year’s Pb-Pb
event sample of 2 x 107 events. The larger event sample also appears to improve
the measurement of the p° width, although, as for Pb-Pb, the MINOS error is not a
good estimate of the total error. It is necessary to have the same care with regards

to systematic errors as is required for Pb-Pb.

6.4 Limitations of these studies

The studies described here make use of the predictions of the PYTHIA and HIJING
Monte Carlo generators. The uncertainties in the generators’ predictions of track
multiplicity, p° abundance etc. are large. Consequently, the significance may be
much better or worse than indicated here, although the consistency of the HIJING
prediction of the p°/7 ratio with previous experiments suggests that the predictions

are, at least, not unreasonable.

The particle identification used here is not available for high p; tracks. In partic-
ular, the conventional ALICE PID starts to lose the ability to distinguish between
7 and K at p, = 2 GeV/c. Therefore, studies for p; > 4 GeV/c will require different

PID selection criteria to those used here.

One possible method for improving PID at high momentum is to make use of
the relativistic rise effect. For values of v above about 4, relativistic effects causes
the energy loss of a particle in a medium to increase logarithmically up to a plateau
at a (v of a few hundred [105]. This effect, not included in the PID procedure used

here, may allow hadron identification at higher p;, than was previously available,
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and therefore may allow the K% contamination to be removed for higher p; than

indicated here.

Finally, the study does not take into account any effects which may be present
in reality but which the generator does not predict. Due to the low signal-to-
background ratio, small systematic effects can have a large influence on the p° mea-
surements. The real p° measurement may be complicated by mass shifts of the p°
and w, changes of the p® line shape, other resonance contributions and other cor-
relations between particles. As such, this result should be considered as indicating

the statistical limits of the p° measurement.
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Chapter 7

Summary and conclusions

The Quark-Gluon plasma (QGP) is a state of matter which is expected to exist under
extreme conditions of temperature or density. Such conditions can be produced
in the laboratory in relativistic heavy ion collisions, and many experiments have
searched for it using various signatures and over a range of collision energies. This

thesis has described two such studies:

e The investigation of = production at the NA57 experiment, a fixed target

experiment at the CERN SPS.

e The determination of the capability of the ALICE experiment at the CERN

LHC to measure p° production in the hadronic decay channel.

7.1 Strangeness results summary

The NABHT7 experiment was intended to measure strangeness enhancement in heavy
ion collisions by measuring the yields of weakly decaying strange particles in Pb-Pb

and p-Be collisions. Strangeness enhancement is believed to be a signature of QGP
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formation, as described in section 1.5.2. The analysis of the = in p-Be collisions de-
scribed in this thesis provided a “control” measurement to which the result in Pb-Pb
collisions could be compared. The results of the full set of NA57 and WA97 measure-
ments, of which the = in 40 GeV/c p-Be data point is a part, show that strangeness
enhancement occurs in Pb-Pb collisions at both lower and higher SPS energies. The
SPS results can be compared to those from the STAR experiment, which involve
collisions of a much higher energy. The enhancement factors are comparable for
all three of the considered energies, and show a scaling with strangeness content
and collision centrality [34]. Canonical suppression model calculations predict a de-
crease in enhancement with increasing collision energy, with a large difference at
the low and high SPS energies [33]. The NA57 results suggest that this is not the
case, however errors are large and do not allow a definite conclusion to be drawn.
Nevertheless, the strangeness enhancement results from NA57 and WA97 provide
evidence which, together with results from other experiments, suggest that the QGP
was formed at the SPS.

The ALICE experiment at the LHC will measure strangeness enhancement in

heavy ion collisions at energies much greater than were previously available.

7.2 Resonance results summary

Resonance measurements can provide information about the conditions produced
in the collision fireball, as described in section 1.6. Resonance yields are affected
by daughter particle rescattering and the resonance mass, width and shape may be
modified in the medium. Previous experiments have measured resonance properties,
but, so far, no conclusive results have been obtained. As the fireball produced in
heavy ion collisions at the LHC will be much larger, hotter and longer lived than
at any previous experiment, the measurement of resonance properties at ALICE

will provide valuable information about conditions which have not been previously

143



observed.

The results from the p® analysis described in this thesis indicate that measure-
ment of p° mass and yield in the hadronic decay channel should be possible in pp and
Pb-Pb collisions at ALICE. Extending this measurement to p; sub-regions should
be straightforward for pp and also possible for Pb-Pb. It should also be possible
to measure the p° width, if care is taken to identify and reduce all the systematic

errors described in chapter 6.

7.3 Extensions and improvements

There is considerable scope for further analysis of the p® meson at ALICE. This
thesis described the measurement of p° — 7*7~ for transverse momenta below 4
GeV/c. This could be extended to transverse momenta above 4 GeV//c, though there
are difficulties with particle identification at high momenta. More importantly, the

leptonic decay channel could be measured.

Measurement of p° — eTe~ would be a valuable and complementary study,
as it would allow measurement of p’s from all stages of the collision system, as
described in section 1.6. However, there are additional problems associated with

this measurement:

e The branching fraction for the eTe™ channel is about 4.5 x 107>, and so the

sample of pUs decaying in this channel is much smaller.

e The particle identification requirements are much stricter, as primary electrons
are rare compared to primary hadrons, and even a relatively small probability

of hadron misidentification could swamp the genuine electron signal.

e There is potentially a large source of background from gamma conversions and

7V decays.
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However, the excellent tracking and particle identification performance available at
ALICE mean that such problems may be solvable, and this decay channel is worthy
of investigation. A comparison of hadronic and leptonic measurements at the same

experiment will be valuable.

The LHC is expected to start up in 2008, taking data from pp collisions, and
the first Pb-Pb collisions are expected in 2009. As data from a new detector using
conditions in a new energy regime will become available, the next few years will
be a particularly interesting time for heavy ion physics, and the results shown here
indicate that we can be optimistic that ALICE will be able to make a contribution

to studies of the p° resonance in heavy ion collisions.
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Appendix A

Bayesian PID in the ALICE

detector

Bayes’ theorem [106] is used to assign probabilities of a particle being a certain
species based on individual detector information, and to combine the results of

several detectors [93].

A.1 PID in a single detector

Let r(s|i) be the probability of observing a PID signal s if a particle of type i is
detected. Tt is necessary to find w(i|s), the probability of a particle being of type i
if the signal s is observed. This depends on r(s|i) and a factor C;, which is the a
priori probability of a track being of species 7. For example, the relative abundances
of the different particle species could be used as C;. Bayes’ formula relates these

quantities:
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Cir(sli)
> Cir(slk)

k=e,u,m,K,p

w(i|s) = (A.1)

It is assumed that C; and r(s|i) are independent. Values of r(s|i) are calculated
for each track, using known properties of the detector. Values of C; are estimated
appropriately and a set of w(i|s) for the subdetector is calculated. The estimate of
C; depends on the situation in which the detector is used, and may reflect relative

abundances of particles or probabilities as estimated by other subdetectors.

A.2 Combined PID

The PID information from the various subdetectors can be easily combined. The
PID weights w(i|s;) are used as the values of C; for the second detector. The output
from the combination of detectors 1 and 2 are used as the values of C; for the third

detector, and so on. The following formula is obtained:

Ci [ r(s4ld)
W (i squ) = = (A.2)
kiZ Ckljlr(sjlk)

This procedure achieves the following:

e [f a detector cannot make any identification for a certain track, this detector

does not contribute to the final PID value.

e If several detectors can provide information for a certain track, their contri-
butions are accounted for with appropriate weights, to take into account the

quality of information from each subdetector.
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e The result is presented in a simple form, and, in the final physics analysis, the
particle abundances can easily be taken into account by setting appropriate

values of C; and applying Bayes’ formula.
The efficiency and contamination of the combined PID is always better (or equal)

than that of the individual detectors. Additionally, these quantities are much weaker

functions of momentum than the single detector particle identification.
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