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Chapter 1

Introduction

The research presented in this thesis has been done at the COMPASS experiment
located at CERN'. The COMPASS experiment has been set up in order to study
the nucleon structure in deep inelastic muon nucleon scattering with a fixed target.
Today, the polarised and unpolarised structure functions of the quarks in the nu-
cleon are well known. In contrast, the gluon helicity distribution function AG(z),
which may contribute to the nucleon spin as well remains largely unknown. The
main goal of COMPASS is the first measurement of the polarised gluon distribution
function with a good precision.

Up to now two different approaches have been followed at COMPASS to determine
the gluon polarisation AG(z)/G both being used to tag the photon-gluon-fusion pro-
cess: The selection of events including including heavy mesons and pairs of hadrons
with high transverse momentum (high-p,) in the final state. In this thesis a third
method is presented, where events with at least one high-p, hadron are used to select
the underlying physical process.

The polarised gluon distribution function can be extracted from the double spin
cross section asymmetries of the photon-gluon-fusion process. These asymmetries
have been recently calculated in next-to-leading order for the single high-p;, hadron
production cross section. The comparison of the calculated cross sections and asym-
metries with the experimental results can test theoretical models with different gluon
polarisation. The determination of the cross section asymmetry for single high-p;
hadron production using all 2002 and 2003 COMPASS data is shown in this thesis.
As an additional test on the theoretical models a direct comparison of the cross
sections for single high-p; hadron production is done.

A complete understanding of the experimental setup is fundamental to measure in-
clusive cross sections. They are well known and provide a good test for the results.
First results for inclusive cross sections of deep inelastic muon nucleon scattering at

IConseil Européen de la Recherche Nucleaire
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COMPASS will be presented.



Chapter 2

Theoretical Motivation

2.1 Deep Inelastic Scattering

In order to learn something about the internal structure of nucleons, one can use
deep inelastic scattering processes. In the deep inelastic lepton—nucleon scattering

is in our case the scattering of anti-muons with four-momentum k* off deuterons
or protons with four-momentum P "2 (My,0,0,0). The lepton interacts with
a quark inside the nucleon by exchanging a boson. A Feynman-like diagram of

inelastic scattering is shown in Fig.2.1.

w, ke

fr, k"

Figure 2.1: The Deep Inelastic Scattering(DIS) Graph
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Table 2.1: Inclusive Variables in Deep Inelastic Scattering
Inclusive Variables

Momentum of beam lepton k= (E, k)

Momentum of scattered lepton k= (E', k)

Momentum of target nucleon Pr= (Ep, P) = (My,0)
Momentum transfer to the target ¢'= (k* — k") = (v, Q)

neg. squared mom. transfer Q*= —¢* = —q.q" £ AEE'sin*$
Energy transfer to the target v= P‘Mqu b g g

Squared mass of final hadronic state | W?2= (P* + ¢*)? Mab N2 oMy — 2
Bjorken Scaling Variables ‘

, _ _Q* Lab @?

L Bjorken 1= 3p." — 3Mv
Fractional energy loss of the lepton — Dug" Lab v
gy P Y=p — E

COMPASS has a polarised muon beam with a momentum of 160 GeV/c and a
polarised fixed nucleon target. With the resulting centre-of-mass energy of 17.3 GeV
one is well below the threshold for Z (my = 92.699%) and W (my+ = 81.8%5")
production and only electromagnetic interaction via a virtual photon v with four-
momentum ¢* and energy v has to be considered.

By using the “Golden Rule” of scattering [3] one can calculate the cross section of

the scattering process:

do ah L E"
TEd0 (CTQQ) ELM W (2.1)

Here, Q2 is the solid angle of the lepton in the final state, « is the fine structure
constant and c the speed of light.

L* describes the vertex of the photon emission by the lepton. In contrast to the
hadron tensor, which depends on the internal structure of the nucleon, it can be
calculated by quantum electrodynamic field theory for a point-like fermion. By
making various assumptions for W one can gain information about the nucleon
structure.

2.1.1 Unpolarised Inelastic Scattering

In the inelastic scattering we have two independent scalars, Q?> = —¢? and P2. It
is common not to use P? as the independent variable, but the dimensionless and
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lorentz-invariant x, introduced by J.D. Bjorken and therefore often called zg;orken-

T =

" e @

2.2
2Prq, 2Mv (2:2)

Here, ¢* is the momentum and v the energy transfer to the target. P* is the
momentum and M the mass of the target particle (see Tab. 2.1).
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Figure 2.2: Fy(z, Q%) of the proton from selected experiments from [6]. F; has been
multiplied by 2%, where i, is the number of the z bin, ranging from i, = 1 (x = 0.85)
to i, = 28 (x = 0.000063).

The lepton tensor and the hadron tensor can be written as the sum of a symmetric
and an antisymmetric part!.

[ ) (2.3
W = W i (2.4

The symmetric parts are independent of the lepton and nucleon spin. The asym-
metric parts depend on the lepton or hadron spin respectively. By contracting the

'For the evaluation of the leptonic and hadronic tensors and the cross sections see [1]
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tensors to LW, and by calculating the sum of all outgoing states X, their momenta
and spins and the average of the spins of the incoming particles, the unpolarised
cross section can be calculated (see e.g. [4]). As E’ is not a function of the incident
lepton energy E and the scattering angle 6 as in elastic scattering, the cross section
depends on E’ and the solid angle €2. In the unpolarised case the hadron tensor W#”
can be reduced to two functions Wj » which only depend on v and Q*.

dgim - <4MESC;§2(9/2)> %, [2W1(’/: QZ)sz(Q/Q) + Wa(v, QQ)COSZ(G/Q)]
(2.5)

Introducing the dimensionless magnitude x, and writing Eq. 2.5 in terms of x and
(Q*, one obtains with the so-called nucleon structure functions Fy »(z, Q?):

, ) 2,2
bl e (] o

All unpolarised information about the nucleon structure is included in the structure
functions F 5. They have been measured by various experiments and some results
for Fy(z,Q?) are shown in Fig. 2.2. In a medium range of z, Fh(x, Q%) obviously
does not depend on Q% anymore. This is called the Bjorken Scaling Behaviour and
is an evidence of the point-like constituents of the nucleon, the quarks [8].

2.1.2 Polarised Inelastic Scattering and Cross Section Asym-
metries

To investigate the spin-structure of the nucleon, which is the main goal of the COM-
PASS experiment, it is inevitable to study polarised scattering reactions.

As the antisymmetric part of W, does not vanish anymore, two polarised structure
functions ¢;(z,Q?) and g¢»(z, @?) have to be considered in the cross section. They
complement the description of the internal nucleon structure.

The polarised cross section can be written as (see [1]):

d’ ‘ME
dxdyadqﬁ - 647@4 lnyF 1@, Q%) + (1 = y) Fy(r, Q°) (2.7)

St - Sh q-514-Sh
+y291(x,Q2) <2x + >
p-q p-qp-q

Sh * S| PSS q-Sp
+2:ry292(:r,622)< — >]
pq pqgpq

where s; and s, are the spin vectors of the lepton and the hadron.
To gather information about the spin structure of the nucleon, i.e. g;(z,Q?) and
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92(z,Q%), one has to measure the double spin asymmetry A, which is defined as
(see [9]):

do™ — do™
A= T 29

_ Ry 0@ Q) — BE(@, Q)
1=y~ 5 R@.Q) + 2P F(r.Q)

— (2.9)
Eq. 2.8 is the asymmetry for the case of longitudinally polarised lepton beam
and longitudinally polarised target, where do'" (do™) is the scattering cross section

with (anti-)parallel spin orientation of lepton and nucleon. The (de)nominator is
given by

d’ A
do™ —do't = Wc; 210
dra’ Q* Q2 e
= —||2- _ == 2y _ 2
MEzQ? [( oiEr  2p ) 9@ Q) - 5 0x(n, @)
d2
do™ + do™t = WZQZ (2.11)

dma’ Q’ Q2 2 Q' 2

Q'z K onEs a7 ) @) pp i@ @)
The DIS process can be divided into the emission of a virtual photon by the lepton
and the consequent absorption by the nucleon. A can then be related to the virtual
photon absorption cross sections A; and Ay [9]:

2
g1 — 7792
A = —" 2.12
1 P (212)
A, = otge) (2.13)
F

The kinematical factors 1 and ~ are given by

B 2Max
Iv(1 — 1 — 1r2y)2
. Y1 —y— 7Y% (2.15)

(2 —=y)(1+ 57%)
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and D is the Depolarisation Factor, which expresses the spin transfer of the lepton
to the virtual photon.

y(2 —y)(1+ 37%)

D = 2 2.16
20—y Z5)(EE) + ] (216)
Ro= T 1T pon g (2.17)

or - 2$F1(37,Q2)

R is the ratio of the longitudinal and the transversal cross section. In high energy
scattering, where E > M, v becomes very small and hence the terms oc v? can be
neglected. One obtains

A ~D-A~D- 2 (2.18)
Fy

2.2 The Parton Model of the Nucleon

In the late sixties, Bjorken [8] suspected that in deep inelastic scattering the Q2
dependence of the structure functions would vanish and become only dependent on
X:

Fl(l',Q?) — Fl(l')
Fy(2,Q%) — Fy(z) (2.19)

This is called the Bjorken scaling behaviour. This assumption was led by an
earlier idea of Feynman who proposed a model of the nucleon in which the latter
consists of smaller point-like particles called partons [7].

Furthermore, the structure functions F; and F, are not independent anymore.
Callan and Gross found [10]:

Fi(x) = 2xFy(x) (2.20)

Actually, Eqgs. 2.19 are a constitution of the fact that at high momentum transfers
Q?, the inelastic scattering on the nucleon becomes elastic scattering on the par-

tons and the structure functions can be expressed as a sum of parton distribution
functions (PDFs) f;(z).

Fy(z) = %;):Ze?xfi(x) (2.21)

The distribution functions f;(x) can be interpreted as the probability to find a parton
of type i with momentum fraction x of the parent nucleon and charge e;. The sum
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expands over all types of constituents.
In the same way, the polarised structure functions are composed by helicity parton
distribution functions.

() = 530 (F @)~ 17 (@) = 5 S Af()

g2(z) = 0 (2.22)

fiH(x)(f; (x)) is the probability to find a parton of type i with momentum fraction
x with the same (opposite) helicity as the parent nucleon. The unpolarised PDF's
can be written as fi(x) = f7 (z) + f; ().

i; 04 [ @ HERMES
b3l r O swvc
x L
02 |
0= e
o2 b . | L
10 10 « s ___ MRST2001, 4*=10 GeV?
& 5 [—ORsv2000
g b LS52001 ; +
x L
Il Il Il

X AQg,(X)

Figure 2.3: Polarised Parton Distribution Functions in different parametrisations
(left) and Unpolarised Parton Distribution Functions in the MRST2001 parametri-
sations (right) from [6]

Currently the nucleon is pictured as consisting of the valence quarks, e.g. (uu d)
for the proton, the gluons (g), which are continuously exchanged between the valence
quarks, as they are the gauge bosons of the strong interaction, and the sea quarks
(u(@), d(d), s(5)) which evolve from pair creation of these gluons. To describe
the structure of the nucleons all the polarised and unpolarised parton distribution
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functions have to be known. Some experimental results are shown in Fig. 2.3

So far only charged particles contribute to the structure functions in Eq. 2.21 and
2.22, but experimental data reveals that only about 50% of the nucleons momentum
is carried by the quarks and a QCD extension to the simple parton model had to
be done.

Additionally for small values of z, the independence of the structure function of ()?
vanishes. This is called Scaling Violation. The virtual photon provides a higher
resolution of the nucleon and shows additional content, namely the sea-quarks and
the gluons.

2.2.1 Semi-Inclusive Scattering

In the deep inelastic scattering, the target nucleon typically breaks up and the struck
quark and the target fragments into hadrons. New variables are necessary to describe
the hadron kinematics (see Tab. 2.2). The Feynman scaling variable z; and z can
be used to distinguish between hadrons from the current fragmentation, i.e. hadrons
which contain the struck parton, and from the target fragmentation, where the
hadrons originate in the target remains. Particles in the current fragmentation
typically have larger values of z; and .

Table 2.2: DIS Semi Inclusive Variables

Semi-inclusive Variables

Longitudinal momentum of the hadron | Pi= Py - ZT\
: : P
Feynman scaling variable Ti= 7 R W
. : _ hupy Lab gy
Fraction of the v energy carried by h 2= por R

The process of the fragmentation of the quarks to hadrons is described by the
fragmentation functions D}(z) and D}(z). They are defined as the probability that
a quark ¢ or a anti-quark ¢ fragments into a hadron of type A with momentum
fraction z. For the cross section of semi-inclusive hadron production one can write:

d30'h

wdrds * 2l (@ @)D4() (2.23)

The longitudinal hadron production cross section asymmetry can then be defined
as:

N T
AIN=RX _ do,” — doy,

= — 2.24
I do)* + do}! (2.24)
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Here, da,TLT (da,?) are the cross sections for semi-inclusive hadron production, where
the spin of the incident lepton is (anti-)aligned with the nucleon spin.

From Eq. 2.23 and Eq. 2.24 it is clear that knowledge about the semi-inclusive cross
sections yields information about the cross section asymmetries and therefore about
the internal spin of the nucleon.

Additionally, the comparison of measured cross sections with theoretical calculations
can test our knowledge of the structure of the nucleon, i.e. the parton distribution
functions and the fragmentation functions, which are crucial for an accurate descrip-
tion of deep inelastic scattering processes.

2.3 Nucleon Spin Structure

It is known that the spin of the nucleons is % in units of h. To learn something
about the composition of the nucleon spin, one can look at the first moment I['; of

the spin structure function ¢;(x), which is defined as:

ro= [ "z g1 () (2.25)

The fraction of the nucleon spin, carried by the quarks of flavour 7, is defined as the
integral of the polarised parton distribution functions,

Mg o= [dn [ @) - fo@) + @) - @) (2.26)

one can calculate the first moment of g;(z) with Eq. 2.22 for the proton and the
neutron under the assumption that they contain u, d and s quarks.

1 /4 1 1

p _ _ | _Z _ —
ry = 5 <9Au + gAd + 9As> (2.27)

n 1/1 4 1

The first moments can be expressed as functions of the 3 decay constant g, and the
SU(3) couplings F and D. The first moment of the proton is:

go (1 3(F/D) -1 1
r = Z¢(=. I A— Y 2.29
! 12(3 3(9?/7>)+1Jr 9 (2.29)
(2.30)
with
5 = Y Ag=Au+Ad+ As (2.31)

u,d,s
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As g, F and D are known from hyperon decays, with a measurement of I} one can
determine Y. In the simple parton model, where the nucleon consists of u and d
quarks one would expect that the nucleons spin of % is carried by the quarks:

1

11
- = Ix=-YAg 9.32
2 2~ T &M (2.32)

But various measurements have revealed that ¥ is actually much smaller, e.g.
¥ = 0.30 £ 0.04ga5. £ 0.094ys. measured at HERMES [11].

QCD calculations have shown that the polarisation of the gluons in the nucleon have
to be included in the polarised structure function g (z,@?%). One can make a next to
leading order QCD approach for g, (x, Q?), which includes the spin dependent gluon
distribution AG(x, Q?).

A description of the nucleons spin structure can only be successful with the knowl-
edge of AG(z,Q?%). The determination of AG(z,Q?) is one of the central goals of
the COMPASS experiment.

2.3.1 Measurement of %

Figure 2.4: The Photon-Gluon-Fusion process (PGF) on the left and background
processes on the right: DIS (top) and QCDC (bottom)

An experimental measurement of % can be done by means of the photon-gluon-
fusion process (PGF), where the virtual photon couples to a gluon from the nucleon
via the production of a quark anti-quark pair (Fig. 2.4). One can identify PGF
processes using the fact that a charm anti-charm pair is produced, which fragments



2.3. NUCLEON SPIN STRUCTURE 17

into charmed hadrons, mainly D and D*. Hadrons containing charm quarks that
have their origin in the nucleon are improbable, as the charm content of the nucleon
can be neglected.

Another possibility to identify PGF processes are events that include hadrons with
a high transverse momentum with respect to the virtual photon. Their super-
proportional occurrence expresses the fact that the quark-antiquark pair in the
photon gluon centre-of-mass frame are produced back to back and transfer their
momenta to the resulting hadrons.

After the successful tagging of the photon gluon events, one can calculate the lon-
gitudinal cross section asymmetry of the underlying process:

N—D/D*X
e charmed events: Aﬁ /

e two high-p; hadrons: AﬁNﬁth

e one high-p; hadron: AﬁNﬁhX

The experimental technique to determine the asymmetries is presented in chapter
5.4.1.

Once, the asymmetry is calculated, it can be connected to the gluon polarisation
AG

= via
AG
Aﬂ = Rpar < ay > el + Background
Al AG
— = Rpgr < ay/D > -—— + Background (2.33)
D G
Rpqr is the fraction of photon-gluon fusion events on all events and a; = A;;;g is

the analysing power. Aﬁ denotes the asymmetry for the process p, which is used to

tag the PGF events, i.e. charmed or high-p; events. The background for the high-p;
selected asymmetry consists mainly of QCD-Compton scattering processes leading
order scattering asymmetries (see Fig. 2.4).
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Chapter 3

The COMPASS Experiment

3.1 General

The COmmon Muon and Proton Apparatus for Structure and Spectroscopy is sit-
uated at the CERN SPS! accelerator next to Geneva in Switzerland. It is a fixed
target experiment with a high rate forward spectrometer, which performs measure-
ments in two different configurations: the Muon Setup and the Hadron Setup.

In the Hadron Setup a beam of hadrons is used to study charmed hadron decays,
light quark systems, hybrids and glue-balls as well as the structure of unstable par-
ticles.

As the analysis in this thesis is based on muon-beam data exclusively, only the
Muon Setup will be presented, whereas more information about the Hadron Setup
can be found in [5]. One of the main goals of COMPASS is to measure the spin-
dependent transverse structure functions hy(z) of the nucleons, the transverse parton
spin distribution functions Argq,(x) and the longitudinal parton helicity distribution
functions Ag,(x) at very lox x. The polarised gluon distribution function AG(x)/G
is of particular interest. In order to calculate AG(z)/G it is necessary to measure
the double spin asymmetry A;;. Therefore it is crucial to have both a polarised
beam and a polarised target. COMPASS uses a naturally polarised muon beam on
a DNP polarised lithium deuteride (°LiD) target.

The spectrometer is about 60 m long and divided in the Large Angle Spectrometer
(LAS) and Small Angle Spectrometer (SAS) part, each equipped with a complete
set of tracking and particle identification detectors. A first validation of the principle
of the detector was performed in 2001. Physics data taking started 2002, and it will
continue at least until 2010 with a break in 2005 due to the shutdown of the SPS
and PS in view of the preparation for the new LHC accelerator and experiments.

!Super Proton Synchrotron

19
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COMPASS Spectrometer 2003
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Figure 3.1: Top view of the COMPASS spectrometer of 2003;
Trigger System: Hodoscopes and Spectrometer Magnets (SM1 and SM2), Hadronic Calorimeters;

Particles Identification: RICH, Muon Filters and Hadronic Calorimeters;

Tracking: Silicon Strips, MicroMeGas, Scintillating Fibres (SciFi), GEMs, MWPCs, Straws, Drift Tubes;
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3.2 The Polarised Muon Beam

The COMPASS experiment is set up at the M2 beam-line at the SPS and uses a
beam of polarised p™ with a momentum of 160 GeV/c and an intensity of about
2 - 10® particles per SPS spill. The M2 beam-line, formerly used by SMC (NA47),
has been adapted to the COMPASS requirements: higher beam intensities, a smaller
spot size and the possibility of a hadron beam [13].

In the 16.8 s cycle of the SPS, 400 GeV /c protons are extracted during a spill length
of 4.8 s and directed at the T6 primary target, made of beryllium, where a secondary
beam of pions and kaons is produced. The SPS proton intensity is between 2 - 10'?
and 1.2 - 10'3 per cycle and by varying the length of the T6 target, one can adjust
the intensity of the secondary beam (see [14]).

Over a length of 600 m a fraction of the 7 and K decay to muons. The remaining
hadrons are removed from the beam in a 9.9 m long beryllium hadron absorber. The
muons are then directed towards the COMPASS experiment by means of a system
of bending dipole and focusing quadrupole magnets. The spot size of the muon
beam on the COMPASS target is about 8 mm with a divergence of about 0.9 mrad.
Muons originating in the parity violating decay of 7 and K are naturally polarised
with an average polarisation of about -0.75 with respect to the beam direction.
The polarisation can be calculated from the momenta of the parent particles. The
momentum of the incoming beam particle is measured by the beam momentum
station (BMS), which is situated before and after the last bending magnet in front
of the COMPASS polarised target and consists of four (five) hodoscopes in 2002
(2003) of scintillator counters?.

3.3 The Polarised Target

The COMPASS polarised target consists of the dilution refrigerator as cooling de-
vice, a superconducting magnet system, i.e. a dipole magnet (0.42 T) and a solenoid
magnet (2.5 T), and a microwave cavity, in which the two cylindrical target cells,
each 60 cm long and 3 cm in diameter, are situated. Between the two target cells,
referred to as upstream and downstream cell is a gap of 10 cm. For hadrons originat-
ing at the beginning of the upstream target cell the maximum angular acceptance
is 70 mrad. A new solenoid magnet with an acceptance of 180 mrad is planned to
increase the statistics of particles at larger angles.

The target consists of two cells, which are oppositely polarised to eliminate beam
flux dependencies (see Fig. 3.2). For the physics analysis described in this work
the two target cells have been polarised along the beam direction. A polarisation
perpendicular to the beam direction is possible for the measurement of transverse

for more information about BMS, see [2] and references therein
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Figure 3.2: The different spin setups for the target. The two longitudinal polar-
isation setups (lower arrows), transversal polarisation (upper arrows) and beam
polarisation. Beam direction is indicated by the black arrow.

spin distributions. To suppress systematic effects from the target acceptance the
polarisation of the two target cells is flipped every eight hours by reversing the field
of the solenoid magnet adiabatically.

The target material currently used, consists of frozen SLiD pellets as a deuteron
target, which are stored at a temperature below 65 mK. The SLiD target has a
thickness of about p = 59 g/cm?. The target material is polarised by dynamic nu-
clear polarisation(DNP). At low temperatures the relaxation time of the polarisation
is about 15000 h for a magnetic field of 2.5 T (longitudinal polarisation) and 1400 h
for 0.42 T (transversal polarisation)[16].

The polarisation is measured by 5 NMR coils in each target cell, which surround
the target material. In 2003 maximal polarisations of +57%(-54%) for the upstream
cell and +54%(-49%) for the downstream cell were reached [15].

3.4 Spectrometer

The two parts of the COMPASS spectrometer, the SAS for detection of particles
with angles smaller then 30 mrad and the LAS for angles up to ~ 200 mrad, are
each equipped with tracking detectors for the reconstruction of tracks, a spectrome-
ter magnet to measure the momentum of the reconstructed particles, hadronic and
electromagnetic calorimeters and a RICH? and muon filters for particle identifica-
tion. The RICH for the second and the electromagnetic calorimeter for the first

3Ring Imaging Cerenkov Detector
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stage are not yet installed.

3.4.1 Spectrometer Magnets

Each spectrometer stage is equipped with a magnet(SM1 and SM2) for a measure-
ment of the momentum and the charge of the passing particles. Charged particles
are deflected in a magnetic field by the Lorentz force Fr = q(7 x é) By measuring
the track before and after the magnets one can calculate the momentum of a particle

and determine its charge. _
The bending power (f Bdl) in SM1 is 1.0 Tm and 4.4 Tm in SM2 [27].

3.4.2 Tracking detectors

There are several different types of detectors designed for different rate capability
and used to reconstruct the tracks of particles in the COMPASS spectrometers.
Only a small region around the beam is covered by the Very Small Area Trackers.
Their purpose is to do the tracking very near or inside the beam and therefore have
to endure very high beam intensities. They need an excellent time resolution to
separate individual particles. There are three detectors of this type.

e Beam Momentum Stations(BMS) are situated upstream of the target and
are used to measure the beam momentum with a resolution better than 0.7%.

e Two Silicon Strip Detector stations are installed upstream the target to
measure the beam direction. They consist of 5 cm X 7 c¢m silicon wafers, with
a time resolution of about 3ns and a spacial resolution better then 16 ym [21].

e There are eight stations of Scintillating Fibre Hodoscopes in the detector.
Each station consists of multiple layers of scintillating fibres with photomulti-
pliers connected to the back. The time resolution is about 400 ps and the rate
capability is about 1 MHz [22].

Two types of Small Area Trackers are utilised to obtain track information
near the beam but with the centre region of highest intensities excluded.

e The three stations of Micro Mesh Gas Detectors (MicroMegas) with 4
planes each, are located between the target and the SM1. To increase the time
resolution and rate capacity, the gaseous volume is divided into a conversion
and a amplification gap [24]. This results in a time resolution of 9 ns and the
spacial resolution is 70 pm.

e Ten Gas Electron Multipliers(GEM) stations are distributed along the
spectrometer, each equipped with two detectors. An ionising particle causes
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a few free electrons by primary ionisation, which are amplified within three
layers of GEM foils. The readout via a mesh provides a two-dimensional hit
projection. The GEMs have a size of 31 x31 mm?, a spatial resolution of 70 ym
and a time resolution of 12 ns [23].

The tracking detectors are completed by the Large Area Trackers which cover
a region of several m? around the beam.

e Three Drift Chambers(DC) stations in the region of SM1 and two large area
drift chambers named W4-5 behind SM2 are used.

e The Straw tracking system uses five modules each consisting of three planes.
A plane is composed of two layers of kapton straw drift tubes with a diameter
of 6 and 10 mm. They provide a spacial resolution of about 270 pm and cover
a region of about 2.3x1.6 m? [26].

e There are eleven stations of Multi Wire Proportional Chambers(MWPC).

3.4.3 Calorimetry

The spectrometer is equipped with two hadronic calorimeters and an electromag-
netic calorimeter. HCAL1 is situated in the LAS and covers angles of 50-150 mrad,
while HCAL2 and ECAL2 are in the SAS. The angular acceptance of HCAL?2 is 5-
50 mrad[18]. ECAL?2 is currently not used in the analysis. A second electromagnetic
calorimeter ECAL1 is planned and is foreseen to be placed in front of the HCALL.
The hadron calorimeters serve two aims. By measuring the energy of crossing par-
ticles, they can decrease the number of muons and electrons in the hadron data
sample on the one hand and on the other hand can be used to increase the number
of events with hadrons in the final state by including them in the trigger system(see
3.5). Both hadron calorimeters are iron-scintillator sandwich calorimeters and are
shielded from electromagnetic background either by ECAL2 or a lead wall.

3.4.4 RICH

So far only the RICH in the LAS is installed and is used to identify K, 7t and
protons and their charge conjugated anti-particles (Fig. 3.4.4). It is filled with
C4F10, which has a refractive index of n &~ 1.00153 [12]. Particles with a velocity e
above the threshold § = 1/n emit Cerenkov light at an angle § = arccos(1/nf3).
This yields a limit for the identification of particles with momenta bigger then
Prrcp =~ 2.5,8.9,17.0 GeV/c.

The emitted photons are reflected by the mirrors at the rear side of the RICH and
detected in the MWPC photon detectors, placed above and below the acceptance
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Figure 3.3: The COMPASS RICH 1

region.

By reconstructing the rings of the emitted photons one can measure the velocity 3
of particles crossing the RICH. It is therefore possible to calculate probabilities for
particle types.

3.4.5 Muon filters

To identify muons the spectrometer is equipped with two muon detectors, MW1
and MW2, which contain passive absorbers and tracking devices and two additional
muon filters with passive absorbers and hodoscopes. MW1 consists of a 60 cm iron
absorber, surrounded by Plastic larocci Tubes. MW2 is a 2.4 m concrete wall with
drift tube detectors [25].

3.5 Trigger System

One of the main features of the COMPASS experiment is its ability to measure
AG/G over a wide range in %, especially at very low Q2. This requires a trigger
system which is sensible down to very low scattering angles ©. In this kinematical
region it is important to select events where the energy v of the quasi-real photon
suffices to produce a c¢ pair for the Open-Charm analysis of the photon-gluon-
fusion. Furthermore, a minimal v leads to a minimal y, which is desired because
the polarisation of the photon is related to the polarisation of the muon via the
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depolarisation factor D(y), which is approximately proportional to y. vy, = 45 GeV
and therefore y,,;, =~ 0.3 was chosen [18].

To fulfil these demands the spectrometer is equipped with different scintillator strip
hodoscopes. The signals are combined to form the triggers for different kinematic
ranges(Fig. 3.4). The Inner Trigger(HI04/05) and the Ladder Trigger (HLO04/05)
are used for Q? < 0.5 GeV?/c?. For the intermediate range of 0.5 GeV/c* < Q% <
1.0 GeV/c? the Middle Trigger (HM04/05) and for larger values of Q? the Outer
Trigger (HO03/04/05) are available. The different hodoscope stations are combined
in a coincidence matrix for target pointing, to make sure that the scattering took
place inside the target.

As most of the analyses at COMPASS, e.g. the Open-Charm analysis and the High-
p¢ analysis, include the detection of hadrons in the final state, the two hadron
calorimeters (HCAL1/2) are also included in the trigger system. The Calorimeter
Trigger requires a energy deposit in a cluster sum of 4x4 modules in one of the
calorimeters bigger then 5.4 GeV, which is three times the typical energy loss of
a muon. The Calorimeter Trigger is combined with the Inner, Ladder and Middle
Trigger. To reduce the rate of background events taken by the DAQ Beam Veto
Counters are used. The veto system consists of hodoscopes situated upstream of the
target, leaving the centred beam region uncovered. The veto is combined with the
Ladder, Middle and Outer Trigger (see Tab. 3.1).



3.6. DATA ACQUISITION SYSTEM 27

Table 3.1: Inclusion of the HCAL and the Vetos in the different trigger

Inner | Ladder Middle Outer | Calorimeter | Incl. Middle
IT LT MT oT CcT IMT
Calo | CaloAV' | Calo A Viet | Viet | Viet Viot

3.6 Data Acquisition System

Up to now, the information of the 190 k detector channels have been read and
combined to events at a trigger rate of 5 kHz to 10 kHz by the COMPASS DAQ.
With a event size of ~ 40 kB this corresponds to a data rate of 200 MB/s during
the 4.8 s effective spill time in a SPS cycle.

The detector information is for most of the cases digitised directly at the detector,
e.g. if time information is required with an F1-TDC chip [19]. It is read out by
134 CATCH and GeSiCA interface boards and transferred via optical links to 16
Readout Buffer PCs (ROBs), where the transfer rate is reduced by using the cycle
time without beam. Data belonging to the same trigger is marked by an unique
event number. It is transported to 12 Event Builder PCs via a Gigabit Ethernet
and combined to events. The data is grouped in runs of 100 or 200 spills. The
event builders send the data to the CERN central tape recording. In the case of
transfer problems the event builders provide disc space of 7.68 TB for buffering,
which corresponds to two days of data taking. More on the DAQ system can be
found in [20].
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Chapter 4

Inclusive Cross Sections

As pointed out earlier, it is very important to be able to measure inclusive differential
cross sections. It is the basis for the determination of the semi-inclusive cross section
measurement, which will be presented in the Chapter 5. The inclusive cross section
in deep inelastic scattering of muons and nucleons can be expressed in terms of
Fy(z,Q?), which has been measured by various previous experiments in a wide range
of  and % and the cross section is reasonably well known. Thus, the measurement
of the inclusive cross section can be a good test for the understanding of the detector
and the Monte Carlo event reconstruction.

How the cross section is calculated, both with real and Monte Carlo data is the
topic of this chapter. First results for the differential cross section will be shown
and compared to Monte Carlo data and earlier measurements done at the NMC-
Experiment.

4.1 Experimental Determination of the Cross Sec-
tion

In this section the technique used to calculate the cross section for a specific process
from experimental data is described. In section 2.1.1 it was already shown, how the
inclusive differential cross section can be expressed in terms of F »(z, Q%) (Eq. 2.6).
Together with the Callan-Gross relation (Eq. 2.20) one obtains:

do _ A o? 9 Q2 2m® y2 + Q2/E2
— (2, Q) 1y = (- Q? 2(1+ R(x, Q%))

dzd@?  Q*x ) (4.1)

Experimentally it is obvious that the event rate for a given x and @? is proportional
to the luminosity, which is the product of the beam flux ® times the number of
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target particles /V;:

d d’N(z,Q?)

At drdQ? b=d (42

The proportionality constant between the event rate and the luminosity is the dif-

ferential cross section d?c/dzd@Q?.

ddN(,Q*) _  do I
dit drdQ?  dzdQ?

(4.3)

Not the event rates are determined in the experiment but the number of events are
counted for a certain amount of time. By integrating Eq.4.3 one obtains for the
differential cross section:

d d*N(z,Q?) d*c
SEn g = [ pat 4.4
dt  dxdQ)? dzdQ)? (44)
L o TaTaagtd 1 aN@ey

drdQ? [ Ldt L dxd()? '
Here, £ is the integrated luminosity.
N,

L = /(I)dt-Nt:Zt-Nb (4.6)

N, is the number of beam particles crossing the target area A. To calculate the
number of target particles per area, Avogadro’s number N, = 6.0221 - 10?* 1/Mol,
the length of the target, the thickness p - [ and the Mol mass of the target particles
is needed. For nucleons this is M), = 1.00749 g/Mol. For the number of target
particles per area can be written:

N N vV N
_t:_A.p_:_A.p.l (4.7)
A My A My,

The total weight of the target material was determined for 2002 and 2003 (see [28]).
With My and r from [28], the thickness can then be calculated:

My — My
= == 4.8
p 1= (4.8)
Here, My is the mass of the target material, and A is the area of the target in the
beam direction. The unfilled height at the top of the target has to be considered
for the calculation of A. It is about h ~ 0.1 cm. The values for the target thickness
and the number of beam particles per area can be seen in Tab. 4.1.
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Table 4.1: Magnitudes to calculate the number of target particles per area; r and
My from [28]

Year | r [cm] || A [cm?] Mr [g] p-1llg/cm?] | Np/A [1/(cm?)]
2002 1.5 7.00 346.9+3.4 | 49.6+0.7 | (2.96 4 0.03) - 10%°
2003 1.5 7.00 350.2+3.4 | 50.0+0.7 | (2.99 4 0.03) - 10%

The number of beam particles N, is counted by the scintillating fibre station 2
and can be accessed via the PHAST: : TotalBeamFlux () function (see Chapter 4.4.1).
Another factor has to be introduced, as Eq. 4.5 is only valid for a perfect detector
with 100% geometrical acceptance and detection efficiency. For a real detector one
has consider the detector efficiency € defined as the number of detected events divided
by the number of all events. In a given = and Q? region, the efficiency is:

NDetected (IL‘ QQ)

(o, @) = o o

Events

(4.9)

€ can be calculated with a Monte Carlo simulation. The correctness of the deter-
mination of the efficiency strongly depends on the accuracy of the detector model,
which is included in the Monte Carlo. With the detector efficiency from Eq. 4.9,
Eq. 4.5 becomes:

d*c 1 1 d?N(z,Q?)

dzdQ® ~ €(2,Q?) L dzdQ? (4.10)

The first step to determine the differential cross section is to calculate the number
of events. A careful selection of data and events is necessary, as a large part of the
data cannot be used for several reasons explained in the next Chapter.

4.2 Event and Data Selection

After the event reconstruction, the experimental data is stored in so-called mDST
files which can be analysed with PHAST. Only events containing a primary vertex
are saved. For the inclusive analysis only mDST data for the period Pll-slot 3!
from the year 2003 is used. A preselection of all produced COMPASS data is done
and kinematical cuts are applied. The selection criteria which will be described, are
applied in the real data analysis. But most of them are valid for the Monte Carlo
analysis, too. If not, it will be pointed out later, when Monte Carlo data is studied.

ISeptember 2004
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4.2.1 Data Selection

In this analysis only longitudinal data is used, i.e. data taken with a longitudinally
polarised target.

To exclude bad runs, the run list of the COMPASS stability page (see [32]) is used.
All runs taken during the reversal of the solenoid field are removed from the data
set.

One has to take into account that not every spill of the selected runs can be used.
The data quality has been analysed on a spill by spill level for several conditions of
detector stability and lists of bad spills are available (see [33]). Bad spills have been
removed from the analysed data set.

4.2.2 Event Selection
Basic Event Quality

Having done this first rough data selection, the next step is to select events, which
meet the physics requirements. To be sure that an interaction took place in the
target we impose the requirement that

e the event contains exactly one primary vertex.

The rejection of events with more than one primary vertex is done to ensure the
unique identification of the vertex. This cut reduces the sample size by roughly 15%
(see Tab. 4.4). Three percent of these events are discarded, because more than one
primary vertex exists. The rest contains no primary vertex because either the beam
particle or the scattered muon could not be reconstructed.

The primary vertex has to lie inside the target. More precisely it has to be localised
inside the target volume which is actually filled with target material. The vertex
position in the beam direction, i.e. the z component, is constrained by the z position
of the target cells:

® Zyertex € {2 | —100cm < z < —40cm V —30cm < 7z < 30cm}

The limitations for the x and y positions of the primary vertex are given by the
radius of the target and by the fact that the target is not completely filled with
SLiD. The empty upper region of the target is excluded by limiting the y position
of the primary vertex. In addition, the target is slightly inclined with respect to
the nominal z-axis. The location of the target upstream and downstream centre for
2002 and 2003 can be seen in Tab. 4.2.

For the coordinates of the primary vertex position with respect to this inclined target
axis, the following cuts are applied:
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e the distance to the target axis is smaller then 1.4 cm
r= \/x%/ertex + y%/ertem < L.4em

® YvVerter < 1.0cm

Table 4.2: Positions of the target centre at the upstream and downstream end of
the target

Year | Upstream Centre | Downstream Centre

x/cm | y/em | z/cm | x/cm | y/cm | z/cm
2002 |-0.2 | 0.1 -100 | -0.3 | -0.15 | 30
2003 | 0.04 |0.03 |-100 |-0.03 |-0.2 |30

These cuts are visualised in Fig. 4.1 and remove about 45% of the remaining
events.
All distributions, shown in this Chapter, are divided by the bin width. For the raw
distributions, which are shown for comparison, only a primary vertex and a scattered
muon is requested. In all figures in this Chapter, the raw distributions are scaled by

a factor f = 2o to simplify a direct comparison to the final data sample. NFinal

Raw

( NRaw) g théV number of entries in the final (raw) data sample where only entries
in the visible bin range are considered.
To provide information about the inclusive scattering the reconstructed event must
contain a scattered muon attached to the primary vertex. Another requirement is
to make sure that an event is triggered by a muon and not by a hadron. This is
done by checking the last measured z-position of the track of the scattered muon.
This z-position should be greater or equal to the last detector, which formed the
trigger. This is checked for every trigger in the event (see Tab. 4.3).
Furthermore, the extrapolation of the track of the beam muon should cross the whole
target. Again, the inclination of the target and the empty upper region has to be
considered. To allow only events with beam muons which cross both target cells is
necessary to guarantee the measurement of unpolarised scattering. Otherwise, the
contributions of the oppositely polarised target cells would be different.

By the basic event selection criteria presented in this Section, about 65% of the
data are rejected.

Kinematic Cuts

Besides the beam muon and the target particle, only the scattered muon is considered
in the inclusive analysis. Thus, if the target and projectile momenta are fixed, the
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Figure 4.1: z distribution (top) and x-y distribution (bottom) of the primary vertex
in raw data and inclusive sample; the cuts are indicated by the red dashed lines; the
black (red) lines in the x-y distribution refer to the cuts at the beginning (end) of

the upstream (downstream) cell; the raw data is scaled by a factor f = ]]VVFTH:
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Table 4.3: Positions and bits of the trigger system

35

Trigger Bit z Positions/cm?
Inner Trigger IT 3172 (HIO04) 5096 (HIO5)
Middle Trigger MT |2 | 4024 (HMO04) | 4776 (HMO5)
Ladder Trigger LT 4056 (HLO4) | 4808 (HLO5)
Outer Trigger OoT |8 2100 (HO03) | 4002 (HO04)
Calorimeter Trigger CT |16 | 1267 (HCAL1) | 3602 (HCAL2)
Inclusive Middle Trigger | iMT | 256 | 4024 (HM04) | 4776 (HMO05)

event can be fully described by two variables. For example, one can chose z and (Q?

or y and Q*. The variables are connected via (see Tab. 2.1):

T =

Q*? Q”?

oMy 2MFEy

Table 4.4: Event statistics after the applied cuts

Event Numbers in Inclusive Scattering

Cut Number of Events in P1I | % of data sample ‘
All events 189565141 100
Primary vertex ex. 167938751 88.5
Only one p. vertex 161306085 85.0
P. vertex inside target 89308633 47.1
[ in p. vertex 68423852 36.0
Only one p in p. vertex 68423852 36.0
Beam inside target 64142875 33.8
Scattered g in trigger hod. 57052530 30.0
Q? > 0.2 GeV/c? 19925444 10.5
0<z<1 18893446 9.9
0.1 <y<09 13616952 7.1

(4.11)

M =~ 0.94 GeV is the nucleon mass. FE is the beam energy, which can safely
be written as £ = /m2c2 +p% ~ p? = 160 + 5 GeV (see Fig. 4.2). Due to the
small muon mass (m = 0.105 GeV/c?) in comparison to the beam momentum
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Figure 4.2: Momenta of the incoming (left) and the scattered (right) muons

P ~ 160 GeV/c the term m?c* can be neglected.
In this inclusive analysis cuts are applied on y and Q2.

e 0.1 <y<0.9
The small y region is excluded, as the scattering is merely elastic there. Events
with very high y are rejected, due to high radiation corrections which are

theoretically difficult.

e > > 1.0 GeV/c® in the case LEPTO is used as Monte Carlo generator;
LEPTO can only simulate events in this kinematical region.

e () > 0.2 GeV/c?* in the case PYTHIA the Monte Carlo generator is used.

The distribution of the kinematical variables with the cut on @ > 0.2 GeV/¢? can
be seen in Fig. 4.3. Again, the raw distributions are normalised to the number of
entries in the plots with all cuts.

4.3 Monte Carlo

The Monte Carlo studies serve two purposes in this analysis. By comparing kinemat-
ical variables the theoretical understanding of the simulated process can be tested.
Different theoretical models are implemented in the Monte Carlo code.

In this analysis, the Monte Carlo generated data will also be used to determine the
detector efficiencies, needed to calculate the differential cross section. The produc-
tion of Monte Carlo data, the comparison to the real data and the determination of
the detector efficiencies for inclusive events will be the topic of this Chapter.
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Figure 4.4: The Monte Carlo Chain

4.3.1 The Monte Carlo Chain

The goal of the Monte Carlo production is an output of randomly generated data
reproducing the shape of the real data. To simplify the analysis, it is desirable that
the storage format of the Monte Carlo is the same as for real data. This is provided
by a concatenation of different programs (see Fig. 4.4).

The base of the Monte Carlo production is the generator. In this analysis PYTHIA
6.208 and LEPTO 6.5.1 are used. They can simulate physical events in a user given
kinematical range. Whereas PYTHIA can produce a huge variety of processes over
the whole @ range (see [29]), LEPTO [30] is restricted to QCD-Compton scatter-
ing, Photon-Gluon-Fusion and leading order DIS.

It is possible to store the simulated events without tracking or detector information
in the same data format as for real data. This data can be used, if no detector
information is needed. To take interactions of particles in the detector into account,
the generated data can be passed to COMGEANT, which is a GEANT 3.21 based
simulation of the COMPASS detector. Additional decays of the generated parti-
cles, deflections in the magnetic fields and interactions of the particles with detector
components are simulated in COMGEANT. In this analysis COMGEANT 7.01 is
used with an updated trigger simulation (“omgbatch ntrigd”).

The same reconstruction software as for real data (CORAL?) is used to produce
the data output. Detector information such as triggers and RICH information is

3COMPASS Reconstruction ALgorithm
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included. Additionally, all information about the generated event is still available,
such as the process type or the initial kinematics. The values of the kinematical
variables in the reconstructed data are smeared with respect to the generated val-
ues.

Therefore one has two levels of information, namely the generated information which
evolves from the Monte Carlo generator and the reconstructed information, where
all detector attributes enter.

Both generators, LEPTO and PYTHIA, are used in the analysis, and whenever it is
possible, kinematical cuts were already included in the event generation. An a-priori
restriction of the kinematics accelerates the production of the Monte Carlo data, as
the data would otherwise be discarded afterwards.

4.3.2 Real Data versus Monte Carlo

After the complete production chain, the Monte Carlo data is available in the same
format as the real data. The requirements for the reconstructed events used in the
analysis are thus identical with the requirements for real data.

In contrast, the extraction of the generated data out of the mDSTs needs a little
change in the analysis software. For the generated events one does not need to check
the muon’s detection after the last trigger hodoscope as the type of each particle
is included in the generated information and the muon can therefore clearly be
identified.

PYTHIA with default parameters

A comparison between PYTHIA generated Monte Carlo data and real data is shown
in Fig. 4.5. Therefore, 5 - 10° events were generated with the PYTHIA default
parameters and reconstructed in the Monte Carlo chain. In PYTHIA, the CTEQSL
parametrisation of the parton distribution functions is used by default.

The applied kinematical cuts for the reconstructed events are 0.1 < y < 0.9 and
Q* > 0.2 GeV/c?. Tt is important that the cuts used to generate the events are
a bit wider as the cuts later applied in the analysis. This becomes necessary, due
to the smearing of the kinematical variables in the reconstruction. Reconstructed
events can slightly be shifted from their reconstructed kinematical values and will
be cut away. If no events are generated outside the applied cuts this effect is not
compensated by events that are shifted to values inside the chosen kinematical range.
The cuts on the generator are 0.05 < y < 0.95 and Q* > 0.15 GeV /%

In the left column of Fig. 4.5, a direct comparison between the real (filled histograms)
data, the generated Monte Carlo (blue lines) and the reconstructed Monte Carlo data

(red lines) is shown. A normalisation factor for the Monte Carlo data of f = %
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Figure 4.5: Comparison of kinematic distributions y (top), = (middle), @* (bottom)
in real data with Monte Carlo for default parameters in PYTHIA; a direct compari-
son (left column) and the ratios of data and Monte Carlo (right column) are shown;

Monte Carlo data is scaled with a factor f = %
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is applied. N is the number of all entries in the histograms. On the right side
the ratios of the real data divided by the normalised Monte Carlo data are shown.
Obviously, the y distribution is nicely reproduced, whereas the number of events for
x > 0.3 is overestimated by PYTHIA. For Q? > 10 GeV/c? there is also a strong
overestimation of the number of events in the Monte Carlo. But looking at the left
column it is clear that only a very small fraction of events is affected.

PYTHIA with GRV94M

To improve the description of the inclusive kinematical variables, a second set of pa-
rameters for PYTHIA was tried. 5-10° events were produced with the GRV94M next
to leading order parton distribution functions. This corresponds to the PYTHIA
option MSTP(51)=5.

Additionally the cross section for the deep inelastic scattering was changed to the
quark-parton-model by setting MSTP(19)=0. The result can be seen in Fig. 4.6.
The y distribution is equally good as for the PYTHIA default parameters, but the
x and Q? distributions seem even worse. With the default setting, PYTHIA gener-
ated too many events for x > 0.3 and the number of events is now underestimated.
The @Q? distribution looks equally bad. The cross section is underestimated for
1 GeV/c? < Q? < 10 GeV/c? and then overestimated.

LEPTO with default parameters

LEPTO is a second generator for Monte Carlo data and it is interesting to look at
the comparison of the output of this generator with the real data. The LEPTO data
for the default settings, where the CTEQ2L parton distribution functions are used,
is shown in Fig. 4.7.

For the real data, the Q* cut is now @* > 1 GeV?/¢? to match the Monte Carlo data.
One can easily see that the data is not very well described by the standard settings
of the LEPTO generator. While the y distributions for the range 0.3 < y < 0.8
and the Q? distributions for Q* < 10 GeV?/c? reasonably match, the Monte Carlo
x distribution is shifted to larger values and is less wide than in the real data.

LEPTO with GRV98L

As a second set of parton distribution functions in LEPTO, GRV98L was used (see
Fig. 4.8). The description of the data is slightly improved with this new parameter
set. The real data is now well described down to y ~ 0.2 and for a small range
around x ~ 0.01.
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Looking at Fig. 4.5 to Fig. 4.8 one can conclude that the data sample is best
described by the PYTHIA generator with the default settings, which means using
the CTEQSL parton distribution functions. The overestimation of the number of
events for generated and reconstructed Monte Carlo data for all generator settings
could be explained by an overestimation of the efficiency in this range.

4.3.3 Monte Carlo Cross Sections

Table 4.5: Total cross sections and generated Events for LEPTO and PYTHIA with
different PDFs

LEPTO PYTHIA
PDF CTEQ2L GRVI8L CTEQ5SL GRV94M
Parameter || Default LST(15)=5012, || Default MSTP(51)=5,
LST(16)=2 MSTP(19)=0
ore /b 0.1939 0.1999 0.3527 0.6097
Nggrtl/l()()() 500 500 500 500
%;;:/ub 3.878 1077 | 3.998 - 107 7.0537-1077 | 1.2194- 1075

Before the detector efficiencies are calculated, it is of interest to look at the
accuracy of the cross sections included in the Monte Carlo generator and comparing
it to experimental results of the NMC experiment. For the determination of the
cross section only the generated data is needed.

To determine the luminosity for the generated Monte Carlo, the total cross section
for the event generation oy, is needed. The generator’s total cross section depends
on the chosen PDFs and the kinematical range of the generation. The value of aé‘éfl
is extracted from the generator’s log files.

Furthermore the total number of generated events No. is necessary. This number
can differ from the number of events in the output files, because many events are

discarded after the generation but are counted by the generator. The ratio of the
&S&
o5
and is used to determine the x and Q? dependent cross section. The luminosities
for LEPTO and PYTHIA with the different parameter sets can be seen in Tab. 4.5.
To calculate the differential cross section, the z and (? distribution of the event
numbers is necessary. To obtain it, one has to normalise the histogram of N(x, Q?)
by dividing it by the bin width in z and Q2.

The differential cross section is then given by:

total cross section with the number of generated events is the luminosity Lyic =
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d? o/dxdQ”2[u b]

Figure 4.9: Differential cross section measured at NMC [34]

Fo@ Q) _ 1 1 &N Q) (1.12)
dedQ?*  bibg: Luc drdQ? |
tot 2 2
_ 1  Ogen d Ngen(x7Q ) (4.13)

bobgz NIt dzdQ?

gen

Here, b, (bg2) is the bin width of the = (Q*) axis.
The cross section has been measured for example in the NMC experiment [34]. To
extract a parametrisation for the differential cross section, Eq.2.6 can be rewritten
in terms of Fy(z, Q?):

d*o _ 4o’ Fy(z, Q%) {1 L * N (1 B 2m2> y? + QZ/EZ} (4.14)

dxd()? Q4 x 4E? Q? 2(1+ R)

R = g—; ~ 0.2 is the ratio of the longitudinally and transversely polarised virtual
photon absorption cross section. With a parametrisation of Fh(x,Q?) the cross
section can be calculated and is shown in Fig.4.9.
The comparison of the cross sections obtained with PYTHIA for the two parameter
sets and the cross section measured at NMC is shown in Fig 4.10. The plotted
quantity is the ratio of the two values:
(% /dzdQ?)&™
(d?0 /dxdQ)?)NMC

R

(4.15)
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The statistical error for the number of generated events is given by dy(z,Q?) =
N(z,Q?). The error of the ratio can then be calculated as:

1 1 O.tot d2N. (iU Q2)
5o(r.0?) — . Jgen gen > 4.1
@) = B Jdrd2C b Neen dzd()? 1

Despite the fact that the PYTHIA generator together with the standard settings

delivers the best description of the data, the NMC cross section can only be repro-
duced for y > 0.3. This region is indicated by the dashed line in the left plot in
Fig. 4.10 with a deviation of about 20%. For the GRV94M PDFs this region extends
to y > 0.2, indicated by the dashed line in the right plot. In this range the number
of events are mainly overestimated by PYTHIA (see Fig 4.6).
Looking at the results for the LEPTO generator in Fig. 4.11, the agreement with the
NMC data is very good, especially for the standard settings (about 5% deviation).
One can summarise, that the chosen data sample is better described by the output of
the PYTHIA generator, whereas the differential cross section is better implemented
by LEPTO. This is in contradiction to the fact, that the kinematical distributions
should be a direct derivation of the cross section. A possible explanation is, that
the bad description in the LEPTO generator sum up to describe the cross section
in a correct way.

4.3.4 Efficiencies

To extract the differential cross section from the real data, the detector efficiency e is
needed (see Eq. 4.10). If one assumes, that the detector is described correctly in the
Monte Carlo, one can identify the number of detected events in the real data with
the reconstructed events in the Monte Carlo data and the number of all events in the
real data with the generated events in the Monte Carlo data. Thus, the efficiency
can be calculated according to:

Ng‘?ecgg’structed (IL‘, Q2)

6(27, QZ) = NGenera.ted (a:, QQ)

Events

(4.17)

NReconstructed gpq Nenerated gare hoth Gaussian distributed with an error of 6y = VN

and with the Gaussian error propagation one obtains for the error of the efficiency,
which follows the distribution of Poisson:

M J ol ) (1.15)

Events

In the Monte Carlo production, it is important, that the information about all gen-
erated events is used. To determine the number of reconstructed and generated
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events the same cuts as for the real data are used.

Now it is possible to calculate the efficiency with the Monte Carlo simulation by
dividing the number of reconstructed events for each x and ? bin by the number
of generated events. The efficiencies for the default parameters and their errors are
shown in Fig. 4.12 and Fig. 4.13. The efficiency for both LEPTO and PYTHIA is
€ =~ 0.6 over the whole analysed kinematical range.

The statistical errors, deduced from Eq. 4.18 are also shown in Fig. 4.12 and
Fig. 4.13.

4.4 Measured Inclusive Cross Sections

For the determination of the inclusive cross sections with Eq. 4.10 and Eq. 4.6 the
following values are calculated so far:

e The number of target particles per area % (see Tab. 4.1)

e The distribution of events %@‘32) (see Fig. 4.3)

e The detector efficiency e(x, Q?) (see Fig. 4.12 and Fig. 4.13)

The last missing quantity in order to calculate the luminosity is the number of beam
particles.

4.4.1 Beam Flux and Luminosity

In order to calculate the integrated luminosity one must determine the flux of beam
particles. Only the number of beam particles is needed, that hit the target in the
time interval of data taking: £ = Zt - N, (see Eq. 4.6). As already mentioned,
PHAST provides a function named TotalBeamFlux(), that returns the count of the
scaler in the scintillating fibre station two (FI02) (see [35]). But this is not the
number that is needed to calculate the integrated luminosity, because all muons
that cause a hit in the station are counted. Here, only these beam particles crossing
the target cells are of interest.

To get the correct number one has to multiply the number of counted muons by
a factor r = %, where Rrqcrs 18 the rate of reconstructed beam particles,
that cross the target and Rgcq ., is the rate of beam particles counted by FI102. The
complete information about reconstructed beam particles is not available in PHAST,
as only information about muons, that interacted with the target is saved. To
calculate the true number of beam particles, an analysis with CORAL is necessary,
which has been done in [35]:

R acKs
r = A — 0.859 = 0.002414;. + 0.025ys.

RScaler
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= NBea.m =r- NScaler (419)

Beam

Now, this is still not accurate, as we have another effect, caused by the dead time of
the DAQ. The event rate is evidently reduced by the dead time of the DAQ), as the
detector remains insensitive after each event for a dead time period 7. This reduces
the number of relevant beam particles (see [31]):

N]I?»eam - NBea.m : eREventT (420)

Ngeam 18 the corrected number of beam particles of Eq. 4.20 and Rgyen: is the event
rate. Eq. 4.20 can be expanded to:

Nieam = Npeam - € #vent” (4.21)
= Npeam(1 — Rppens + M +..) (4.22)
~ Nioum(1 — Bivens™) = Niseam(1 — st (4.23)
~ Nocam - NEvemsNi—Z“ﬂT (4.24)
~ 1 NEET — Npengs - 7+ @ (4.25)

Ngyents 18 the number of events, taken by the DAQ in the time interval ¢, and
is the flux of beam particles, counted by FI02. With a dead time of the DAQ of
51075 (see [35]) and a typical event rate of 10 kHz, the neglected terms of Eq. 4.22
can be estimated to be about 0.1%:

(REventT)2
Ay < —2  ~0.001 4.26
M= 1- REventT ( )
This can be neglected safely. The corrected number of beam particles for each run
and the beam fluxes are shown in Fig. 4.14. The integrated luminosity is:

(4.27)

The integrated luminosity for the period P1I-slot-3 is £ = 0.0969 + 0.0010 fb~!

4.4.2 Results

All that is left to do now is to follow Eq. 4.10. To obtain the differential cross sec-
tion, the number of events in each (x,Q?) bin has to be divided by the integrated
luminosity, calculated in Chapter 4.4.1, the detector efficiency and the bin width.
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Figure 4.14: The total number of relevant beam particles (left) and the beam flux
(right); for the beam flux, the values of each spill and the average for each run are
plotted

The results for the z and Q? dependent inclusive cross section at COMPASS, ob-
tained with detector efficiencies of the PYTHIA generated Monte Carlo is shown in
the top row of Fig. 4.15. In the left column, the standard settings for PYTHIA are
used, i.e. the CTEQSL parton distribution functions. In the left column the data is
generated using GRV94M PDFs. Note that the graph is rotated around the z-axis
by 180° to improve the illustration. Errors and values for the cross section are given
in App. A.1.

The second row shows the ratio R of the measured cross section divided by the
generator cross section, determined in Chapter 4.3.3.

In the third row, the ratio of the cross section with the value measured at the NMC
experiment can be seen. The results obtained with the LEPTO generated Monte
Carlo data is shown in Fig. 4.16. Again, the two columns correspond to the two
generator settings.

Note, that the results for the LEPTO efficiencies have a cut off for values Q? <
1 GeV?/c% None of the results for the differential cross section in Fig. 4.15 and
Fig. 4.16 show a satisfying agreement with the NMC experiment or the generator
cross sections.
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Figure 4.15: Differential cross sections (top), the ratio R of the measured cross
section with the generator cross section (middle) and the ratio R of the measured
cross section with the NMC measured cross section; efficiencies and cross section
used from PYTHIA CTEQSL (left) and PYTHIA GRV94M (right)
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Figure 4.16: Differential cross sections (top), the ratio R of the measured cross
section with the generator cross section (middle) and the ratio R of the measured
cross section with the NMC measured cross section; efficiencies and cross section
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Figure 4.17: Fraction of events which contain different triggers in real data compared
to PYTHIA (left) and LEPTO (right) with standard settings

4.4.3 'Trigger Dependent Analysis

To find an answer to the question, why the measured cross section is smaller than

the NMC cross section, one can look at the different triggers. It is known, that the

triggers are not perfectly simulated in the Monte Carlo.

This is evident in Fig. 4.17, where the trigger distributions in the real data and the

Monte Carlo data are compared. The ratio R’ of the number of events which include

the trigger ¢ divided by the number of all events is shown for all physics triggers:
Nz'

) Events
R = NAHt (4.28)

Events

i € {InnerTrigger(IT), MiddleTrigger(MT),
LadderTrigger(LT), OuterTrigger(OT),
CalorimeterTrigger(CT), InclusiveMiddleTrigger(IMT)}

The comparison of the real data with the PYTHIA standard Monte Carlo is
shown on the left and the LEPTO defaults are shown on the right. Certainly, the
differences in the trigger distribution cannot be caused by the use of the different
generators but are a result of the restriction to different kinematical regions. The
first thing to notice is, that there are nearly no Inner Trigger events for the LEPTO
Monte Carlo. This is no surprise, as the Inner Trigger is mainly sensitive to events
with @ < 0.5 GeV?/c%. Real data and Monte Carlo data are cut on Q% > 1 GeV?/¢?
in the LEPTO case.

The number of events including the Middle Trigger are obviously overestimated for
both generators, whereas the number of inclusive Middle Trigger events is underes-
timated. That points to a bad description of the Calorimeter Trigger in the Monte
Carlo, as the only difference between the Middle and the inclusive Middle Trigger is,
that for the inclusive Middle Trigger no energy deposit in the calorimeter is needed.
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The threshold for this energy is smaller than for the stand-alone Calorimeter Trigger
(CT).
For PYTHIA we see indeed a slight overestimation of the stand-alone Calorimeter
Trigger, whereas for LEPTO the Monte Carlo data shows a good agreement with the
real data. One could assume that only the thresholds for the Calorimeter Trigger
used by the the other triggers are not correctly set.
In principle, the overestimation of the number of events in the reconstructed data
leads to a overestimation of the detector efficiency (see Eq. 4.17) and thus to a un-
derestimation of the differential cross section. This means we would expect higher
values for the cross section for events where the inclusive Middle Trigger fired. This
effect would cause a lower cross section for the Middle Trigger with the additional
calorimeter threshold.
The efficiencies for the Middle, Ladder, Outer and inclusive Middle Trigger, ob-
tained with the LEPTO standard parameters, are shown in the Fig 4.18. As the
NMC cross section is best described by this Monte Carlo data set, it will be solely
used here. For the efficiencies of all other settings see App. A.2.
The efficiencies for the Middle Trigger are about 0.5 for Q? < 3 GeV?/c?, whereas
the Inclusive Middle Trigger only shows efficiencies of about 0.25 in the same region.
As expected, the Outer Trigger shows higher efficiencies of about 0.5 for larger val-
ues of Q2. The Ladder Trigger’s efficiencies are about 0.05 to 0.15 as it is at the edge
of it’s acceptance region for Q? > 1 GeV?/c%. The Inner Trigger is not sensitive for
Q? > 1 GeV?/c?, and it is left out here.
The ratios of the cross sections, calculated with the efficiencies in Fig. 4.18 and
Eq. 4.10, divided by the internal generator cross section are shown in Fig 4.19. For
the Inclusive Middle Trigger we have ratios up to one, whereas the cross section
for Middle Trigger events is only 0.7 times the generator cross section and less.
Looking at the efficiencies for the two triggers this is no surprise. Following this
argumentation, one could say, that the true measured cross section is given by the
Outer Trigger, because the ratio of Outer Trigger events is fairly good reproduced in
the Monte Carlo (see Fig. 4.17). The differential cross section obtained with Outer
Trigger events is a factor &~ 0.6 smaller than the LEPTO generator cross section.
Another effect can be observed in Fig. 4.19. The cross section ratios obtained with
events from the Outer and Inclusive Middle Trigger are flat. In contrast, they drop
for the Ladder and Middle Trigger for the lower right part, i.e. for smaller values of
y. Again this points to a problem with the Calorimeter Trigger, which is included
in the Middle and Ladder but not in the Outer and Inclusive Middle Trigger.

One can avoid the problems with the calorimeter by selecting only events from
a specific trigger where the calorimeter is not included, e.g. the Inclusive Middle
Trigger. A comparison of the inclusive cross sections determined with COMPASS
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Figure 4.18: Efficiencies determined with LEPTO (std) for different triggers: Mid-
dle Trigger (top left), Ladder Trigger (bottom left), Outer Trigger (top right) and
Inclusive Middle Trigger (bottom right)
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(bottom right)



60 CHAPTER 4. INCLUSIVE CROSS SECTIONS

data and the NMC result is shown in Fig. 4.20*. Only events which are triggered
by the Inclusive Middle Trigger are used. In the top row of Fig. 4.20 three bins in
Q? were chosen and integrated to calculate do/dz. The borders of the integration
may depend on z due to the restrictions of 0.1 < y < 0.9 (see Eq. 4.11). Efficiencies
from PYTHIA (std.) are used on the left side and LEPTO (std.) on the right side
of Fig. 4.20. A good agreement is observed for Q* < 1.0 GeV?/c? where x > 0.005
and the intermediate range 1.0 GeV?/c? < Q% < 3.5 GeV?/c? for both generator
settings. The values measured at COMPASS are larger than the NMC results for
the highest Q? bin.

Equally, three intervals of x were chosen to determine do/dQ? (bottom row of
Fig. 4.20). A good agreement is obtained with the PYTHIA Monte Carlo for a
wide range in QQ? for the smallest and largest values of #. The cross section mea-
sured by COMPASS for the intermediate x region is smaller than the result of the
NMC collaboration. This does not change if one uses the LEPTO generator. In
addition a significant drop of the cross section for large values of Q% can be observed
in the lowest x bin using LEPTO generated data.

“The results for all triggers can be found in Fig. A.6 and Fig. A.7
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Figure 4.20: COMPASS results for 9 (top) and (;‘IT‘;Q (bottom) obtained with effi-
ciencies from PYTHIA (left) and LEPTO (right) in comparison to the NMC results;
only Inclusive Middle Trigger events are considered; different bins in # and Q? are
shown; standard parameters in the Monte Carlo generation were used for the deter-

mination of the efficiencies
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Chapter 5

Semi-Inclusive Single High-p;
Hadron Analysis

The polarised gluon distribution of the nucleon can be studied by analysing photon-
gluon-fusion (PGF) events. These are enhanced in the data sample by selecting
events where a hadron with high transverse momentum high-p; with respect to the
virtual photon is detected in the final state.

In this analysis events containing hadrons with a transverse momentum p; > 1GeV /¢
are considered. A first step on the way of determining A—GG is done here by calculating
the double spin asymmetries in these single hadron high-p; events.

In addition to the calculation of these asymmetries, the differential cross section
for the production of high-p; hadrons is determined and compared to theoretical
calculations (see [36]).

2

5.1 Event and Data Selection

In chapter 4.2 the event selection criteria for the inclusive analysis have been shown.
Additional cuts for the hadrons are applied in the semi-inclusive analysis. For the
semi-inclusive analysis, all 2002 and 2003 data are used. Again, the runs are selected
according to the run list of the data quality page [32] and reduced by the bad spill
lists. For a good event we demand:

e one and only one primary vertex inside the inclined target

e one and only one scattered muon with an associated hit in the last trigger
hodoscope

e the extrapolated beam track must cross the whole target

63
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Figure 5.1: Distribution of the inclusive variables in semi-inclusive events; left col-
umn: y (top), @* (bottom); right column: z (top), @ versus z (bottom); again the
peak of the elastic muon electron scattering can be seen in the raw distribution of

x; the raw data is scaled by a factor f = %

For the target cuts, positions and a more detailed description of the selection criteria
see chapter 4.2.2.

In addition to this cut we demand at least one reconstructed hadron in the
final state. The restrictions to the hadrons will be shown and explained in the
chapter 5.1.2.

5.1.1 Kinematic Cuts

The cuts on the inclusive kinematical variables z, y and Q? are different from the
cuts in the inclusive analysis. They have been adapted to the theoretical calculations
in [36].

e no cut on x

e 0.2 <y<0.9
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o Q> <0.5GeV2/c?

As the theoretical calculations are based on the Weizsacker-Williams technique, it
is crucial to restrict the events to photoproduction, i.e. we have a quasi-real photon
with small Q.

The distributions of the inclusive kinematical variables can be seen in Fig. 5.1. At
least one detected hadron is requested fulfilling the demands introduced in the next
section.

Note that due to the cut on @2, the x range is shifted to much lower values with
respect to the inclusive case. Only a second particle besides the scattered muon
in the primary vertex is requested for the raw distributions. The raw distributions
are scaled by a factor f = % where only entries in the visible bin range are
considered.

5.1.2 Hadron Selection

As we are now looking at semi-inclusive scattering events, it is inevitable to specify
the requirements for the hadron sample. First of all, we can check if a proper tracking
for the hadron was possible. Track reconstruction based only on information from
detectors situated before the first spectrometer magnet is poor. Therefore, tracks
with their last measured point in or in front of SM1 are rejected. Additionally, if
the last measured point is located behind the second muon wall, there is a high
probability for the particle to be a falsely identified muon. This means for the z
component of the last measured point of each track:

e 400 cm < 7,5t < 4000 cm

Z1ast 18 the z position of the last detector hit of the hadron candidate.

Another possibility to reject muons that are identified as hadrons is to use the
information of the hadronic calorimeters. For the energy of the crossing particles
we have

E2
pupu _ §_~2:m202
EZ
=5 = P+ m’c® > p? (5.1)

Muons do not deposit much energy in the hadronic calorimeter and can be removed
by a cut on %. The cuts used for the two calorimeters are shown in Fig. 5.2.
o Lucans > (3. |p,| v HuCAL2 > 0.6 - ||

e Hadrons without energy measurement are discarded
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Figure 5.2: Energy versus momentum of hadron candidates in the HCAL1 (left) and
the HCAL2 (right) with all cuts (upper row) and no cuts (lower row)

The different cuts arise from the accumulation of hadrons in the region |, | ~ 18 GEV,

whose origin is unknown and are therefore be cut away. The upper part vanishes
with the application of the other cuts on the hadron. The lower part is eliminated
by this cut.

The energy measurement of the hadronic calorimeter was corrected for the 2002
data, as they were not calibrated correctly. The values used in the analysis are:

EI(')ICALI
® Eucan1 = 4%
EO
— HCAL
L EHCAL2 — 1.24 2

Then we can look at the semi-inclusive variables' 2, the longitudinal momentum
fraction of the hadron with respect to the photon, and z, the fraction of the photon
energy carried by the hadron. Both magnitudes are helpful to pick out hadrons
from the current fragmentation region. Hadrons from the current fragmentation
region, in contrast to the target fragmentation region, contain the struck parton or
daughter particles of the latter. They carry a high momentum and energy fraction.
As we are only interested in current fragmentation hadrons, a cut is applied on both
quantities:

Isee Tab. 2.2
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Figure 5.3: xp (left) and 2 (right) distribution of the hadrons with all and without
cuts; the raw data is scaled by a factor f = %

o v > 0.1

e 2 >0.1

The corresponding distributions are shown in Fig. 5.3. Only a primary vertex, a
scattered muon and at least one hadron is requested for the raw sample.

The opening of the target restricts the acceptance for the opening angle of hadrons
originating at the beginning of the target to ©, < 70 mrad. All hadrons scattering
to a larger angle are therefore discarded (see Fig. 5.4).

Hadron h

COMPASS target

Figure 5.4: Angular acceptance of the target

Last but not least, the cut on the transverse momentum p; of the hadron with

respect to the virtual photon’s momentum is done:
GeV
o p>1->

The p; distribution of the final hadron sample can be seen in Fig. 5.5.
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Figure 5.5: p; distribution of final and raw data sample

From the comparison with the raw sample, it is obvious that the p; cut alone
already reduces the number of hadron candidates drastically. The number of good
hadrons in the primary vertex, i.e. the multiplicity, is reduced from about 2.3 in the
raw data sample to one in the final sample (see Fig. 5.6).

5.1.3 Hadron Identification with the RICH

In Chapter 5.1 all charged hadrons were considered. But it is also possible to iden-
tify the type of the hadron with the RICH detector (see chap. 3.4.4). In principle
protons, kaons and pions can be identified, provided that their momentum is above
the threshold for Cerenkov light emission. There are two methods of particle iden-
tification, namely the ‘Log-Likelihood-Method’ (LLH) and the ‘y?>-Method’.

For the ‘y2-Method’ the ring of Cerenkov-photons reflected to the photon detec-
tors at the front side of the RICH detector is fitted and the emitting angle ©Photon
of the photons with respect to hadrons momentum direction is calculated. One can
assume the hadron to be a proton, pion or kaon and assign the mass of the particle
to the track. The angle of the Cerenkov-cone ©%9"¢ for each assumption can then
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Figure 5.6: The hadron multiplicity in the primary vertex

be calculated. The y? for each particle hypothesis is defined as:

Photons photon Ting\?2
(© —0;4"7)

2 _ rec,k
Xid = Z (O_zéhoton)g (52)
o' is one standard deviation in of the resolution in the angle © of the photon.

For the identification of a particle, the hypothesis with the minimal Y? is chosen.
Additionally the particle must have a momentum greater than the threshold.

The second possibility to identify the hadron is the ‘Log-Likelihood-Method’ (LLH).
We assume the conditional probability P(©Ph!; @) for a measured photon emis-
sion angle @M to be known. ©])" is the opening angle of the Cerenkov cone for

a particle of type id. The likelihood is then defined as:

Photons

L= ] P(erem (53)

The hadron is declared to be the particle having the maximum likelihood. Again, the
particle’s momentum has to be above the threshold. The difficulty of this method is
that the probabilities P(©P°r; ©7'") have to be known. This includes the knowl-
edge of the background?.

2The actual value of P(@P"1"; @7"%) can be found in [37]
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As the refractive index of the gas in the RICH was not always exactly known at the
time the data was produced, one has to correct the values of x? and LLH for the
periods that are not yet reproduced. These are P2E, P2F and P2G of 2002 data
and P1A, P1B, P1C, P1D, P1E and P1F of 2003 data. For the likelihood we have:

d_L
dn

Lcorrected

= L+ - (nfree — pprod) (5.4)
n'"¢ is the true value of the refractive index of the gas and nP™°¢ the refractive index
used at the production.

The correction of x? is more complicated and is done by a function, provided by
P. Schiavon.

The summary of the hadron identification procedure is

e Likelihood:

— correct with true refractive index

— particle’s momentum is larger than the threshold: mi > L

m,K,P Ntrue

— chose particle’s type (7, K, P) with maximal likelihood

— correct with true refractive index

— particle’s momentum is larger than the threshold: —=— "?{P > ntiue

— chose particle’s type (7, K, P) with minimal NX—];F and NX—];F <4

The fractions of the identified hadrons with the two different methods are shown
in Fig. 5.7. All unidentified hadrons are included in ‘Others’. For the final sample
about 15% of the hadrons remain unidentified for the y? method, whereas less then
1% of the hadrons with the likelihood method are not identified. For the final sample
we have 68% (63%) pions, 20% (20%) kaons and 11% (4%) protons identified by
likelihood (x?).

The p; distributions of the hadrons identified with the RICH are shown in
Fig. 5.8. The errors on the number of hadrons N are 6y = /N, thus the errors
in the histograms are dqn/ap, = W\/ﬁth’ as the histograms are normalised to the
width of the bins. Note that the identification rate for the kaons is very similar for
the two methods, whereas the likelihood method identifies slightly more hadrons as
pions as the y2 method. This difference is large in the case of proton identification.
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Figure 5.7: Fractions of the hadrons are identified with the RICH by LLH (left) and
x? (right) methods

5.2 Semi-Inclusive Monte Carlo

As in the inclusive analysis a Monte Carlo simulation of the data is necessary
to determine the efficiencies which are needed to calculate the differential cross
sections. The kinematic is now restricted to the photo-production region with
Q* < 0.5 GeV?/c?. As LEPTO is limited to Q* > 1 GeV?/c* PYTHIA has to
be used.

Again, the same cuts on the reconstructed Monte Carlo data are used as on the real
data. Two different sets of Monte Carlo data are needed as we are now analysing
data from 2002 and 2003. The detector setting has changed between the two years
and different descriptions of the geometry of the detector for 2002 and 2003 are
available. It is also important that the information provided by the RICH detector
is now included in the Monte Carlo output. This is not the case for the standard
Monte Carlo but needed for the determination of the efficiencies for the different
hadron types. For a precise calculation of these efficiencies a very detailed study on
real data would be necessary. This was not possible within the time frame of this
thesis.

The Monte Carlo data is generated with the restriction p, > 0.9 GeV/c and then
cut on p; > 1.0 GeV/c in the analysis to avoid smearing effects at the edges. The
additional cuts introduced in chapter 5.1 are applied in the analysis.

The comparison of the inclusive variables of all 2003* data with Monte Carlo data
is shown in Fig. 5.10. All kinematical distributions of the inclusive variables seem
to be shifted to larger values in the Monte Carlo simulation with respect to the real
data. The opposite happens for the 2 peynman and z distributions. They are shifted
to smaller values. The momentum p and transverse momentum p, of the hadrons
are reasonably described by the Monte Carlo simulation.

3Comparisons for 2002 see B.2
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Different parameter settings for the PYTHIA generator were tried but no improve-
ment achieved. As in the inclusive case, the trigger distributions of the real data
and the simulation mismatch (see Fig. 5.9). All but the Inner Trigger are underesti-
mated. The largest overestimation is observed for the Calorimeter Trigger. A better
description of the kinematical variables could be achieved by selecting one specific
trigger and excluding all others. This has been done for each trigger but no improve-
ment was observed. The comparison of the hadron identification for real data and
Monte Carlo is shown in Fig. 5.12. The identification for the reconstructed Monte
Carlo is done in the same way as in the real data. For the generated hadron sample
the particles identified by PYTHIA are used. For the LLH method the ratio of the
identified pions and protons match the data. A much larger fraction of hadrons
remain unidentified in the real data (=~ 14%) than in the Monte Carlo (~ 8%) for
the x? method. The number of all hadron types are therefore overestimated in the
Monte Carlo.

Real Data

0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05

RTrigger

Rec. Monte Carlo

5

MT LT oT CT IMT

Figure 5.9: Trigger ratios in semi-inclusive events for all 2003 data and Monte Carlo
data

5.3 Semi-Inclusive Cross Sections

The differential cross section for semi-inclusive high-p; hadron production # is de-

termined in the same way as the inclusive cross section in Chapter 4. This includes
the determination of the luminosities and the efficiencies.

The luminosities are calculated in the same way as for the inclusive analysis de-
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scribed in Chapter 4.4.1. The obtained results for the number of beam particles
and the luminosity for each period is shown in Tab. 5.1. As we can distinguish the
hadron types, it is possible to calculate the cross section not only for the produc-
tion of charged hadrons in general but for 7+ /7=, K*/K~ and proton/antiproton
production separately. The results for the two years 2002 and 2003 are shown in
Fig. 5.13 and Fig. 5.14. The detector efficiencies for the different hadron types can
be seen on the right. The efficiency for each hadron type ¢ is calculated by divid-
ing the number of generated hadrons by the number of reconstructed and identified
hadrons:

NZ_Reconst ructed ( Dy )

N Generated (pt)

(pr) = (55)
The resulting differential cross section for single high-p; hadron production are shown
in the left column. Additionally, theoretical results for leading order and next-to-
leading order calculations for all charged hadrons and pions from [36] are plotted.
Comparing the two identification methods, one observes a very good agreement for
the pion production cross section for both years. The results for the kaons are only
compatible for 2003 and not for 2002. A mismatch for the proton cross section
occurs for both 2002 and 2003. Obviously the differences between the LLH and
the x2 method in the identification efficiency for protons observed in Fig. 5.7 and
Fig. 5.8 is not reflected in the Monte Carlo (see Fig. 5.12).

A comparison of the two years for the different hadron types yields a decrease in
the detector efficiency for 2003. This results in an increase of the measured cross
sections which are compatible with the next to leading order calculations for 2002
but not for 2003.

The decrease of the detector efficiency is in the order of 0.05. With values for the
efficiency of about 0.3%-0.4% this yields a systematical error of about 10%-15%.
In order to improve the accuracy of the measurement a very detailed Monte Carlo
analysis is necessary. A common effort by the collaboration has started recently.

5.4 Asymmetries

One possible way to determine % is via the double spin asymmetry A of the

photon-gluon-fusion process. A possibility to identify the PGF process is the selec-
tion of events containing high-p; hadrons. The gluon polarisation is connected to
the double spin asymmetry by (see Eq. 2.33):

A AG
5|| = <aq/D> .RPGF? + Background (5.6)

A first step to determine A—GG from single high-p; hadron events will be done in this
chapter by calculating the double spin asymmetry A /D.
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Figure 5.12: Particle identification for all 2003 data and Monte Carlo; LLH method
(left) and x* method (right)

Table 5.1: Number of beam particles and integrated luminosities for each period

Year | Period | Production Version NBeam L [1/1h]
2002 | P2A 2-7 4.75108 - 102 | 0.139154 + 0.00141994
2002 | P2D 2-6 2.54932 - 102 | 0.0746668 + 0.000761906
2002 | P2E 1-5 3.30406 - 10'2 | 0.0967723 £ 0.000987473
2002 | P2F 1-5 1.76413 - 10" | 0.0516695 4 0.00052724
2002 | P2G 2-7 2.61126 - 102 | 0.0764809 + 0.000780417
All 2002 Periods 1.49798 - 1012 0.45307 £ 0.00447697
2003 | P1A 1-6 1.93144 - 102 | 0.0584171 + 0.000577244
2003 | P1B 1-6 1.65981 - 102 | 0.0502014 4 0.000496061
2003 | P1C 1-6 2.13326 - 1012 | 0.064521 4 0.000637559
2003 | P1D 1-6 2.13177- 102 | 0.0644761 + 0.000637116
2003 | P1E 3-6 3.4174 - 10" 0.10336 £ 0.00102135
2003 | P1F 1-6 2.67661 - 1012 | 0.0809548 + 0.000799949
2003 | PI1I 3-7 3.20445 - 10'2 | 0.0969196 =+ 0.000957704
2003 | P1J 2-7 5.20626 - 1012 | 0.157465 + 0.00155598
All 2003 Periods 2.2361 - 10'2 0.676315 = 0.00668296
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Figure 5.13: Semi-inclusive cross sections for single high-p; hadron production and
efficiencies for all 2002 data; all charged hadrons (top), pions (second row), kaons
(third row), protons (bottom)
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Figure 5.14: Semi-inclusive cross sections for single high-p; hadron production and
efficiencies for all 2003 data; all charged hadrons (top), pions (second row), kaons
(third row), protons (bottom)
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Two different methods provided by [38] and [39] will be used.

5.4.1 Determination of the Asymmetry

The most simple way to measure the longitudinal spin Asymmetry A, is to define
the raw counting rate asymmetry A, q,:

N Nt

Arow = NN

(5.7)

Here, N'T(N™) is the number of the hadrons that are produced in events where the
muon spin is (anti-)parallel to the target spin. The fact that not all nucleons in
the target are polarised is considered by the dilution factor f. The depolarisation
factor D describes the partial spin transfer of the muon to the photon. The raw
asymmetry is connected to the longitudinal spin asymmetry and the photon-nucleon

cross section for the single high-p; hadron production Az*LN_)hX via:
1 *N—hX
AH — m . Araw ~ D . AZL - (58)

Here, P, is the target polarisation and P, the beam polarisation.

As we have two target cells with opposite polarisations, the two values N and N™
can be measured simultaneously, and can be connected to the number of hadrons
produced in the upstream and downstream target cell.

NN — Nt Nv — N¢

Araw o A — 5
NN 4+ NT Nu 4 N4

(5.9)
After each solenoid field reversal the sign in the right part of Eq. 5.9 has to be
changed. The positive (negative) sign has to be applied, if the spin in the down-

stream (upstream) cell is aligned with the muon spin.
By taking all events from both field settings into account, one obtains:

N¥ — Nd N'v _ Nld

Araw -
Nu + Nd N'u + Nld

(5.10)

N* is the number of all hadrons in the upstream (u) cell and N? is the number of
all hadrons in the downstream (d) cell. The primed and unprimed numbers count
the hadrons for the two different cases of solenoid field setting.

In order to improve the statistical error in the determination of the asymmetry,
different approaches have been made to calculate the longitudinal spin asymmetry
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with weighting methods.
The first method uses a weighting factor w = fDP, (see [38]).

LL 2P(1 —a?) | w2+ Y w? Y w?+ Y, w? '

1 1 1
_|_
2P\/1 — o2 \/Eu w2+ ,w? YL w4+ Y w?

Eq. 5.11 is a first order approximation for the calculation of the asymmetry, which
assumes that the acceptances of the two cells are similar. The difference of the
acceptance is included in the factor a, which is estimated by:

.1 DW= g w I Z;w_ziiw
a ~ a=—-
Yaw?4Yw? Y w? 4 Y w?

2
In Eq. 5.13, the sums for oppositely polarised target cells are now added up and
thus only the detector asymmetry should have an influence.
In a second method, also presented in [38], the unbalanced target cell acceptance is
taken better into account. Here, « is not only a scaling factor, but included in the
sum of the weights for the different target cells.

6A£L -

(5.12)

(5.13)

b I-a)X,w-(1+®)>Sw (1-@X,w—(1+d&)jw
L opl(1-a) S, w2+ (1+a) w2 (1-a)X, w2+ (1+a)Y,w?
no_ L[ Yyw-rfYaw Sow — Ty w

A = 3p [Zuw2+fzdw2 >, w2+ 7 Yy w? (5.14)
s (1+a)

- (1-a)
n 1 1 1
0AL, = 2Pt\/1—7072\/2uw2+772dw2+E;w2+7’2:iw2 (5.15)

In both methods the target polarisation is not included in the weights, as only non
time dependent values should enter. Only then is the cancellation of the detector
asymmetry given.

The average target polarisation P in Eq. 5.11 and Eq. 5.14 is calculated as the
weighted average of the two target cells and the two field settings respectively:

P o= -
! 4 ZT‘UTLS N’lil + Eruns N’IZL + Z;uns Nél E;uns N’IZL

The N* are the numbers of hadrons for events in the upstream or downstream cells
for each target polarisation setting.
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In a third method (see [39]) the target polarisation is included in the weight and
enters in the asymmetry calculation for each event. It is:

+vb%2 —4ac—b

Al — o (5.16)
a = 0< B >u< Bi >0 — < Bu>u< By >0
b = §(< By >w+ < Ba>w) = (< Bu>w + < By >u)
c = 6—1
5 o ZuWXgw
YL W gw
0 o fo,)d Wy, du,d
< Bpa>w = Zf{,)d s

For the weights # and w we use:

B = BfD
w = PPfD

And the statistical error is given by:

2
0ALL = (g—?&) (5.17)
The formulas of Eq. 5.11, 5.14 and 5.16 are used to calculate the single hadron
cross section asymmetries.
One of the goals to determine the asymmetry in different ways, is to study the
influence of the detector asymmetry. This can only be achieved if the data quality
is stable and no major changes on the detector setup have been applied. Therefore,
only the “consecutive configuration” is used to calculate the asymmetry. In
the consecutive configuration, two or three run groups with opposite solenoid field
setting are combined and for each group the asymmetry is calculated individually.
In this way, the detector stability is better guaranteed for each setting than in
the “global configuration”, where the asymmetries are calculated for a full data
taking period. The grouping of the runs for the consecutive configuration can be
found on the COMPASS stability web page [32]. Runs taken during the solenoid
field rotation are excluded.
The average target polarisation needed for the first two methods is calculated for
each group. The detector asymmetry & is determined globally, i.e. by summing up
all groups. As they are included in the weight, all other values are computed for
each event respectively.
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5.4.2 Dilution factor

The dilution factor, which is defined as the number of polarisable nucleons in the
target material divided by the number of all nucleons, is calculated with a Fortran
routine, which includes a parametrisation for the dilution factor (see [40] and [17]).
The routine provides two results, one for inclusive and one for semi-inclusive triggers.
Here, the semi-inclusive trigger is used and the dilution calculated for each event,
as it is included in the weights (see Fig. 5.15). The average of the dilution factor is
< f>=0.42.

5.4.3 Depolarisation Factor

The depolarisation factor is defined by Eq. 2.17 as

y(2—y)(1+ 57%)

(L9221 -y — 55 (5) + v

D =

The factor R, which is the ratio of the longitudinal and the transversal cross section
R = % (see Eq. 2.15), is obtained by the Fortran function given in [41]. The
depolarisation factor is calculated event by event and included in the weights. The
average depolarisation factor is < D >= 0.57 (see Fig. 5.17). The almost linear
correlation of D and y can be seen in Fig. 5.18.
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5.4.4 Target Polarisation

As the information about the target polarisation in PHAST is not reliable, it is
extracted from the table tb_offlinepolar in the MySQL database of the run loghook.
For almost all runs more than one measurement is available, and the average is taken.
Some of the runs do not have a direct measurement. Then, the last value before
and the first value after the run are taken. If they match in sign, the average is
taken. If the signs do not match the value agreeing with the sign from the run list
on the stability page is used. The values of the polarisations of the upstream and
the downstream cell of the target are shown in Fig. 5.16.

For negative microwave settings, the polarisation of the upstream cell is defined
to be always negative and the polarisation of the downstream cell always positive
and for positive settings vice versa. The target spin direction is always given by
the product of the solenoid current and the target cell polarisation. Positive values
mean that the spin points upstream and is thus aligned with the muon spin. For
negative values, the spin points downwards and is therefore oppositely orientated as
the muon spin.

5.4.5 Beam Polarisation

The polarisation of the muons originates in the parity violation of the pion and kaon
decay. The polarisation P, can be calculated as a function of the energy and mass
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Figure 5.19: Beam Polarisation Figure 5.20: Dependence of the beam po-

larisation on z component of the beam mo-

mentum p,

of the parent particle and the muon:

2 2N 2
po_ _mW,K+(1 o )mu
N m2 . —m?2

T, K w

(5.18)

As the parent particle is not known, the M2 beam line has been simulated to obtain
the beam polarisation. The values for the simulated points are interpolated to allow a
determination of the beam polarisation for each event. The polarisation is extracted
in this way and used in the analysis (see Fig. 5.19). The dependence on momentum
of the incident muon is shown in Fig. 5.20. The average beam polarisation is <
P, >=0.76.

5.4.6 Results

Now we have all the necessary ingredients to determine the asymmetries with the
three methods presented in chapter 5.4.1. The asymmetries are computed for each
group of runs. Then, the weighted average is calculated for each period and for the
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Figure 5.23: Weighted average of asymmetries of all periods in 2002 (left) and 2003
(right)
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Figure 5.24: Experimental result for the weighted average of the asymmetries for all
periods (top) and the calculations from [36] (bottom)
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Table 5.2: Counting rules for the weights

Counting rules

Periods 2002 P2D, P2E, P2F, P2G(first part) | P2A, P2G(second part)
Periods 2003 P1A, P1B, P1C, P1D, P1E, P11 | P1F, P1J

Microwave Setting + -

Upstream Polarisation + -

Solenoid Current + - + -
Muon Spin —
Target Spin &= = = =

Weights w', 5 w, w, B w', B

each year of data taking.

> Ao

groups (§ATOUPYz

<Ay > = 0l ) (5.19)
Zgroups (514%72’"?)2

One has to take into account that the sign of the asymmetry switches with every
microwave reversal. The different microwave settings are shown in Tab. 5.2. Once,
in P2G, the microwave field has been changed within the period. The first run used
after the change has the run number 23267.

For positive microwave settings we count the unprimed quantities, if the solenoid
current is negative and primed quantities, if the solenoid current is positive (see
Tab. 5.2).

The comparison of the weighted average over all groups for the three methods for
one selected period of the 2002 and the 2003 data respectively is shown in Fig. 5.21
and Fig. 5.22. For all 2002 and 2003 periods see Fig. C.1 and Fig. C.2 in the ap-
pendix. The values for the asymmetries and their errors are compatible for the
different methods.

The weighted average of the asymmetries for all 2002 and 2003 periods is shown in
Fig. 5.23. The results for the different methods are compatible with each other and
with zero in a two o range.

The weighted average of all 2002 and 2003 runs is shown in Fig. 5.24 together with
the theoretical prediction for leading order and next to leading order calculations. A
positive asymmetry is predicted for small transverse momentum in all three results.
The numerical results for all 2002 and 2003 data for all bins in p; and the weighted
average of these bins is shown in Tab. 5.3. The result for the weighted average
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Table 5.3: p; dependent cross section asymmetries Ay, for high-p, hadron production
obtained with the different weighting methods for all 2002 and 2003 data and the
weighted average < Ay, >, of all bins

P [GeV /] | piPIGeV /] A, ALl Apl
1 1.5 0.00422 4+ 0.00286 0.00455 4 0.00286 0.00419 £ 0.00309
1.5 2 —0.00601 £ 0.00831 | —0.00542 4+ 0.00832 | —0.00599 + 0.00915
2 2.5 0.00648 £ 0.0227 0.00892 £ 0.0227 0.00189 £ 0.0255
2.5 3 —0.0152 £+ 0.0589 —0.0217 +£0.0591 —0.0274 £ 0.0665
3 3.5 0.0882 £ 0.16 0.133 £ 0.165 0.117 +0.186
< Arp >p 0.00317 4+ 0.00268 0.00355 £ 0.00268 0.0031 4+ 0.00291

of all p; bins of the double spin cross section asymmetry for single high-p, hadron
production is Az;, = 0.003 £ 0.003.

The compatibility of the asymmetry A;; with zero does not imply a gluon polarisa-
tion which is equally zero as the asymmetry of the background processes contributes
to the asymmetry. The gluon polarisation can only be extracted from the cross
section asymmetries of the photon-gluon-fusion process. In the case that the asym-
metries for the background processes have opposite sign they could cancel a possible
asymmetry for the photon-gluon-fusion process. To extract the gluon polarisation
from the measured asymmetry it is necessary to analyse the background processes
in a detailed Monte Carlo study.
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Chapter 6

Summary

Two analyses concerning the deep inelastic scattering have been done in this thesis.
In the inclusive analysis the 2 and Q? dependent scattering cross section has been
determined with two Monte Carlo generators, PYTHIA and LEPTO, and compared
to the experimental result of the NMC experiment. Different parametrisations for
the parton distribution functions have been investigated. A good agreement be-
tween data and Monte Carlo has been found for the LEPTO generator whereas the
PYTHIA cross section is only compatible with the NMC results for larger values of
Y.

In order to obtain first results for inclusive cross sections at COMPASS, the inte-
grated luminosities of all periods of 2002 and 2003 have been evaluated. A compar-
ison of the result for the inclusive cross section with the NMC cross section yields a
difference of about 30%-50% using all triggers. A separate analysis for each trigger
revealed discrepancies of the Monte Carlo description of the Calorimeter Trigger.
A further analysis of the trigger description in the Monte Carlo software will be
necessary to improve the detector description.

The p; dependent cross section and the cross section asymmetries for single high-p;
hadron production have been determined in the semi-inclusive analysis. An identi-
fication for pions, kaons and protons has been performed using the RICH detector.
The cross sections have been calculated and presented for all charged hadrons, pions,
kaons and protons separately. The results for all charged hadrons and pions have
been compared to a theoretical prediction. They are compatible to a next to lead-
ing order calculation for the 2002 data within the statistical error. Although, the
cross sections determined with the 2003 data are larger. This is due to a decreased
detector efficiency for the 2003 data of about 0.05.

In the last chapter the p; dependent cross section asymmetry for semi-inclusive
single high-p; hadron production has been evaluated for all 2002 and 2003 data re-
spectively. Different methods for the determination of the asymmetry have been
presented and shown to be compatible. The measured asymmetries within the kine-

91
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matical range of COMPASS are compatible with zero. This does not mean that the
polarised gluon distribution AG/G is zero as background processes may contribute
and compensate the photon-gluon-fusion asymmetry.

With the determination of the cross section asymmetries an important step has been
done to evaluate the polarised gluon distribution function AG/G from single high-p,
hadron events.
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APPENDIX A. INCLUSIVE CROSS SECTION ADDITIVES

Efficiencies from LEPTO PYTHIA
CTEQ2L GRV98L CTEQ2L GRV94M
z [ @7 [Gev/c?] d2o /dzdQ? [fb/(GeV/c?)]

0.0021 0.3 -1+ -1 -1+ -1 86.9 4 0.907 86.5 &+ 0.903
0.0021 0.5 -1+ -1 —14 -1 19.9 + 0.226 19.9 + 0.228
0.0021 0.7 -1+ -1 —14 -1 5.94 + 0.0789 5.88 + 0.0783
0.0021 0.9 -1+ -1 -1+ -1 1.54 4+ 0.0268 1.61 4+ 0.0295
0.0021 1.1 0.0753 £ 0.00912 0.11 4 0.0239 0.0576 £+ 0.000866 0.0612 &+ 0.00092
0.0021 1.3 0.000104 =+ 3.67e — 05 0.000104 + 3.67e — 05 -1+ -1 -1+ -1
0.00609 0.3 -1+ -1 —14 -1 33.4 + 0.412 33.5 + 0.407
0.00609 0.5 -1+ -1 -1+ -1 19.4 4+ 0.237 19.6 + 0.242
0.00609 0.7 -1+ -1 —14 -1 10.2 + 0.131 10.3 +0.134
0.00609 0.9 -1+ -1 -1+ -1 6.36 £ 0.0886 6.35 + 0.0889
0.00609 1.1 7.59 + 0.134 7.67 £ 0.132 4.25 + 0.0658 4.21 £+ 0.0655
0.00609 1.3 3.89 + 0.0816 3.81 £+ 0.0773 2.4 + 0.0439 2.43 + 0.0449
0.00609 1.5 2.18 + 0.0593 2.16 + 0.0555 1.33 + 0.0295 1.34 +0.0312
0.00609 1.7 0.937 + 0.0307 1.08 4+ 0.0369 0.634 &+ 0.0175 0.596 &+ 0.0153
0.00609 1.9 0.364 £ 0.018 0.357 £ 0.0159 0.228 + 0.00694 0.248 + 0.00915
0.00609 2.1 0.000392 + 8.05¢ — 06 0.000951 + 1.95¢ — 05 0.0348 + 0.000714 0.0231 + 0.000475
0.00609 2.3 0.00162 4 0.000146 0.00162 £ 0.000146 -1+ -1 -1+ -1
0.00609 2.5 2.6e — 05 + 1.84e — 05 2.6e — 05 + 1.84e — 05 -1+ -1 -1+ -1
0.0101 0.3 -1+ -1 —14 -1 5.68 £+ 0.109 5.91+0.112
0.0101 0.5 -1+ -1 —14 -1 9.93 4 0.149 9.75 + 0.144
0.0101 0.7 -1+ -1 -1+ -1 6.31 &+ 0.0946 6.33 + 0.0949
0.0101 0.9 -1+ -1 —14 -1 4.09 + 0.0665 4.11 £ 0.0671
0.0101 1.1 4.88 + 0.0965 5.01 + 0.0992 2.84 + 0.0511 2.72 + 0.0474
0.0101 1.3 3.21 + 0.0708 3.2 4 0.0672 2 + 0.0383 2.02 + 0.0399
0.0101 1.5 2.55 + 0.0639 2.46 + 0.0578 1.54 4+ 0.0326 1.59 4+ 0.0356
0.0101 1.7 1.83 4+ 0.0496 1.81 + 0.045 1.16 4+ 0.0256 1.18 4+ 0.0282
0.0101 1.9 1.47 4+ 0.0436 1.63 4+ 0.0496 0.998 &+ 0.0271 0.922 &+ 0.0238
0.0101 2.1 1.22 4+ 0.0429 1.17 £+ 0.037 0.752 &£ 0.0209 0.774 £ 0.0239
0.0101 2.3 0.94 + 0.0421 0.952 &+ 0.041 0.587 &£ 0.0221 0.585 + 0.023
0.0101 2.5 0.609 + 0.0346 0.55 £ 0.0281 0.355 £ 0.0158 0.355 £ 0.0171
0.0101 2.7 0.287 + 0.0211 0.34 + 0.0233 0.21 + 0.0123 0.222 &+ 0.0153
0.0101 2.9 0.101 £ 0.0106 0.119 £+ 0.0112 0.125 £ 0.0118 0.118 £ 0.0125
0.0101 3.1 0.00204 4 0.000275 0.000638 + 6.37e — 05 0.0272 &+ 0.00272 0.0304 + 0.00409
0.0101 3.3 -1+ -1 —14 -1 0.000372 + 2.44e — 05 0.000817 + 5.34e — 05
0.0101 3.5 7.79¢ — 05 + 3.18¢ — 05 7.79¢ — 05 + 3.18 — 05 -1+ -1 -1+ -1
0.0101 3.9 1.3e — 05 + 1.3e — 05 1.3e — 05 + 1.3e — 05 -1+ -1 -1+ -1
0.0141 0.3 -1+ -1 —14 -1 0.287 &+ 0.0287 0.224 £ 0.0183
0.0141 0.5 -1+ -1 -1+ -1 4.58 + 0.0888 4.42 + 0.0821
0.0141 0.7 -1+ -1 —14 -1 4.14 £+ 0.0751 4.14 £+ 0.075
0.0141 0.9 -1+ -1 -1+ -1 3 + 0.0585 3.02 £+ 0.0591
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NUMERICAL RESULTS FOR THE INCLUSIVE CROSS SECTION
Efficiencies from LEPTO PYTHIA
CTEQ2L GRV98L CTEQ2L GRV94M
z | Q% [GeV/c?] d%o /dzdQ? [fb/(GeV/c?)]

0.0141 1.1 3.72 + 0.087 3.61 &+ 0.0807 2.03 £ 0.0407 2.07 £+ 0.043
0.0141 1.3 2.42 + 0.0606 2.45 + 0.0595 1.52 4+ 0.0336 1.5 + 0.0335
0.0141 1.5 1.8 + 0.0499 1.86 4+ 0.0506 1.18 4+ 0.0292 1.15 4+ 0.0285
0.0141 1.7 1.44 4+ 0.0448 1.38 4+ 0.0388 0.861 &+ 0.0212 0.902 + 0.025
0.0141 1.9 1.18 4+ 0.0402 1.11 4+ 0.0335 0.706 &+ 0.0186 0.745 £ 0.0226
0.0141 2.1 0.952 &+ 0.0361 0.925 + 0.032 0.6 - 0.0184 0.608 &+ 0.0204
0.0141 2.3 0.759 &+ 0.0308 0.726 + 0.0267 0.471 £ 0.0151 0.478 + 0.0169
0.0141 2.5 0.662 &+ 0.0297 0.602 + 0.0235 0.381 £ 0.0126 0.412 £ 0.0161
0.0141 2.7 0.587 =+ 0.0307 0.543 + 0.0243 0.342 &+ 0.0132 0.373 £ 0.0175
0.0141 2.9 0.47 £+ 0.0246 0.439 £+ 0.0198 0.267 + 0.00999 0.276 £ 0.0123
0.0141 3.1 0.433 &+ 0.0274 0.443 + 0.0253 0.262 + 0.013 0.263 &£ 0.0147
0.0141 3.3 0.412 &+ 0.0341 0.412 £+ 0.0315 0.217 £ 0.0141 0.203 £ 0.0144
0.0141 3.5 0.342 &+ 0.0385 0.296 + 0.0288 0.176 £+ 0.015 0.169 &+ 0.0166
0.0141 3.7 0.318 £ 0.059 0.205 + 0.0284 0.111 £ 0.0134 0.131 £ 0.0217
0.0141 3.9 0.0762 + 0.0143 0.103 £+ 0.0198 0.0711 + 0.0124 0.0566 £ 0.00981
0.0141 4.1 0.00317 + 0.000785 0.00377 + 0.00126 0.0402 + 0.0134 0.0234 &+ 0.00581
0.0141 4.3 -1+ -1 -1+ -1 0.00111 & 7.01e — 05 0.00285 + 0.00018
0.0141 4.5 0.000442 + 7.58¢ — 05 0.000442 + 7.58e — 05 -1+ -1 -1+ -1
0.0141 4.7 2.6e — 05 £ 1.84e — 05 2.6e — 05 £+ 1.84e — 05 -1+ -1 -1+ -1
0.0181 0.5 -1+ -1 -1+ -1 1.03 4+ 0.0385 1.01 4+ 0.0363
0.0181 0.7 —14 -1 —14 -1 2.65 + 0.0558 2.67 + 0.0569
0.0181 0.9 -1+ -1 -1+ -1 2.24 + 0.0523 2.06 + 0.0448
0.0181 1.1 2.88 + 0.0797 2.71 £+ 0.0709 1.55 + 0.0368 1.63 4+ 0.0409
0.0181 1.3 1.87 + 0.053 1.94 4+ 0.0546 1.22 4+ 0.0313 1.15 4+ 0.0294
0.0181 1.5 1.44 4+ 0.0445 1.44 4+ 0.0426 0.894 &+ 0.0237 0.888 &+ 0.0244
0.0181 1.7 1.1 + 0.0376 1.1 + 0.0355 0.705 =+ 0.0205 0.687 &+ 0.0207
0.0181 1.9 0.872 &+ 0.0323 0.944 + 0.0345 0.595 £ 0.0194 0.582 &+ 0.0194
0.0181 2.1 0.782 &+ 0.0337 0.851 + 0.0377 0.53 &+ 0.0213 0.493 £+ 0.019
0.0181 2.3 0.715 £ 0.0356 0.627 £ 0.0272 0.386 &+ 0.0147 0.445 £ 0.0198
0.0181 2.5 0.534 £ 0.026 0.557 + 0.0262 0.344 £ 0.0141 0.31 £+ 0.0127
0.0181 2.7 0.49 4 0.0287 0.507 £ 0.0282 0.309 &+ 0.0152 0.283 &+ 0.0146
0.0181 2.9 0.347 £+ 0.0192 0.377 £+ 0.0196 0.223 + 0.00964 0.228 &+ 0.0112
0.0181 3.1 0.345 £ 0.0232 0.327 £+ 0.0195 0.208 £ 0.0108 0.203 £ 0.0121
0.0181 3.3 0.299 &+ 0.0201 0.294 + 0.0182 0.184 + 0.00983 0.185 =+ 0.0109
0.0181 3.5 0.207 £ 0.0124 0.276 £ 0.0201 0.169 £ 0.0109 0.129 + 0.00652
0.0181 3.7 0.222 &+ 0.0179 0.26 + 0.0194 0.136 + 0.00831 0.148 £ 0.0109
0.0181 3.9 0.22 4+ 0.0193 0.242 + 0.0217 0.127 + 0.00959 0.121 + 0.00913
0.0181 4.1 0.208 &+ 0.0229 0.176 £ 0.0161 0.0862 + 0.00635 0.103 £ 0.00993
0.0181 4.3 0.279 &+ 0.0448 0.245 + 0.0322 0.106 =+ 0.0119 0.114 £+ 0.016
0.0181 4.5 0.139 £ 0.0198 0.192 + 0.0305 0.0823 £ 0.011 0.055 £ 0.00591
0.0181 4.7 0.21 + 0.057 0.129 + 0.0259 0.0444 + 0.00649 0.0756 + 0.0185
0.0221 0.5 0.00603 + 0.000286 0.00603 £ 0.000286 -1+ -1 -1+ -1
0.0221 0.7 -1+ -1 -1+ -1 1.39 4+ 0.0436 1.33 4+ 0.0401
0.0221 0.9 —14 -1 —14 -1 1.58 + 0.0414 1.6 £+ 0.0421
0.0221 1.1 2.07 + 0.0602 2.16 + 0.0639 1.22 4+ 0.0328 1.19 +0.0313
0.0221 1.3 1.4 + 0.0422 1.62 4+ 0.0534 0.99 + 0.0302 0.874 &+ 0.0237
0.0221 1.5 1.17 4+ 0.0407 1.27 + 0.0451 0.806 =+ 0.0264 0.738 £ 0.0231
0.0221 1.7 1+ 0.0418 0.925 + 0.0332 0.581 &+ 0.0186 0.63 + 0.024
0.0221 1.9 0.783 =+ 0.0343 0.836 + 0.0366 0.505 =+ 0.02 0.501 + 0.02
0.0221 2.1 0.69 £ 0.0345 0.69 + 0.0321 0.403 £ 0.0164 0.419 &+ 0.0189
0.0221 2.3 0.556 =+ 0.0285 0.601 + 0.0303 0.344 + 0.015 0.327 £ 0.0147
0.0221 2.5 0.524 &+ 0.0324 0.513 + 0.0286 0.299 &+ 0.0147 0.314 &+ 0.0176
0.0221 2.7 0.44 4+ 0.0293 0.431 £ 0.0255 0.267 £ 0.0139 0.256 £ 0.0152
0.0221 2.9 0.385 &+ 0.0288 0.386 + 0.0264 0.215 &+ 0.0129 0.223 + 0.015
0.0221 3.1 0.294 &+ 0.0199 0.362 + 0.0266 0.201 £ 0.0128 0.175 £ 0.0104
0.0221 3.3 0.315 &+ 0.0278 0.269 + 0.0199 0.154 + 0.00989 0.171 £+ 0.0135
0.0221 3.5 0.202 &+ 0.0158 0.248 + 0.0196 0.144 + 0.00981 0.127 £ 0.0088
0.0221 3.7 0.215 &+ 0.0192 0.184 + 0.0138 0.1 £ 0.006 0.126 £ 0.0101
0.0221 3.9 0.176 £ 0.0155 0.172 £+ 0.0143 0.104 &£ 0.0075 0.104 + 0.00804
0.0221 4.1 0.143 £+ 0.0119 0.152 + 0.0139 0.0978 &+ 0.00787 0.0814 &+ 0.00571
0.0221 4.3 0.127 £ 0.0112 0.113 £ 0.00897 0.0714 &+ 0.00469 0.0713 £ 0.00515
0.0221 4.5 0.122 £ 0.0128 0.128 + 0.0133 0.0814 + 0.00749 0.0662 + 0.00589
0.0221 4.7 0.157 £ 0.0222 0.129 + 0.0158 0.0621 &+ 0.00621 0.0755 £ 0.00937
0.0261 0.7 -1+ -1 -1+ -1 0.212 4+ 0.0162 0.192 4 0.0132
0.0261 0.9 —14 -1 —14 -1 1.1 +0.0317 1.14 + 0.0346
0.0261 1.1 1.8 + 0.0623 1.64 4+ 0.0534 0.931 &+ 0.0278 0.969 &+ 0.0305
0.0261 1.3 1.18 + 0.041 1.15 4+ 0.0382 0.702 £ 0.0211 0.734 £ 0.0232
0.0261 1.5 1.07 4+ 0.0441 1.04 4+ 0.0411 0.648 &+ 0.0236 0.656 =+ 0.0249
0.0261 1.7 0.728 &+ 0.0287 0.858 + 0.0369 0.516 =+ 0.0201 0.448 £+ 0.0157
0.0261 1.9 0.589 &+ 0.026 0.627 £+ 0.0275 0.382 &+ 0.0149 0.362 £ 0.0142
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APPENDIX A. INCLUSIVE CROSS SECTION ADDITIVES
Efficiencies from LEPTO PYTHIA
CTEQ2L GRV98L CTEQ2L GRV94M
z | Q% [GeV/c?] d%c /dzdQ? [fb/(GeV/c?)]

0.0261 2.1 0.543 £ 0.0288 0.553 £ 0.0275 0.332 £ 0.0146 0.333 £ 0.016
0.0261 2.3 0.513 £ 0.0336 0.419 &+ 0.0218 0.274 £ 0.0128 0.31 £+ 0.0187
0.0261 2.5 0.405 + 0.0253 0.485 &+ 0.0314 0.276 + 0.016 0.238 + 0.0132
0.0261 2.7 0.388 + 0.0293 0.352 £ 0.023 0.216 £ 0.0125 0.232 £ 0.0161
0.0261 2.9 0.302 + 0.0236 0.383 &£ 0.0301 0.218 &+ 0.0153 0.182 + 0.0129
0.0261 3.1 0.29 + 0.0233 0.254 £ 0.0181 0.156 £ 0.00979 0.163 £+ 0.0116
0.0261 3.3 0.258 + 0.0234 0.235 &+ 0.0182 0.14 4 0.00924 0.145 £+ 0.0118
0.0261 3.5 0.218 + 0.0205 0.19 4+ 0.0146 0.108 + 0.00681 0.122 £+ 0.0102
0.0261 3.7 0.191 + 0.0186 0.193 £ 0.0177 0.109 + 0.00857 0.109 + 0.0094
0.0261 3.9 0.152 £ 0.0157 0.193 £ 0.0192 0.109 + 0.00948 0.0918 4 0.00841
0.0261 4.1 0.176 £+ 0.0215 0.161 &+ 0.0164 0.0946 + 0.0083 0.0892 + 0.00954
0.0261 4.3 0.156 £ 0.0194 0.125 £ 0.0116 0.0719 &+ 0.00553 0.0889 + 0.0101
0.0261 4.5 0.0893 + 0.0104 0.168 + 0.02 0.0748 + 0.00689 0.0696 + 0.00773
0.0261 4.7 0.107 £ 0.0129 0.119 £ 0.014 0.0725 + 0.00763 0.0624 £ 0.00659
0.0301 0.7 0.000195 + 5.03e — 05 0.000195 + 5.03e — 05 -1+ -1 -1+ -1
0.0301 0.9 -1+ -1 —14 -1 0.502 &+ 0.0266 0.446 £ 0.0211
0.0301 1.1 1.43 + 0.0575 1.43 + 0.055 0.785 &+ 0.0278 0.809 + 0.0302
0.0301 1.3 1.15 4+ 0.0495 1.08 4+ 0.0423 0.647 £ 0.0235 0.703 £ 0.0283
0.0301 1.5 0.797 £+ 0.0328 0.763 £ 0.0295 0.48 4+ 0.0168 0.498 + 0.0187
0.0301 1.7 0.662 + 0.0314 0.735 £ 0.0371 0.47 £+ 0.0221 0.421 + 0.0184
0.0301 1.9 0.628 + 0.0352 0.651 £ 0.0352 0.391 £ 0.0194 0.382 + 0.0197
0.0301 2.1 0.471 + 0.0264 0.518 &+ 0.0309 0.322 &+ 0.0176 0.283 + 0.0143
0.0301 2.3 0.431 £ 0.0294 0.391 &+ 0.0222 0.23 +0.0114 0.255 + 0.0159
0.0301 2.5 0.405 + 0.0303 0.331 &+ 0.0208 0.199 + 0.011 0.223 £ 0.015
0.0301 2.7 0.328 + 0.0279 0.337 £ 0.0251 0.187 £ 0.0123 0.206 + 0.0163
0.0301 2.9 0.319 + 0.0284 0.267 £ 0.0197 0.144 + 0.00892 0.161 + 0.0127
0.0301 3.1 0.293 + 0.0298 0.293 &+ 0.0266 0.153 £ 0.0121 0.161 £ 0.0151
0.0301 3.3 0.209 + 0.0191 0.226 =+ 0.0189 0.12 4 0.00835 0.119 + 0.00969
0.0301 3.5 0.218 + 0.0226 0.247 £ 0.0242 0.12 4 0.00987 0.114 £+ 0.0105
0.0301 3.7 0.176 + 0.0189 0.18 + 0.018 0.101 + 0.00876 0.101 + 0.00983
0.0301 3.9 0.197 £ 0.0242 0.15 4+ 0.0147 0.0869 + 0.00726 0.104 £ 0.0114
0.0301 4.1 0.12 + 0.0124 0.122 £+ 0.0117 0.0668 + 0.0052 0.0635 + 0.00551
0.0301 4.3 0.133 £+ 0.0162 0.107 £ 0.0103 0.0609 + 0.00477 0.0731 £ 0.00781
0.0301 4.5 0.109 + 0.0139 0.0941 + 0.0101 0.0568 + 0.0052 0.0658 + 0.00754
0.0301 4.7 0.0904 4 0.0128 0.0915 + 0.0107 0.0532 &+ 0.00536 0.0609 + 0.0081
0.0341 0.7 1.3e — 05 + 1.3e — 05 1.3e — 05 + 1.3e — 05 -1+ -1 —14 -1
0.0341 0.9 -1+ -1 -1+ -1 0.0476 + 0.0107 0.0387 + 0.00854
0.0341 1.1 1.06 + 0.0539 0.992 &+ 0.0485 0.57 £ 0.0262 0.587 £ 0.0279
0.0341 1.3 0.781 + 0.0326 0.788 &+ 0.0327 0.488 &+ 0.0187 0.485 + 0.0187
0.0341 1.5 0.735 £ 0.0377 0.717 £ 0.0332 0.438 4 0.0187 0.451 + 0.0216
0.0341 1.7 0.594 + 0.031 0.516 =+ 0.0229 0.304 &+ 0.0118 0.355 £+ 0.017
0.0341 1.9 0.501 £ 0.0283 0.516 =+ 0.0309 0.318 £ 0.0176 0.293 £ 0.0149
0.0341 2.1 0.406 + 0.027 0.416 =+ 0.0235 0.233 £+ 0.0114 0.247 £+ 0.0151
0.0341 2.3 0.314 £+ 0.0215 0.363 £ 0.0238 0.208 £ 0.0121 0.202 + 0.0128
0.0341 2.5 0.326 + 0.0235 0.415 &+ 0.0346 0.211 &£ 0.0157 0.177 £ 0.0112
0.0341 2.7 0.24 £+ 0.019 0.32 4 0.0268 0.163 £ 0.012 0.144 £ 0.0102
0.0341 2.9 0.26 + 0.0251 0.265 =+ 0.0229 0.149 £ 0.0115 0.15 £+ 0.0132
0.0341 3.1 0.198 + 0.0174 0.251 &+ 0.0246 0.138 4 0.0122 0.113 £ 0.00882
0.0341 3.3 0.234 + 0.0268 0.237 =+ 0.0249 0.129 &+ 0.0121 0.133 £+ 0.0141
0.0341 3.5 0.16 £+ 0.0156 0.157 £ 0.0147 0.0913 + 0.0073 0.0908 + 0.00779
0.0341 3.7 0.144 + 0.015 0.134 £+ 0.0126 0.0755 £+ 0.00581 0.0824 + 0.00758
0.0341 3.9 0.133 £+ 0.0154 0.117 £+ 0.0109 0.0648 + 0.00484 0.0756 £ 0.00786
0.0341 4.1 0.0875 + 0.00825 0.129 £ 0.0154 0.088 + 0.00974 0.0552 £ 0.00446
0.0341 4.3 0.123 + 0.0166 0.0853 &+ 0.00785 0.0508 &+ 0.00367 0.0784 + 0.00982
0.0341 4.5 0.102 £ 0.0125 0.0821 &+ 0.00968 0.0582 + 0.00622 0.052 + 0.00522
0.0341 4.7 0.104 £+ 0.0173 0.0841 + 0.01 0.0527 &+ 0.00548 0.065 + 0.0102
0.0381 0.9 3.9e — 05 + 2.25e¢ — 05 3.9¢e — 05 £ 2.25¢ — 05 -1+ -1 —14 -1
0.0381 1.1 0.266 + 0.0235 0.284 &+ 0.0256 0.17 £+ 0.0145 0.159 + 0.0133
0.0381 1.3 0.766 £ 0.044 0.721 £ 0.035 0.43 £+ 0.0195 0.5 £ 0.0276
0.0381 1.5 0.584 + 0.029 0.548 £ 0.0261 0.347 £+ 0.0153 0.351 £+ 0.0159
0.0381 1.7 0.437 £+ 0.0212 0.549 &+ 0.0322 0.339 &+ 0.0185 0.262 £+ 0.0113
0.0381 1.9 0.413 + 0.0244 0.433 &+ 0.0262 0.269 + 0.015 0.247 £+ 0.0133
0.0381 2.1 0.378 + 0.0269 0.431 £ 0.0301 0.244 £ 0.0155 0.233 £ 0.0152
0.0381 2.3 0.305 £ 0.0203 0.301 + 0.02 0.178 £+ 0.0105 0.161 + 0.00919
0.0381 2.5 0.282 + 0.0227 0.273 £ 0.0198 0.159 £ 0.0102 0.157 £+ 0.0113
0.0381 2.7 0.27 + 0.0268 0.225 &+ 0.0188 0.135 £ 0.0101 0.16 4+ 0.0148
0.0381 2.9 0.218 + 0.0187 0.26 4 0.0248 0.138 £+ 0.0117 0.106 £ 0.00759
0.0381 3.1 0.259 + 0.0343 0.163 £ 0.0134 0.101 + 0.00732 0.154 + 0.0194
0.0381 3.3 0.247 + 0.0322 0.16 +0.0153 0.0941 + 0.00794 0.127 £+ 0.0153
0.0381 3.5 0.13 £+ 0.0136 0.16 +0.0163 0.0873 &+ 0.00756 0.0819 £ 0.00772
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NUMERICAL RESULTS FOR THE INCLUSIVE CROSS SECTION
Efficiencies from LEPTO PYTHIA
CTEQ2L GRV98L CTEQ2L GRV94M
z | Q% [GeV/c?] d%o /dzdQ? [fb/(GeV/c?)]

0.0381 3.7 0.125 £+ 0.0124 0.135 £+ 0.0148 0.0769 4 0.00737 0.0659 4 0.00537
0.0381 3.9 0.216 £ 0.0417 0.133 £ 0.0157 0.0745 4+ 0.00767 0.127 £ 0.0237
0.0381 4.1 0.0822 4 0.00832 0.133 £ 0.0177 0.0774 4 0.00932 0.0509 =+ 0.00442
0.0381 4.3 0.141 + 0.0227 0.122 + 0.0158 0.0605 + 0.00665 0.069 + 0.00996
0.0381 4.5 0.102 £ 0.0155 0.0835 + 0.0113 0.0536 + 0.00656 0.0679 4 0.00975
0.0381 4.7 0.0943 £+ 0.0143 0.0719 + 0.00907 0.0483 4 0.00539 0.0453 4 0.00591
0.0421 1.3 0.392 + 0.0257 0.443 + 0.0296 0.254 + 0.0159 0.244 £ 0.015
0.0421 1.5 0.536 £ 0.0341 0.549 + 0.0338 0.333 + 0.0193 0.338 £ 0.0205
0.0421 1.7 0.514 £ 0.0374 0.442 + 0.0259 0.266 + 0.0143 0.321 + 0.0222
0.0421 1.9 0.325 £ 0.0192 0.386 £ 0.025 0.232 4+ 0.0138 0.206 £ 0.0112
0.0421 2.1 0.371 £ 0.031 0.331 + 0.0237 0.205 &+ 0.0134 0.219 £ 0.0171
0.0421 2.3 0.336 £ 0.032 0.318 £+ 0.0251 0.179 4+ 0.0128 0.199 + 0.0179
0.0421 2.5 0.22 4+ 0.0179 0.271 + 0.0244 0.153 + 0.0125 0.126 + 0.00917
0.0421 2.7 0.214 + 0.0206 0.21 4+ 0.0182 0.124 + 0.00972 0.118 £+ 0.0102
0.0421 2.9 0.223 £ 0.027 0.209 £ 0.0194 0.118 + 0.00963 0.126 £ 0.0143
0.0421 3.1 0.158 £+ 0.0154 0.158 + 0.0148 0.0775 4+ 0.00599 0.0804 + 0.00679
0.0421 3.3 0.105 £ 0.00915 0.206 £ 0.0251 0.104 + 0.0113 0.0638 £ 0.00465
0.0421 3.5 0.17 4+ 0.0227 0.14 + 0.0169 0.0839 4 0.00924 0.0858 + 0.0105
0.0421 3.7 0.122 £ 0.0153 0.142 £+ 0.0174 0.0765 4 0.00822 0.0732 4 0.00838
0.0421 3.9 0.0793 % 0.00775 0.12 4 0.0137 0.0672 % 0.00665 0.0474 4 0.00382
0.0421 4.1 0.104 £ 0.0163 0.091 + 0.0101 0.0507 £ 0.0045 0.069 £ 0.0103
0.0421 4.3 0.105 £ 0.0164 0.0816 + 0.00937 0.0449 £ 0.0041 0.0591 4 0.00851
0.0421 4.5 0.0731 4+ 0.0101 0.0759 4+ 0.011 0.0542 4 0.00727 0.0522 4 0.00674
0.0421 4.7 0.062 =+ 0.0073 0.0685 + 0.00967 0.0472 4 0.00613 0.0373 & 0.00364
0.0461 1.3 0.171 £ 0.0484 0.0571 + 0.00452 0.0348 4 0.00213 0.106 £ 0.0294
0.0461 1.5 0.474 £ 0.0376 0.442 + 0.0322 0.283 + 0.0197 0.294 + 0.0223
0.0461 1.7 0.341 £ 0.0212 0.379 + 0.0249 0.235 + 0.0144 0.208 £+ 0.0119
0.0461 1.9 0.328 + 0.0249 0.375 £ 0.0319 0.216 + 0.0173 0.198 £ 0.0141
0.0461 2.1 0.304 £ 0.0249 0.248 + 0.0167 0.149 + 0.00897 0.173 £ 0.013
0.0461 2.3 0.246 £ 0.0212 0.265 £ 0.0222 0.153 + 0.0116 0.146 £ 0.0117
0.0461 2.5 0.252 + 0.0239 0.291 + 0.0299 0.168 + 0.0159 0.142 £ 0.0124
0.0461 2.7 0.187 £ 0.0183 0.206 £ 0.0194 0.114 + 0.00949 0.109 £ 0.0097
0.0461 2.9 0.199 + 0.0249 0.227 £ 0.0258 0.123 + 0.0128 0.117 £ 0.0138
0.0461 3.1 0.131 £ 0.0145 0.163 £ 0.0174 0.0924 £ 0.0088 0.0785 % 0.00796
0.0461 3.3 0.161 £ 0.0229 0.137 £ 0.0148 0.0706 + 0.00644 0.0869 + 0.0114
0.0461 3.5 0.119 £ 0.0145 0.152 £ 0.019 0.0786 4 0.00867 0.0632 4 0.00672
0.0461 3.7 0.0982 + 0.0103 0.126 £ 0.015 0.0659 & 0.00654 0.0526 £ 0.0045
0.0461 3.9 0.12 4+ 0.0187 0.097 £+ 0.0104 0.0472 £ 0.0037 0.0694 £ 0.0101
0.0461 4.1 0.093 £ 0.0151 0.0761 %+ 0.00916 0.0509 & 0.00559 0.052 =+ 0.0077
0.0461 4.3 0.0755 + 0.01 0.127 £ 0.021 0.0615 4 0.00895 0.0459 + 0.00544
0.0461 4.5 0.0849 =+ 0.0144 0.0782 £ 0.0112 0.0471 4 0.00602 0.0541 4 0.00854
0.0461 4.7 0.0627 £+ 0.0113 0.0434 + 0.00419 0.0299 + 0.0023 0.0395 4 0.00668
0.0501 1.5 0.165 £ 0.0175 0.205 + 0.0209 0.12 4+ 0.0114 0.114 £ 0.0116
0.0501 1.7 0.341 + 0.0282 0.315 + 0.0224 0.197 + 0.0132 0.217 £ 0.0172
0.0501 1.9 0.25 4+ 0.0174 0.264 £ 0.0195 0.174 £ 0.012 0.145 + 0.00917
0.0501 2.1 0.212 + 0.0165 0.251 + 0.0207 0.15 + 0.0114 0.131 + 0.00949
0.0501 2.3 0.263 =+ 0.0263 0.283 + 0.0285 0.162 + 0.0152 0.148 £ 0.0138
0.0501 2.5 0.24 £ 0.027 0.207 £ 0.0194 0.116 + 0.00974 0.128 £+ 0.0134
0.0501 2.7 0.207 £ 0.0252 0.175 £ 0.0161 0.0955 4 0.00756 0.111 £ 0.0125
0.0501 2.9 0.153 £ 0.0171 0.192 + 0.0212 0.0904 + 0.00849 0.0824 4 0.00832
0.0501 3.1 0.155 £ 0.0195 0.176 £ 0.0228 0.088 + 0.0102 0.079 %+ 0.00895
0.0501 3.3 0.173 £ 0.0289 0.109 £ 0.0121 0.0646 + 0.00644 0.0953 £ 0.0151
0.0501 3.5 0.0697 + 0.00675 0.117 £ 0.0152 0.0688 1 0.00806 0.0472 4 0.00403
0.0501 3.7 0.151 =+ 0.0284 0.134 + 0.0206 0.0689 & 0.00957 0.0809 + 0.0144
0.0501 3.9 0.0918 + 0.0126 0.103 £+ 0.0138 0.0472 4 0.00509 0.0466 1 0.00547
0.0501 4.1 0.0643 £ 0.00982 0.0813 £ 0.0107 0.046 + 0.00518 0.0486 & 0.00708
0.0501 4.3 0.0931 + 0.0168 0.0926 + 0.0157 0.0594 4 0.00928 0.0598 + 0.0102
0.0501 4.5 0.0705 £ 0.0107 0.0757 &+ 0.0112 0.0444 4 0.00572 0.0379 & 0.00502
0.0501 4.7 0.0762 £ 0.0155 0.0867 £+ 0.0138 0.0354 4 0.00413 0.0491 4 0.00956
0.054 1.3 1.3e — 05+ 1.3e — 05 1.3e — 05+ 1.3e — 05 -1+ -1 -1+ -1
0.054 1.5 -1+ -1 0.00718 £ 0.000513 0.0056 £ 0.000199 -1+ -1
0.054 1.7 0.315 =+ 0.0382 0.226 + 0.0182 0.137 + 0.0102 0.191 + 0.0224
0.054 1.9 0.295 + 0.0296 0.262 + 0.0224 0.154 + 0.0123 0.17 4+ 0.0162
0.054 2.1 0.275 £ 0.0303 0.254 + 0.0235 0.152 + 0.0131 0.166 £ 0.0175
0.054 2.3 0.184 £ 0.0154 0.167 £+ 0.0139 0.11 £ 0.00845 0.105 + 0.00791
0.054 2.5 0.138 £ 0.0113 0.2 + 0.021 0.111 4 0.0107 0.0802 =+ 0.00579
0.054 2.7 0.172 £ 0.0201 0.219 + 0.0287 0.126 + 0.0155 0.0882 4 0.00937
0.054 2.9 0.117 £ 0.0109 0.15 + 0.0175 0.0818 4 0.00844 0.059 + 0.00454
0.054 3.1 0.152 + 0.0228 0.0929 + 0.00787 0.0526 & 0.00341 0.0862 £ 0.0122
0.054 3.3 0.107 £ 0.0136 0.141 £+ 0.0214 0.0794 £+ 0.0112 0.062 + 0.00713

103



104

APPENDIX A. INCLUSIVE CROSS SECTION ADDITIVES

Efficiencies from LEPTO PYTHIA
CTEQ2L GRV98L CTEQ2L GRV94M

x| Q% [Gev/c?] d%o /dzdQ? [fb/(GeV/c?)]
0.054 3.5 0.114 £ 0.0183 0.147 £ 0.0236 0.0744 + 0.0108 0.0643 + 0.00969
0.054 3.7 0.123 &+ 0.0206 0.086 + 0.0102 0.0516 + 0.00538 0.0665 + 0.0103
0.054 3.9 0.0988 + 0.0172 0.076 £ 0.00921 0.0427 + 0.00438 0.0549 + 0.00878
0.054 4.1 0.0605 + 0.00815 0.0954 + 0.0159 0.0538 + 0.00816 0.0335 + 0.0039
0.054 4.3 0.0906 + 0.0196 0.0711 £+ 0.0101 0.0402 + 0.00492 0.0617 + 0.0129
0.054 4.5 0.0554 + 0.00811 0.0581 £ 0.00758 0.0368 + 0.00414 0.0317 + 0.00402
0.054 4.7 0.0601 + 0.01 0.0598 + 0.0085 0.0413 + 0.00524 0.0338 + 0.00499
0.058 1.7 0.0778 £+ 0.013 0.0858 + 0.0137 0.0521 + 0.00788 0.0439 £+ 0.00691
0.058 1.9 0.202 &+ 0.0199 0.267 + 0.0261 0.147 £+ 0.0135 0.122 + 0.0114
0.058 2.1 0.279 &+ 0.0385 0.224 + 0.0227 0.132 £+ 0.0125 0.163 £ 0.0218
0.058 2.3 0.161 £ 0.0159 0.201 + 0.0222 0.122 + 0.0126 0.098 &+ 0.009
0.058 2.5 0.128 £ 0.0128 0.177 £+ 0.0187 0.0963 + 0.00927 0.0838 + 0.0078
0.058 2.7 0.196 &+ 0.0288 0.132 + 0.0144 0.0826 + 0.00831 0.106 + 0.0148
0.058 2.9 0.178 £ 0.0305 0.18 £ 0.0271 0.0989 + 0.0139 0.101 £+ 0.0165
0.058 3.1 0.103 =+ 0.0143 0.183 &£ 0.027 0.0917 £ 0.0123 0.0616 + 0.00795
0.058 3.3 0.135 £ 0.0238 0.0862 =+ 0.00987 0.0511 + 0.00511 0.0707 £+ 0.0118
0.058 3.5 0.107 £ 0.0147 0.16 + 0.0285 0.078 £+ 0.0125 0.0525 + 0.00619
0.058 3.7 0.0909 + 0.0157 0.112 £+ 0.0167 0.0549 + 0.00715 0.0526 + 0.00852
0.058 3.9 0.0716 + 0.0109 0.0874 + 0.0154 0.0507 + 0.00811 0.041 &+ 0.00563
0.058 4.1 0.0779 + 0.0144 0.066 £ 0.00797 0.0303 + 0.00232 0.0483 + 0.00836
0.058 4.3 0.063 £ 0.0103 0.0773 £+ 0.0131 0.0474 + 0.00727 0.0322 + 0.00447
0.058 4.5 0.0881 + 0.0187 0.0567 £ 0.00863 0.035 =+ 0.00461 0.0434 + 0.00843
0.058 4.7 0.064 + 0.012 0.036 + 0.00379 0.0221 + 0.00162 0.0355 + 0.00603
0.062 1.9 0.153 &+ 0.0225 0.237 + 0.0389 0.13 + 0.0204 0.0932 + 0.0132
0.062 2.1 0.226 &+ 0.0338 0.199 + 0.0217 0.121 £+ 0.0124 0.133 £+ 0.0193
0.062 2.3 0.176 &+ 0.0234 0.166 + 0.0189 0.101 + 0.0108 0.104 + 0.0131
0.062 2.5 0.158 £ 0.0206 0.147 £+ 0.0134 0.0718 + 0.00534 0.091 £+ 0.0112
0.062 2.7 0.117 £+ 0.0128 0.115 + 0.0118 0.0647 + 0.00585 0.0646 + 0.00643
0.062 2.9 0.172 £ 0.0299 0.116 £ 0.014 0.0614 + 0.00648 0.0855 + 0.0141
0.062 3.1 0.173 £ 0.0371 0.0943 + 0.0115 0.0524 + 0.00563 0.0887 + 0.0182
0.062 3.3 0.0766 + 0.0101 0.0902 + 0.0112 0.0453 + 0.00474 0.0496 + 0.00598
0.062 3.5 0.122 &+ 0.0252 0.121 + 0.0222 0.0621 + 0.0105 0.0725 + 0.0144
0.062 3.7 0.118 £ 0.0219 0.072 £ 0.00989 0.0413 £+ 0.00491 0.0579 + 0.00975
0.062 3.9 0.0891 + 0.0199 0.0651 + 0.00898 0.0362 + 0.0042 0.0562 + 0.0121
0.062 4.1 0.0853 + 0.0163 0.0843 + 0.0146 0.039 &+ 0.00569 0.0445 + 0.00782
0.062 4.3 0.0545 + 0.0101 0.0541 £ 0.00748 0.0298 + 0.00336 0.0358 + 0.00624
0.062 4.5 0.0624 + 0.0126 0.0626 + 0.0117 0.035 =+ 0.00589 0.0329 + 0.00608
0.062 4.7 0.0353 £ 0.00524 0.0351 4 0.00421 0.022 &+ 0.00195 0.0223 + 0.00288
0.066 1.9 0.0424 + 0.0127 0.0426 + 0.0141 0.0271 &+ 0.0086 0.0271 + 0.00786
0.066 2.1 0.147 £+ 0.0167 0.159 + 0.0179 0.0843 + 0.00859 0.0842 £ 0.00891
0.066 2.3 0.187 &+ 0.0274 0.177 £+ 0.0224 0.099 + 0.0117 0.109 + 0.0154
0.066 2.5 0.123 £ 0.0151 0.152 £+ 0.0176 0.078 &+ 0.00806 0.0721 + 0.00834
0.066 2.7 0.158 + 0.023 0.141 + 0.0169 0.0672 + 0.00692 0.0725 + 0.00964
0.066 2.9 0.131 £ 0.0216 0.131 £ 0.0198 0.074 £+ 0.0104 0.0714 £+ 0.0111
0.066 3.1 0.193 &+ 0.0468 0.119 + 0.0185 0.0662 + 0.00954 0.113 + 0.0268
0.066 3.3 0.135 £ 0.0262 0.1 4 0.0147 0.0512 + 0.00662 0.0627 £+ 0.0113
0.066 3.5 0.0373 &£ 0.00225 0.0902 + 0.0161 0.0616 + 0.0105 0.0238 + 0.000593
0.066 3.7 0.105 £ 0.0199 0.0824 + 0.0141 0.0399 + 0.00605 0.0431 + 0.00736
0.066 3.9 0.0987 + 0.0206 0.0576 £ 0.00909 0.0381 + 0.00546 0.0414 + 0.00776
0.066 4.1 0.0833 + 0.0171 0.0662 + 0.0121 0.0395 + 0.00658 0.0445 + 0.00847
0.066 4.3 0.0752 + 0.0181 0.0561 + 0.0103 0.0375 + 0.00643 0.0415 + 0.00944
0.066 4.5 0.0422 + 0.0061 0.0361 + 0.00468 0.0246 + 0.00264 0.0223 + 0.00259
0.066 4.7 0.0699 + 0.0189 0.0511 £ 0.00893 0.0297 + 0.0046 0.0405 + 0.0104
0.07 2.1 0.0896 + 0.0199 0.0447 + 0.00322 0.0236 + 0.00058 0.0514 + 0.011
0.07 2.3 0.205 &+ 0.0354 0.155 £ 0.0225 0.0907 + 0.0126 0.111 £+ 0.0185
0.07 2.5 0.179 + 0.032 0.162 + 0.0239 0.0852 + 0.0118 0.1 +0.0173
0.07 2.7 0.11 £+ 0.0162 0.0935 + 0.0104 0.0572 + 0.00574 0.0668 + 0.00933
0.07 2.9 0.108 & 0.0145 0.158 + 0.0244 0.0695 + 0.00947 0.0496 + 0.00572
0.07 3.1 0.122 &+ 0.0263 0.134 + 0.0262 0.0782 + 0.0145 0.0683 + 0.0142
0.07 3.3 0.0749 + 0.011 0.0952 + 0.0163 0.0562 + 0.00901 0.0342 + 0.00431
0.07 3.5 0.114 &+ 0.0282 0.0984 + 0.0174 0.0459 + 0.00716 0.0637 £+ 0.0152
0.07 3.7 0.0527 &+ 0.00849 0.0921 + 0.018 0.0542 + 0.00991 0.0327 + 0.00491
0.07 3.9 0.0416 £ 0.00663 0.105 £ 0.0234 0.0496 + 0.0101 0.0287 + 0.00425
0.07 4.1 0.0393 + 0.0062 0.0634 + 0.0111 0.0356 + 0.00534 0.028 &+ 0.00412
0.07 4.3 0.0453 £ 0.00701 0.106 £ 0.0262 0.0441 + 0.00993 0.0255 + 0.00341
0.07 4.5 0.0626 + 0.0155 0.038 + 0.00546 0.0223 + 0.00262 0.0363 + 0.00856
0.07 4.7 0.0424 + 0.00896 0.0246 £ 0.00257 0.0176 + 0.00136 0.0286 + 0.00564
0.074 2.1 -1+ -1 0.0309 + 0.027 0.0217 £ 0.0188 -1+ -1
0.074 2.3 0.104 &+ 0.0212 0.137 £ 0.0241 0.078 £+ 0.0131 0.0655 + 0.0129
0.074 2.5 0.094 &+ 0.0108 0.117 £ 0.0148 0.0617 + 0.00708 0.0519 + 0.0054
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NUMERICAL RESULTS FOR THE INCLUSIVE CROSS SECTION
Efficiencies from LEPTO PYTHIA
CTEQ2L GRV98L CTEQ2L GRV94M

z | Q% [Gev/c?] d%o /dzdQ? [fb/(GeV/c?)]
0.074 2.7 0.105 £ 0.0137 0.11 £+ 0.0171 0.0687 + 0.0101 0.0534 + 0.00635
0.074 2.9 0.0593 £ 0.00656 0.103 £ 0.0178 0.0709 + 0.0118 0.0368 + 0.00362
0.074 3.1 0.106 + 0.0257 0.112 £+ 0.0173 0.0466 £ 0.00595 0.0589 + 0.0138
0.074 3.3 0.0738 £+ 0.0125 0.0929 + 0.0165 0.0511 &+ 0.00837 0.0396 + 0.00621
0.074 3.5 0.0569 + 0.00867 0.115 &+ 0.0248 0.0652 + 0.0133 0.0333 + 0.00466
0.074 3.7 0.0776 £ 0.0177 0.0473 &£ 0.00553 0.0232 + 0.00183 0.0449 + 0.00974
0.074 3.9 0.0613 + 0.0133 0.0847 4+ 0.0183 0.0402 + 0.00774 0.0365 + 0.00753
0.074 4.1 0.0705 + 0.0171 0.0426 £ 0.00691 0.0259 + 0.00357 0.034 &+ 0.00766
0.074 4.3 0.0587 £+ 0.0117 0.0439 + 0.00683 0.0243 + 0.0031 0.0271 + 0.0046
0.074 4.5 0.0491 £ 0.00976 0.0289 + 0.00355 0.0184 + 0.00173 0.0292 + 0.00538
0.074 4.7 0.0463 + 0.0101 0.0601 + 0.015 0.0383 &+ 0.00908 0.026 &+ 0.00515
0.078 2.3 0.192 £+ 0.179 0.0558 £ 0.0181 0.032 + 0.00993 0.096 + 0.0889
0.078 2.5 0.208 + 0.0572 0.0874 +0.0114 0.052 + 0.00627 0.0879 + 0.0232
0.078 2.7 0.0786 + 0.0108 0.116 £ 0.0186 0.0556 £ 0.00807 0.0448 + 0.00569
0.078 2.9 0.0806 + 0.0119 0.111 &+ 0.0194 0.0549 + 0.00888 0.0398 + 0.0053
0.078 3.1 0.0971 &+ 0.0227 0.0778 4+ 0.0124 0.0453 £ 0.00659 0.0584 + 0.0132
0.078 3.3 0.0769 + 0.0144 0.0666 + 0.0102 0.0369 + 0.00492 0.0432 + 0.0076
0.078 3.5 0.0656 + 0.0108 0.0667 4 0.0107 0.0338 &+ 0.00471 0.0287 &+ 0.004
0.078 3.7 0.0625 + 0.0119 0.0502 &+ 0.00853 0.0305 + 0.00472 0.0285 + 0.00475
0.078 3.9 0.0733 £+ 0.0156 0.0439 + 0.00627 0.0236 + 0.0027 0.0364 + 0.00718
0.078 4.1 0.0353 + 0.0043 0.0304 + 0.00422 0.0201 &+ 0.00233 0.0173 £ 0.00139
0.078 4.3 0.0482 + 0.0129 0.065 &+ 0.0157 0.0366 £ 0.00827 0.0311 + 0.00807
0.078 4.5 0.078 £+ 0.0255 0.046 &+ 0.00899 0.0232 + 0.00387 0.0438 4 0.0138
0.078 4.7 0.0392 + 0.0071 0.0968 + 0.0288 0.0464 + 0.0129 0.0173 £ 0.0023
0.082 2.5 0.0898 + 0.0271 0.0581 &+ 0.00825 0.0291 + 0.00342 0.0421 £ 0.0122
0.082 2.7 0.151 + 0.0376 0.15 + 0.0335 0.0823 + 0.0177 0.0805 + 0.0194
0.082 2.9 0.0977 + 0.0205 0.105 £ 0.0197 0.0557 £+ 0.00963 0.0548 £+ 0.011
0.082 3.1 0.118 + 0.0368 0.103 £ 0.0178 0.0432 + 0.00653 0.0686 + 0.021
0.082 3.3 0.0584 £ 0.00898 0.0627 £ 0.00979 0.03 &+ 0.00395 0.0288 + 0.00385
0.082 3.5 0.0758 + 0.0161 0.0567 4+ 0.0109 0.033 + 0.00593 0.0409 + 0.00819
0.082 3.7 0.0956 + 0.0317 0.0592 £ 0.0112 0.0335 £ 0.00573 0.0665 4 0.0217
0.082 3.9 0.0775 £ 0.0207 0.0438 + 0.00763 0.0261 &+ 0.00412 0.0375 + 0.0095
0.082 4.1 0.0679 + 0.0194 0.0757 £+ 0.018 0.0362 + 0.00764 0.0373 £ 0.0101
0.082 4.3 0.0488 + 0.0122 0.0343 &£ 0.00452 0.0162 + 0.00116 0.0259 + 0.00604
0.082 4.5 0.0524 + 0.0132 0.0448 + 0.00911 0.0222 + 0.00386 0.0259 + 0.00599
0.082 4.7 0.0208 + 0.002 0.0343 £ 0.00758 0.0234 + 0.00479 0.0129 + 0.000428
0.086 2.5 0.0323 + 0.0182 0.0265 + 0.00887 0.0113 £ 0.00331 0.0189 + 0.0104
0.086 2.7 0.0635 £ 0.00956 0.0826 £ 0.0151 0.0408 + 0.00676 0.0311 + 0.00409
0.086 2.9 0.0953 + 0.0196 0.122 &+ 0.0254 0.0732 + 0.0145 0.0533 £+ 0.0105
0.086 3.1 0.058 + 0.0105 0.0624 4 0.0099 0.0319 + 0.00446 0.0326 £ 0.0055
0.086 3.3 0.0915 + 0.0286 0.119 &+ 0.0285 0.0496 + 0.011 0.0587 4+ 0.0179
0.086 3.5 0.0551 + 0.0133 0.122 &+ 0.0342 0.0603 + 0.016 0.0287 + 0.00659
0.086 3.7 0.0959 + 0.0289 0.113 &+ 0.0314 0.0496 + 0.0129 0.0496 + 0.0144
0.086 3.9 0.0418 £ 0.00708 0.107 &£ 0.0477 0.067 + 0.0296 0.0202 + 0.00284
0.086 4.1 0.0421 + 0.0104 0.0677 4+ 0.0163 0.0317 &£ 0.00679 0.023 =+ 0.00529
0.086 4.3 0.0354 4 0.00741 0.0523 4 0.0143 0.0329 + 0.00851 0.0185 + 0.00347
0.086 4.5 0.0492 + 0.0164 0.0209 + 0.00195 0.0132 + 0.000755 0.0251 + 0.00799
0.086 4.7 0.0302 £ 0.00592 0.0697 £ 0.0206 0.0363 £ 0.00995 0.0151 + 0.00244
0.09 2.7 0.0563 + 0.023 0.0401 £ 0.0121 0.0252 + 0.00733 0.0347 4+ 0.0139
0.09 2.9 0.141 + 0.0402 0.0591 &+ 0.00979 0.0322 + 0.00479 0.0701 4 0.0193
0.09 3.1 0.0392 + 0.00573 0.0637 £+ 0.0112 0.0377 £+ 0.00611 0.028 &+ 0.00384
0.09 3.3 0.0956 + 0.0272 0.058 + 0.011 0.0401 + 0.00727 0.0486 + 0.0134
0.09 3.5 0.0458 £ 0.00844 0.0448 + 0.00775 0.0263 £ 0.00408 0.0214 + 0.00345
0.09 3.7 0.0449 + 0.00946 0.0482 + 0.00746 0.0197 &+ 0.00215 0.0249 + 0.00489
0.09 3.9 0.0628 + 0.0175 0.0767 4 0.0226 0.0355 + 0.0098 0.0302 + 0.00783
0.09 4.1 0.0311 + 0.0043 0.0441 + 0.00888 0.0255 + 0.00459 0.0157 + 0.00158
0.09 4.3 0.0571 + 0.0238 0.0211 4 0.0026 0.0149 + 0.0014 0.0377 4+ 0.0154
0.09 4.5 0.081 &+ 0.042 0.0335 &+ 0.00698 0.0197 &+ 0.00367 0.0553 + 0.0283
0.09 4.7 0.073 £+ 0.0372 0.0301 &+ 0.00451 0.0115 + 0.000402 0.0459 + 0.023
0.094 2.5 3.9¢ — 05 *+ 2.25¢ — 05 3.9e — 05 + 2.25e¢ — 05 -1+ -1 -1+ -1
0.094 2.9 0.097 £ 0.0373 0.108 £ 0.0361 0.0581 &+ 0.0187 0.0553 £ 0.0209
0.094 3.1 0.053 £+ 0.0109 0.0462 + 0.00802 0.0264 + 0.00418 0.031 =+ 0.00606
0.094 3.3 0.0698 + 0.018 0.0498 + 0.011 0.0326 + 0.00685 0.032 £ 0.0078
0.094 3.5 0.031 + 0.00501 0.0327 &£ 0.00407 0.0184 + 0.00185 0.0186 =+ 0.0027
0.094 3.7 0.0291 £ 0.00563 0.0416 £ 0.00823 0.0229 + 0.00407 0.0186 + 0.00336
0.094 3.9 0.0546 + 0.0156 0.0418 &+ 0.00799 0.0237 £ 0.00405 0.0273 + 0.00736
0.094 4.1 0.034 + 0.00749 0.0385 + 0.00857 0.0222 + 0.00455 0.019 &+ 0.00383
0.094 4.3 0.0551 &+ 0.0177 0.0315 &+ 0.00482 0.0127 + 0.000927 0.0237 + 0.0069
0.094 4.5 0.0419 + 0.0134 0.0249 + 0.00339 0.0107 + 0.000375 0.0265 + 0.00824
0.094 4.7 0.0292 + 0.00602 0.126 &+ 0.0843 0.0821 + 0.0541 0.0146 + 0.00249

105



106 APPENDIX A. INCLUSIVE CROSS SECTION ADDITIVES

A.2 Trigger Dependent Analysis
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Figure A.1: Trigger dependent analysis for PYTHIA (std); from left to right: ef-
ficiency, error of the efficiency, ratio of the cross section with the generator cross
section, error on the ratio; from top to bottom: Inner Trigger, Middle Trigger,
Ladder Trigger, Outer Trigger, Inclusive Middle Trigger
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Figure A.2: Trigger dependent analysis for PYTHIA (GRV94L); from left to right:
efficiency, error of the efficiency, ratio of the cross section with the generator cross
section, error on the ratio; from top to bottom: Inner Trigger, Middle Trigger,
Ladder Trigger, Outer Trigger, Inclusive Middle Trigger
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Figure A.3: Trigger dependent analysis for
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Figure A.4: Trigger dependent analysis for LEPTO (GRV98M); from left to right:
efficiency, error of the efficiency, ratio of the cross section with the generator cross
section, error on the ratio; from top to bottom: Inner Trigger, Middle Trigger,
Ladder Trigger, Outer Trigger, Inclusive Middle Trigger
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Figure A.5: Trigger dependent comparison of the cross section to NMC using the
efficiencies from LEPTO and PYTHIA with default parameters; left to right: ratio
of the cross section with LEPTO efficiency divided by NMC and statistical error,
ratio of the cross section with PYTHIA efficiency divided by NMC and statistical
error; from top to bottom: Inner Trigger, Middle Trigger, Ladder Trigger, Outer
Trigger, Inclusive Middle Trigger
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Figure A.6: Z—; from COMPASS data in comparison to the NMC results; from left to
right: efficiencies from PYTHIA CTEQ5L, PYTHIA GRV94M, LEPTO CTEQ2L,
LEPTO CTEQ2L; from top to bottom: Middle Trigger, Ladder Trigger, Outer
Trigger, Inclusive Middle Trigger, all triggers;
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Figure A.7: ‘%2 from COMPASS data in comparison to the NMC results; from left to
right: efficiencies from PYTHIA CTEQ5L, PYTHIA GRV94M, LEPTO CTEQ2L,
LEPTO CTEQ2L; from top to bottom: Middle Trigger, Ladder Trigger, Outer
Trigger, Inclusive Middle Trigger, all triggers;
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Appendix B

Semi-inclusive Cross Section
Additives

B.1 Data Monte Carlo Comparison for 2002
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Figure B.1: Particle identification for all 2002 data and Monte Carlo; LLH method
(left) and x* method (right)
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Figure B.2: Comparison of kinematic distributions p (top), p; (second row), Zpeynman (third row), z (bottom) for
semi-inclusive events in real data with Monte Carlo; a direct comparison (left column) and the ratios of 2002 data

and Monte Carlo (right column) are shown; Monte Carlo data is scaled with a factor f = %@4@9
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B.2 Numerical Results for the Semi-Inclusive Cross
Section
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3 3.1 1.47 £ 1.8 0.64 4+ 0.913 0.53 £ 0.653 0+0 0+0 0+0 0+0
3.1 3.2 3.35 £ 4.13 0.199 &£ 0.289 0x0 0x0 0t0 0x0 0.441 £ 0.632
3.2 3.3 0.848 + 0.582 0+0 0+0 0.0441 + 0.0541 0.265 £ 0.276 0+0 0.199 + 0.289
3.3 3.4 1.7+ 1.21 0.132 £ 0.138 0x0 0.132 £0.179 0.43 £ 0.411 0x0 0x0
3.4 3.5 0.75 4+ 0.937 0+0 0+0 0+0 0+0 0+0 0+0
3.5 3.6 0.662 + 0.829 0x0 0x0 0+£0 0+0 0£0 0+£0
3.8 3.9 0.11 4+ 0.164 0+0 0+0 0+0 0+0 0+0 0+0

Table B.1: Numerical results for the cross section for semi-inclusive high-p; hadron production from 2002 data
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Appendix C

Asymmetry Additives

C.1 Asymmetries for the different Periods
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Figure C.1: Weighted means of the asymmetry for all periods of 2002
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