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Abstract. With the LHC collider at CERN currently going through the period of Long  

Shutdown 1 there is a remarkable opportunity to use the computing resources of the  

experiments’ large trigger farms for other data processing activities. In the case of the ATLAS  

experiment, the TDAQ farm, consisting of more than 1500 compute nodes, is suitable for  

running Monte Carlo production jobs that are mostly CPU and not I/O bound. This  

contribution gives a thorough review of the design and deployment of a virtualized platform 

running on these computing resources and of its use to run large groups of CernVM based  

virtual machines operating as a single CERN-P1 WLCG site. This platform has been designed 

to guarantee the security and the usability of the ATLAS private network, and to minimize  

interference with TDAQ’s usage of the farm; Openstack has been chosen to provide a cloud 

management layer. The experience obtained while operating it over the last 3.5 months shows 

that the Sim@P1 infrastructure can contribute to the ATLAS MC production at the level of 

computing power of a large Tier-1 WLCG site, despite the opportunistic nature of the  

underlying computing resources being used.  

1. Introduction 

With the LHC collider at CERN currently going through the period of Long Shutdown 1 (LS1) there is 

a remarkable opportunity to use the computing resources of the experiments’ large trigger farms for 

other data processing activities. In the case of the ATLAS experiment [1], the TDAQ High Level 

Trigger (HLT) farm [2], consisting of more than 1500 compute nodes [3] deployed in the SDX1 area 

of LHC Point 1 (also being referred to as P1), is suitable for running Monte Carlo production jobs that 

are mostly CPU and not I/O bound. 

Since the very beginning of this project, named Sim@P1, two major constraints shaped the design 

of the system: the existing ATLAS production jobs needed to run unmodified, without additional 

software development effort; and the security and reliability of the ATLAS Detector Control System 



 

 

 

 

 

 

needed to be preserved at all times. We thus chose to isolate the entire system in a virtualized 

platform. A successful construction and operation of such virtualized systems, for the purposes of the 

offline computing in HEP based on custom built virtualization platform control solutions, had already 

been demonstrated on a smaller scale in [4].  

Each HLT farm node is connected both to the Control and Data Network. Sim@P1 uses a 

dedicated subnet which is isolated from the rest of the ATLAS Technical Network (ATCN); it is 

implemented as a VLAN between the host and its rack DATA switch, and from these via dedicated 

1Gbps links to the Castor data storage switch, which connects it to the CERN General Purpose 

Network (GPN), with an optional bandwidth limitation. 

The physical nodes run Scientific Linux CERN 6, and the HLT software runs on the bare metal OS, 

for lowest network latency and best CPU performance. The KVM hypervisor is then used to run the 

virtual machines (VMs), which are only allowed access to the dedicated VLAN interface. This allows 

for fast switching between the execution of HLT and of Sim@P1, without requiring a reboot of the 

physical node. Considering the scale of the HLT farm (over 27k HT CPU cores in the current 

configuration), we also decided to use a cloud management layer; the choice was for Openstack [5] 

which is widely adopted, also at CERN [6]. The CernVM project [7] was selected as a primary source 

of the base images for the virtual machines. 

 

 

Figure 1. Networking layout of the Sim@P1 infrastructure deployed in LHC 

Point 1. VLAN isolation for the dedicated 1 Gbps uplinks available in every 

rack of compute nodes (CN) and the throughput limitation (20-80 Gbps  

depending on the mode of operation) on the Castor mass storage system uplink 

are highlighted. 

 

2. Early Stages of the Project 

A dedicated group consisting of the members of the ATLAS TDAQ SysAdmins and NetAdmins 

teams, the CERN IT-SDC group and the RHIC and ATLAS Computing Facility at BNL was  

organized in order to conduct the design and implementation activities. Its early stages, that took place 

in February – April 2013, were devoted to the following activities: 

 Identifying and addressing the design restrictions, such as the limited connectivity to GPN, the 

limited external network connectivity available for each rack and the limited amount of RAM 

on the new high density compute nodes (1 GB of RAM per single HT CPU core). 

 Building the fully functional prototype in the TDAQ Test Laboratory and demonstrating, by 

using the HammerCloud [8] stress tests, its capabilities of running up to 0.9k ATLAS MC 

production jobs simultaneously with the remarkable low level of long term inefficiency of 

about 0.05%. 
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 Defining the exact networking configuration, and in particular the security layout, for the full 

scale system. 

 Defining the layout of servers needed to support the centralized Openstack infrastructure in 

the production environment and creating their profiles in the Puppet configuration  

management system [9]. 

During these early stages of the project a dedicated Grid site name CERN-P1 was registered and 

configured in order to serve as a representation of the Sim@P1 resources within the Worldwide LHC 

Computing GRID (WLCG) [10] and the distributed offline computing environment of the ATLAS  

experiment. 

 

 
Figure 2. Openstack services deployment layout and their network connectivity. External 

services and storage systems required for the normal operations of the CERN-P1 site are 

also shown. 

 

3. Full Scale Deployment and Production Runs 

Once the design and prototyping phases of the project were finished, the full-scale deployment was 

performed in May – July 2013: 

 Installation and configuration of the VLAN, dedicated cabling, and upgrade of the Castor 

data storage uplink, according to the layout shown in Figure 1. 

 Deployment of the components of the centralized Openstack (Folsom release) infrastructure as 

shown in Figure 2. 

 Scaling up of the operations to reach full utilization of all the resources allocated for Sim@P1 

activities, finally providing the CERN-P1 site with more than 16.5k single CPU core jobs 

slots. 

 

Overall, the deployment and scaling did not encounter major issues or fundamental limitations, and 

most effort went into tuning and debugging the many resources and services involved. 

Following this period, three successful production runs were carried out until September with the 

ATLAS single core MC production jobs; they are summarized in Figure 3. The results of the 

quantitative analysis of the contribution to ATLAS MC production activities within the entire WLCG 

over the last 3.5 months are shown in Figure 4. 



 

 

 

 

 

 

 
Figure 3. Summary  of the cumulative number of successfully completed jobs 

for the CERN-P1 site during the period of the first 3 production Sim@P1 runs. 

 

 

 
Figure 4. Comparison between CERN-P1 and all ATLAS WLCG sites in terms  

of cumulative numbers of CPU-seconds and of number of events,  related to the 

successfully completed production jobs. 

 

 

 



 

 

 

 

 

 

4. Summary and Future Developments 

The Sim@P1 project is dedicated to the design and deployment of a virtualized platform running on 

the ATLAS TDAQ computing resources. It is used to run large groups of CernVM based virtual 

machines operating as a single CERN-P1 WLCG site. This platform has been designed to guarantee 

the security and the usability of the ATLAS private network and to minimize interference with TDAQ 

usage of the farm; Openstack has been chosen to provide a cloud management layer. The project is a 

result of the combined effort of the ATLAS TDAQ SysAdmins and NetAdmins teams,  

CERN IT-SDC Group and RHIC and ATLAS Computing Facility at BNL. The setup phase required a 

total of approximately 6 man/month, and support for production is expected to require about 0.7 FTE.  

During the period of February – September 2013 the project has gone through many stages, from 

prototyping up to the full scale deployment in the environment of ATLAS TDAQ HLT farm. The full 

scale deployment was finalized in June – July 2013 demonstrating operation of the virtualized 

infrastructure at the level of 17.1k single CPU cores exported to the CERN-P1 site by 2.1k virtual 

machines. It was also shown that it is feasible to operate such a group of VM’s with a single instance 

of the centralized Openstack services, with 45 minutes needed to switch from the TDAQ mode to 

Sim@P1, and about 10 minutes for switching back. Both operations are typically performed via 

Puppet without having to reboot the farm. 

The first production operations for Sim@P1 project were carried out over the follow up period of 

July – September 2013, successfully completing more than 1.4 million ATLAS MC production jobs 

and delivering more than 1.4k CPU-years. This corresponds to 7.4% of the resources used for ATLAS 

MC production on all of the WLCG sites during the period of June 1 – September 18.  

Overall, the Sim@P1 is capable of contributing to the ATLAS MC production on a level of compu-

ting power comparable to that of a large Tier-1 WLCG site, despite the opportunistic nature of the un-

derlying resources, which have been available for approximately 55% of the time. Similar conditions 

should persist until the expected end of the LHC Long Shutdown 1 in the end of 2014. The possibility 

of operating the Sim@P1 infrastructure even beyond that date, during the periods of ATLAS data  

taking, is also being investigated. Finally, there is a potential for increasing beyond 20k the total  

number of HT-enabled CPU core count exported to the CERN-P1 site, with the same physical  

resources, by using the multi-core job slots on all the virtual machines deployed on the high density 

compute nodes instead of multiple single core job slots. 
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