ATLAS-CONF-2013-087

13 August 2013

@y

ATLAS NOTE
ATLAS-CONE-2013-087

August 11,2013 N/

ner—m

Performance and Validation of Q-jets at the ATLLAS Detector in pp
Collisions at +/s = 8 TeV in 2012

The ATLAS Collaboration

Abstract

The Q-jets technique introduces the idea of interpreting jets through multiple sets of
possible showering histories. This approach allows jet observables, such as the jet mass,
to be evaluated not simply as single values, but rather as distributions. The resulting dis-
tributions can be interpreted statistically to form new observables, allowing the separation
of boosted, hadronically-decaying particles from light quark and gluon backgrounds. We
present a study of Q-jets in boosted, hadronically-decaying W boson and dijet samples,
demonstrating the discriminating power of this technique. Different Q-jet parameters and
observables are studied, and an optimal configuration based on physics performance and
computational efficiency is proposed, leading to a factor of 15 in dijet rejection at a 50%
efficiency for jets from boosted, hadronically decaying W bosons. The impact of pile-up
on the performance of this method is tested up to an average of 40 additional interactions
per event and found to be weak. A performance comparison between the Q-jets algorithm
and N-subjettiness, a previously measured substructure observable which determines the
compatibility of a jet with the N-subjet hypothesis, is presented.
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1 Introduction

1.1 Overview

Sequential recombination clustering algorithms, such as the k,-family [1] used by the ATLAS experiment,
combine energy deposits in the calorimeter, assumed to result from quark and gluon fragmentation, into
jets. The clustering history of the jet is the ordered set of combinations of particle momenta (2 — 1
mergings) which produce the final jet four-vector. These clusterings can be thought of as mirroring the
series of tree-like 1 — 2 splittings in the parton shower which make up the jet. However, the parton
shower is non-invertible, in the sense that there are many possible intermediate showering trees, not just
a single unique one with a fixed set of conditions, which produce a given set of final state particles.
Jet clustering algorithms attempt to find an approximation to this inverse, leading back to the initial
conditions, namely the colored particle(s) which initiated the jet.

The technique of Q-jets [2] acknowledges the non-uniqueness of the showering history by introduc-
ing the idea of multiple clustering histories for jets. An initial jet, clustered using a standard recombi-
nation algorithm such as anti-k; [3], can be reclustered many times using an alternative set of clustering
choices. Each set of choices (clustering history) creates a unique observable, whose distribution can be
analysed for each final jet. There is no single correct clustering history, but rather a set of histories, which
mimics the set of possible parton showers which initiated the jet. The resulting distributions can be used
to generate observables allowing discrimination between massive, boosted objects and backgrounds from
light quarks and gluons and in turn improve the statistical power of searches.

This note describes several studies performed to test the Q-jets algorithm in the context of boosted,
hadronic W-jet tagging and is outlined in the following: Section 1.2 gives a brief review of jet clustering
and pruning algorithms in general and describes the Q-jets algorithm; the experimental setup as well as
the data and Monte Carlo (MC) samples used in this study are presented in Sections 2 and 3; Section 4
lists the selection criteria for the reconstructed physics objects and the events; the performance of Q-jets
in fully reconstructed, simulated events as well as in data is reported in Section 5.

1.2 The Q-jets algorithm

The distance parameters of two particles i and j is defined as

AR?,
d;j = min (p%,p”“;) R—ZH (1a)

dig = p; (1b)

where d;; and d;p are the inter-particle and jet-beam distance parameters respectively, AR%j = (y; —

y j)2 + (¢ — @ j)2 and R is the jet radius parameter. The parameter § defines the clustering behavior
of the specific clustering algorithm, the most common ones being 5 = 2 for the k; algorithm, 8 = 0
for Cambridge/Aachen (C/A) [4,5], and g = -2 for anti-k;. The form of the distance metric d;; thus
determines the order in which constituents are merged to form jets.

Traditional, k,-family jet clustering proceeds according to the following algorithm [3, 6]:

1. Calculate all d;; and d; according to Equations la and 1b.
2. Find the minimum of the set of d;; and d;.
3. If the minimum is d;;, combine i and j into a new constituent p and continue.

4. If the minimum is d;p, define i a final, accepted jet, remove it from the list and continue.



5.

Continue until no particles remain.

Further modifications of the jet are possible using jet grooming algorithms to achieve potential im-
proved robustness against pile-up, mass resolution, etc. [7-10]. Pruning is an example of such an algo-
rithm and proceeds as in the following [9]:

1.

4.

Start with a jet found by any jet algorithm and collect its constituents into a list. In this study,
R = 0.7 anti-k; jets are used.

Re-run a jet algorithm1 on the list of constituents, checking for the following conditions in each
(i, j) = p recombination;

_ min(pr;, pr,j)

Zij= 55— < Zu and AR;; > dey- 2)
|pT.i + P11

. If both the conditions in the previous step are met, discard the softer of the two branches i or j

from the jet.

The resulting jet is the pruned jet, and can be compared with the jet found in step 1.

The jet pruning algorithm has been extensively studied by both the ATLAS and CMS collaborations and
shown in some instances to improve the sensitivity of searches as compared to ungroomed jets [11-15].

The Q-jets algorithm, as used in this note, is a modification of the pruning algorithm. In principle
the changed weights and clustering order provided by the Q-jets procedure can be generalized to other
grooming algorithms, and indeed can replace the d;; of Equation la in the general k; recombination
scheme. However, the largest effect is likely to be seen in jet pruning because of the merge-by-merge
rejection defined in Equation 2, which has a higher probability of failure when well separated elements
are chosen to be merged by the Q-jets algorithm. The main difference lies in the distance metric used to
determine the order of merging. The algorithm proceeds as follows:

1.

2.

Start with a jet found by any jet algorithm and collect the constituents into a list.

Compute a set of weights w;;, which reflect how likely a pair of four-vectors is to be merged, for
all pairs of four-vectors. Here, the weights are chosen to be defined as:

d:— dmin
o' = exp {—a”—} 3

ij dmin

where « is the rigidity which controls the sensitivity of the pair selection to the random number
generation, d;; = AR?]. = Ayl.zj + A¢l.2j the distance measure for the (i, j) pair and 4™" the minimum
of the distance between all pairs. Then the probability Q;; = w;;/N is defined, where N = ) w;;.

Instead of finding the single minimum d;; as in Equation 1, generate a random number, using
Equation 3 as a probability density function, and choose a pair of four-vectors as above according
to the probabilities €Q;;.

Consider this pair for merging, and veto (as in normal pruning) if they fail the cuts in Equation 2.

Continue until all pairs are merged: the result is one Q-jet. The algorithm can be repeated multiple
times to generate a distribution of Q-jets for every jet.

!Possible algorithms are k; and C/A to ensure a meaningful clustering history.



By definition, the closest pair will have a weight w;; = 1, while all others will have some weight
that is suppressed by both the distance metric and the parameter @. As @ — oo, the behavior becomes
equivalent to that of the standard pruning procedure. As @ — O, all pairs begin to acquire similar
weights, and so the selected pair can very often be different from the closest pair. Therefore, unlike in
both standard recombination techniques and jet pruning, re-running the Q-jets algorithm on a jet does
not guarantee the same result, and indeed, it is precisely this behavior which allows the generation of
distributions of Q-jets for every input jet.

Figure 1 diagrammatically demonstrates the Q-jets algorithm. The constituents of a single jet are
reclustered many times using the algorithm, as shown in the different columns in the diagram. The final
jet, at the end of each iteration, is slightly different because different constituents were discarded in the
course of the clustering, and so each final jet has different kinematics, e.g. a different mass.

Figure 2 shows typical examples of the mass distributions of Q-jets for several values of @ in simu-
lation for a single jet from a dijet sample and a jet from a W boson decay in a #f event. It is clear that the
distributions have different shapes, with the distribution from light quark and gluon jets being generally
wider. Further details on the selection criteria can be found in Section 4. The number of Q-jets generated
per jet, Nojers, 18 a free parameter and was set to 1000 in this example. The zcy and dcy values used are
0.1 and mjet/ p jer, respectively.

2 The ATLAS Detector and Data Sample

The ATLAS detector [16] is a multipurpose particle physics apparatus designed for proton-proton col-
lisions in a high-luminosity environment at the LHC. It has a forward-backward symmetric cylindrical
structure with nearly complete hermetic coverage. It comprises a precision tracking system at the inner-
most part, highly segmented electromagnetic and hadronic calorimeters and a large muon spectrometer.
The inner detector (ID) covers the region |5| < 2.5” and is composed of silicon pixel and microstrip de-
tectors and a transition radiation tracker using drift tubes. The ID is surrounded by a 2 T superconducting
solenoidal magnet. The electromagnetic calorimeter is located outside the solenoid and covers the range
up to || < 3.2. It uses Liquid Argon (LAr) as active detector material and lead plates as passive absorber.
A scintillating tile sampling calorimeter within || < 1.7 and a LAr calorimeter between 1.5 < || < 4.9
are used for hadronic and forward energy measurements. The ID and calorimeters are surrounded by a
muon spectrometer (MS), which is composed of gas-filled precision tracking chambers up to || < 2.7
and trigger chambers up to || < 2.4. A toroidal magnetic field is generated by large barrel and end-cap
air core magnets.

The full dataset used in the analyses presented in this note corresponds to (20.3 + 0.6) fb~! of inte-
grated luminosity [17] collected at a centre of mass energy of /s = 8 TeV and taken during periods in
which the detector was fully operational. The ATLAS data quality criteria reject data with significant
contamination from detector noise or issues in the read-out. These criteria are established separately for
the barrel, endcap and forward regions, and differ depending on the trigger conditions and the type of
physics object being reconstructed, such as jets, electrons, muons. The primary systems of interest in
these studies are the electromagnetic and hadronic calorimeters.

A three-level trigger system is used to select interesting events. The Level 1 trigger is implemented in
hardware and uses a subset of detector information to reduce the event rate to the design value of at most
75 kHz. This is followed by two software-based triggers, Level 2 and the Event Filter, which together

2ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector, and the z-axis along the beam line. The x-axis points from the IP to the centre of the LHC ring, and the y-axis
points upwards. Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the beam
line. Pseudorapidity is defined as n = —In[tan(6/2)] with the polar angle 6. Transverse momentum and energy are defined as
pr = psinf and Et = E sin 6, respectively.
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Figure 1: Diagrammatic example of several different iterations of the Q-jets algorithm in a simplified one-
dimensional space. Lines indicate jet constituents/pseudo-jets, distances between lines indicate spatial
(AR) distances, and line heights indicate constituent energy. The same jet is reclustered many times, with
the clustering history starting at the top and proceeding downwards. At each step of the clustering, a
different pair is randomly selected, as described in the text, and the pruning criteria are checked: in the
case of a failure, the softer of the pair is discarded. Different iterations of the algorithm are displayed
in different columns. Discarded constituents are displayed in light grey; merged constituents in hashed
blue.
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Figure 2: Q-jet mass distribution when generating 1000 Q-jets per jet for (a) a jet from a W boson decay
in a tf event and for (b) a jet from a dijet event, reconstructed from topological clusters. The distribution
for @ = 100 is not shown as it coincides with the pruned jet mass, as expected.

reduce the event rate to a few hundred Hz.
To reject non-collision backgrounds, events are required to contain a primary vertex consistent with

the LHC beam spot, reconstructed from at least 2 tracks each with transverse momentum pfrraCk >

400 MeV. All jets in the event built with the anti-k; algorithm with R = 0.4 and a measured pjft > 20 GeV
are required to satisfy the “looser jet” requirements discussed in detail in Ref. [18]. These selections are
designed to provide an efficiency to retain good quality jets of greater than 99.8% with as high a fake jet
rejection as possible. In particular, this selection is very efficient in rejecting fake jets that arise due to
calorimeter noise.

Two different data samples are used for this analysis. The first sample is selected by the primary
single muon trigger chain, which is a logical OR of a pr > 24 GeV threshold, isolated muon trigger
chain and a pt > 36 GeV threshold muon trigger chain without the isolation requirement. The second
sample is selected by a single jet trigger chain with a pt > 145 GeV threshold for anti-k; R = 0.4 jets.
This trigger is used to select events where the trigger jet pt is not too dissimilar from the pt region of
interest: however, this low threshold in pt leads to a very large trigger rate, and therefore only a small,
randomly selected subset of the triggered events are recorded. The luminosity of the dijet data sample is
thereby reduced to 36.3 + 0.1 pb~!, which still constitutes a sample large enough for the study.

3 Simulated Data Samples

Jets from hadronically decaying W bosons are selected from a tf sample produced with the Pownea [19,
20] generator, which incorporates next-to-leading order (NLO) QCD matrix elements into a parton
shower framework through the Pythia 6 [21] generator. The parton distribution function (PDF) set used
is the leading order (LO) CTEQ6LI1 [22]. The cross section is normalised to the approximate next-to-
next-to-leading order (NNLO) value [23]. The production of W and Z bosons in association with jets,
from both light and heavy flavor quarks, is simulated using the ALpGeN [24] generator and the CTEQ6L1
PDF set. The parton shower and hadronization are modelled with PytHia 6. Diboson backgrounds are
simulated at LO with HerwiG [25] and scaled to NLO whereas single top production is modelled using
the MC@NLO [26] generator for the hard emission, HErwic for the parton shower and Jmmy for the
underlying event. Light quark and gluon jet background is modelled with dijet samples produced with



the PytHia 8 [27] generator. The ATLAS AU2 underlying event tune [28] and the CT10 [29] PDF set are
used.

Pile-up, which is additional pp collisions apart from the primary hard collision in an event, is sim-
ulated by overlaying additional unbiased pp collisions, which are generated with PytHia 8. These extra
events are overlaid onto the hard scattering events according to the measured distribution of the average
number {u) of pp interactions per bunch crossing. The simulated proton bunches are organised in four
trains of 36 bunches with a 50 ns spacing between the bunches. Therefore, the simulation also contains
effects from out-of-time pile-up, i.e. contributions from the collision of neighbouring bunches to that
where the event of interest occurred. Simulated events are reweighted such that the MC distribution of
(u) agrees with the data. The present dataset has u values ranging between 6 and 40 with a mean of 20.

The generated events are passed through the full Geant4 [30] detector simulation [31] and subse-
quently processed using the same reconstruction software as for data. Following this, the same trigger,
event, quality, jet, and track selection criteria are applied to the MC simulation as are applied to the
data. Corrections derived from the comparison of selection efficiencies measured in data and in MC are
applied to the simulated events to reflect the performance observed in the data, including corrections to
reproduce the muon momentum scale and resolution as well as the b-tagging performance observed in
data.

4 Object and Event Selection

4.1 Object selection

Muon candidates are reconstructed by combining ID and MS tracks. The muon tracks are required to
have a transverse momentum pt > 25 GeV, || < 2.5 and at least one hit in the silicon pixel detector,
including one hit in the innermost layer, and at least four hits in the microstrip detectors. The muon
candidate must satisfy track and calorimeter isolation as well as longitudinal impact parameter require-
ments [32].

Jets are reconstructed from energy deposits in the calorimeters, grouped into topological clusters [33,
34] and calibrated at the hadronic scale [35] using the anti-k; combination algorithm [6] with a radius
parameter of R = 0.4 or R = 0.7. R = 0.4 jets are used for event selection only, while the objects of
study are the R = 0.7 jets. R = 0.4 jets are corrected for pileup using the jet areas technique [36], and
calibrated to the truth-particle scale using constants derived from Monte Carlo and validated in data [37].
R = 04 jets with pr > 25 GeV and || < 2.5% are considered. At least 50% of the total transverse
momentum from tracks associated to the jet must come from tracks associated to the primary vertex.
Jets produced by b-quarks are additionally required to be b-tagged using the MV 1 algorithm at the 70%
working point [38].

R = 0.7 jets are required to have |y| < 1.8 such that they are fully contained within the tracking
volume. All of the R = 0.7 jets are pruned using the C/A jet reconstruction algorithm with parameters
Zeut < 0.1 and d.,c > m/pr. No jet energy scale or pileup corrections are applied to these jets in this
study.

Track jets are reconstructed using ID tracks instead of calorimeter clusters. These tracks must satisfy
longitudinal and transverse impact parameter cuts with respect to the primary vertex, pr > 500 MeV,
[nl < 2.5 and have at least six hits in the silicon detectors, where known dead sensors are counted as hits
if they are traversed by a track candidate. The tracks are further required to have a fit-y> per degree of
freedom of less than three.

3The jets for event level selection are allowed to be more forward than the jets selected for object studies, which are required
to be fully contained within the tracker volume.



4.2 Event selection

As a preselection, only events that satisfy certain quality criteria on the detector operating conditions
are retained. The selection is then split into two categories to single out either jets from hadronically
decaying W bosons or from light quarks and gluons.

W-jet selection

A sample enriched in boosted hadronically-decaying W bosons is chosen from events that have passed a
selection for 1t — WbWb events, where one W boson decays leptonically into a muon and a neutrino, and
the other decays hadronically. Events with exactly zero good electron candidates and one good muon
candidate, which has to be matched to a muon trigger object, are required. At least four good anti-k,
R = 0.4 jets need to be reconstructed in the event, out of which at least one is required to be b-tagged at
the 70% operating point of the MV1 algorithm. The missing transverse energy E’T"iss in the event must
be larger than 20 GeV and the sum of the ET"* and the transverse mass of the leptonically-decaying W
boson, reconstructed by combining the muon candidate and the E7"**, must be larger than 60 GeV. The
highest pr anti-k, R = 0.7 jet must have || < 1.8, to ensure that it is contained in the tracking volume.
The same jet must not overlap with a selected b-tagged jet and is required to have a pruned mass of
50 < m"*! < 110 GeV and 200 < pr < 350 GeV.

Dijets selection

After applying the preselection criteria, the second highest pr anti-k; R = 0.7 jet is considered and
required to have a pruned mass of 50 < m}f "ed < 110 GeV and 200 < pr < 350 GeV. The leading
anti-k; R = 0.4 jet is required to pass the single jet trigger described in section 2 and have pr > 180 GeV
in order to lie on the fully efficient region of the trigger turn-on curve. Furthermore, to reduce biases
introduced by the trigger selection, the leading anti-k; R = 0.4 jet is required to be isolated from the
second highest pr anti-k; R = 0.7 jet with A¢ > 2.0 to guarantee that no part of the jet which fired the
trigger overlaps with the jet under study.

5 Jet Volatility

5.1 Overview

The main discriminating power of the Q-jets technique comes from exploiting the difference in widths of
the Q-jets mass distributions for a given jet. The mass variation in dijets is expected to be larger than for
heavy, boosted objects, because mass in dijet events typically originates from wide angle, soft radiation
which is likely to be removed by the pruning and random ordering of the Q-jets algorithm. A variable
that is deemed to be sensitive to the mass variation is called the volatility, and it is defined as

v =T/{m) “4)

where I' = +/(m?2) — (m)? and (m) are the RMS deviation and the mean of the pruned jet mass distribu-
tion, respectively.

Figure 3 shows the separation in the volatility between W-jets from the #f sample and light quark and
gluon jets. The latter generally have a larger volatility as a result of large variations when running the
Q-jets algorithm whereas the former generally have a smaller volatility. This is understood as the origin
of their mass, the hadronic decay of a massive particle, is more resilient to the variations caused by the
Q-jets algorithm. Truth jets, which are constructed from truth particles taken from the MC event record
shown in Figure 3(a), have slightly lower volatility than jets reconstructed from topological clusters, as
shown in Figure 3(b).
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Figure 3: The volatility distributions (log scale on y axis), for @ = 0.1 and 75 Q-jets per jet, of W-
jets compared to dijets for (a) truth-particle jets and for (b) jets reconstructed from locally calibrated
topological clusters.

5.2 Optimization vs. «

As noted in Section 1, the volatility variable is expected to depend on the rigidity, @. In particular,
as @ — oo, the random element of Q-jets is lost, and the power of volatility decreases. Likewise, as
a — 0, the weighting by the distance metric loses importance, and the selection of mergings becomes
completely random and a reduction of separation is again expected. Figure 4 shows the mean of the
volatility distribution as well as the significance of the volatility as a function of . The significance is
defined as the ratio of the absolute difference of the mean W-jet selection and dijet selection volatilities to
the sum in quadrature of the respective RMS values. It can be seen that the optimal separation occurs at
a = 0.1. A full comparison of signal efficiency versus background rejection* is presented in Section 5.6.

5.3 Optimization of Q-jet number

Apart from the rigidity @, another free parameter of the Q-jets algorithm is Ngjess, Which is the number of
Q-jets generated per jet to calculate the volatility. In principle, v is defined for Ngj.;s — o0, but in practice
it must be estimated from finite samples. As Ny increases, the volatility is expected to become more
robust against statistical fluctuations and therefore a stronger discriminant. However, the computation
time grows significantly with increasing Ny .5, which can lead to a heavy load on computing resources.
Figure 5 displays the mean volatility as a function of Ng.. It shows that the separation between W-jets
and dijets is fairly stable and suggests that analyses are able to use Ngy.;s values a low as 25 — 50 to
observe similar performance to the results presented in this note, where Ngj.;s = 75 is generally used.
Section 5.6 presents a full signal efficiency versus background rejection optimization for this variable.

“The efficiency is defined as the ratio of the number of kept to rejected W-jets whereas the rejection is defined as the ratio
of the number of rejected to kept light quark and gluon jets.
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5.4 Performance versus pile-up

Volatility shows only a small dependence on the average number of interactions per bunch crossing,
up to 40, for both W-jets and dijets, as shown in Figures 6(a) and 6(b) respectively. As jet pruning is
designed partly to remove pileup from large R jets, volatility is likewise expected to have weak sensitivity
to pileup, as observed [9, 39].
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Figure 6: Volatility as a function of the average number of interactions per bunch crossing for (a) W-
jets and (b) dijets for jets reconstructed from topological clusters. The black points represent the mean
volatility as a function of (u).

5.5 Data/MC agreement

The comparison of data to MC for the volatility variable is shown in Figure 7 for an « value of 0.1. Fair
agreement is seen in all cases, although in the dijet sample it is generally better and stable over the full
range of volatility. In the W-jet sample, the Monte Carlo predicts higher values of volatility than seen
in data. The comparison of the pruned jet mass distribution in data and simulation in the W mass peak
region between 50 GeV and 110 GeV is shown in Figure 8.

Systematic uncertainties

The different sources of systematic uncertainties that are considered can be split into two main cate-
gories: those affecting the overall normalization and those affecting the shape of the distributions and
the acceptance. For the first category, a 5% uncertainty on the next-to-next-to-leading order in QCD and
next-to-next-to-leading logarithmic order #f cross-section [23] is applied as well as a 2.8% uncertainty
on the integrated luminosity. The latter is derived, following the same methodology as that detailed in
Ref. [40], from a preliminary calibration of the luminosity scale derived from beam-separation scans
performed in November 2012. For the second category, the major sources of uncertainties considered
are related to the jet energy scale (JES), jet energy resolution (JER), jet mass scale (JMS) and b-tagging
efficiency. The systematic uncertainties from these different sources are combined and shown in the
shaded band in Figures 7(a) and 8(a) together with the statistical uncertainty of the simulated samples.
Figures 7(b) and 8(b) show statistical uncertainties only.

10



Jets

Figure 7: Volatility for reconstructed calorimeter jets in data and in simulation for (a) a W-jet selection
and for (b) a dijet selection. W-jet selection plots show statistical and systematic uncertainties whereas
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5.6 Signal efficiency and background rejection

As enriched samples of W-jets and dijets are selected in both data and MC, the combined light quark
and gluon jet rejection as a function of W-jet efficiency can be measured separately in both data and MC.
The W-jet efficiency and dijet rejection (the inverse of the dijet efficiency) are calculated by scanning cut
values of the volatility distributions in Figure 7. The results in Figure 9 show that a rejection factor of 15
for a mixed sample of light quark and gluon jets can be obtained at a 50% W-jet efficiency working point,
and they also confirm that @ = 0.1 provides the optimal background rejection for a fixed signal efficiency
as discussed in section 5.2. All samples are selected as described in sections 4.1 and 4.2. Figure 9(a)
shows the efficiency in MC and includes the backgrounds discussed in Section 3 while Figure 9(b) shows
the efficiency in data and confirms the rejection observed in MC.
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Figure 9: Signal efficiency versus background rejection in (a) signal MC with all backgrounds and in (b)
data for several values of «.

In Figure 10, the signal efficiency to background rejection is computed for several values of Ngess.
Values of Ngjers > 25 show very similar results, suggesting that generation of as few as 25 Q-jets per jet
can provide near optimal performance as discussed in section 5.3.

5.7 Track jets performance

As a cross-check on the method, the studies are also performed using jets reconstructed from tracks in
the inner detector while event selections are still performed on the R = 0.4 calorimeter jets. As shown in
Figure 11(a), some discrimination between W-jets and dijets continues to exist for jets constructed from
tracks, but the separation is significantly reduced compared to the calorimeter variable. This is expected
due to the missing neutral content, which varies widely from jet to jet due to the fragmentation of an
individual jet, and consequently means that distributions for discriminating variables are generally less
well separated. Figure 11(b) shows the comparison of data and simulation as a function of volatility for
the W-jet selection.
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the same in the W-jet selection (b). The separation is reduced compared to calculating the variable from
calorimeter clusters.
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5.8 Q-jets versus N-subjettiness performance

To compare the volatility variable of the Q-jets algorithm to other substructure algorithms, the Tg‘li“ N-
subjettiness variable with one pass of the minimization algorithm on the k; axes has been chosen’ [41—
43]. Figure 12 shows that the performance of the two variables is comparable over a large range of
signal efficiency and background rejection values. Figure 13 shows the correlations between the two
variables with correlation factors of 50% and 24% for jets from a hadronically-decaying W boson and
dijets respectively. In particular, for the dijet selection shown in Figure 13(b), the slope between the
two variables is reduced for large volatility values. This confirms previous observations [44] that a
combination of the two variables will give an improved performance.
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Figure 12: Signal efficiency versus background rejection for the volatility and szli“ variables.

Note that while the jet selections are performed using the pruned jet kinematics, N-subjettiness is calculated with the full
jet constituents, consistent with the approach that has delivered best experimental performance in previous efforts [41].
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6 Conclusions

The performance of the Q-jets reclustering algorithm and the resulting jet volatility distributions have
been explored and this technique has been confirmed to discriminate between W-jets and light quark and
gluon jets. Two free parameters of the algorithm have been studied and optimal values for the rigidity at
a = 0.1 and for the number of Q-jets per jet of Ngj.s > 25 have been determined. No strong pile-up
dependence is observed for the volatility variable, while the distribution for jets from a W boson decay
are slightly more sensitive to additional interactions than light quark and gluon jets. The performance
of the Q-jet algorithm in terms of discrimination power between W-jets and light quark and gluon jets
has been studied for jets reconstructed from topological calorimeter clusters and for jets reconstructed
from inner detector tracks; the discrimination of the latter is seen to be weaker. This degradation in
performance is partially due to the fact that neutral hadrons do not leave tracks in the inner detector.

From these studies, the application of a volatility requirement is shown to give a factor of 15 in
dijet rejection for 50% W-jet efficiency for jets with 200 GeV < pr < 350 GeV. The separation is
validated in-situ by comparing distributions of samples enriched in W-jets and light quark and gluon
jets: very good agreement is observed in multijet events, and fairly good agreement is seen in W-jets.
The separation power of Q-jets is also tested directly in data using these samples, and the Monte Carlo
predictions are confirmed. Lastly, the signal efficiency and background rejection of the volatility variable
has been shown to be similar to the T‘znli“ N-subjettiness variable, while the former performs slightly better
in the high W-jet efficiency region. The correlations between these two variables have been studied and
interesting regions of decorrelaton are observed, particularly for the dijet selection. This suggests that a
combination of the two variables could lead to an improved performance.

The strong performance of using volatility as a discriminating variable has motivated the investi-
gation of its use in hadronically-decaying boosted object searches such as diboson and #f resonances.
Further future plans include the use of Q-jet distributions as event weights, which has been shown in
theoretical studies to improve the statistical significance of searches [2,45].
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