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Abstract

Invariant mass distributions of jet pairs (dijets) proddige LHC proton-proton colli-
sions at a center-of-mass energis = 7 TeV have been studied with the ATLAS detector
using a data set acquired in 2011 with an integrated lumipa$i0.81 fo-1. Dijet masses
up to~ 4.0 TeV are observed in the data, and no evidence of resonandegtion over
background is found. Improved limits have been set at 95% @lLséveral new physics
hypotheses: excited quarks are excluded for masses be3dWw2V, axigluons are excluded
for masses below 3.21 TeV, and color octet scalar resonameesxcluded for masses below
1.91 TeV.



1 Introduction

The Standard Model (SM) description of high energy protootgn (pp) collisions is based on the
framework of perturbative quantum chromodynamics (QCDjexe the most energetic collisions result
from the 2— 2 scattering of a pair of partons (quarks or gluons). Paremerging from the colli-
sion shower and hadronize, in the simplest case produciogetg of particles (a dijet) that may be
reconstructed to determine the dijet invariant masg, the mass of the two-parton system. Dijet mass
distributions may be searched for resonances indicatiagetfects of new phenomena localized near a
given mass.

Previous dijet mass distribution studies [1, 2, 3, 4, 5, @]have shown that this kind of analysis
is well suited to early searches at new colliders. Dijet ndisgibutions may be analyzed to search for
resonances indicating new physics, typically using daiteed background estimates that do not rely on
detailed QCD calculations.

The present study, in addition to new physics benchmarkd imsprevious ATLAS dijet analyses,
namely excited quark{) [9, 10], and axigluons [11, 12, 13], makes use of an addilitnypothetical
object: the color octet scalar (s8) model, one of many ptessikotic color resonance models [14]. Any
of these would appear as a resonant signal in the vicinithaf intrinsic mass.

The present study is based pp collisions at a center of mass (CM) energy of 7 TeV produced at
the CERN Large Hadron Collider (LHC) and measured by the ABLdetector, corresponding to an
observed integrated luminosity of 0.81 thcollected in 2011. The most stringent limits so far from the
ATLAS experiment based on dijet mass analysis come fromtthiies of the 2010 data corresponding to
36 pb ! integrated luminosity [8]. Excited quarks were excludetbde2.15 TeV, quantum black holes
below 3.67 TeV, and axigluons below 2.10 TeV.

A detailed description of the ATLAS detector has been ptielis elsewhere [15]. The detector
is instrumented over almost the entire solid angle arourdph collision point with layers of track-
ing detectors, calorimeters, and muon chambers. Jet nemsuats are made using a finely segmented
calorimeter system designed to efficiently detect the higgrgy jets that are the focus of this study.

The dijet mass;j, is derived from the vectorial sum of the four-momenta oftthie highestpr jets
in the event'. The data are binned imj; choosing bin-widths that are consistent with the detestgr
resolution so that binning effects do not limit the searats#i&vity. Since high mass dijets are of greatest
interest in these studies, kinematic criteria based on mitune and angular variables are applied to
increase the sensitivity to centrally produced high massmances.

The angular distribution for 2» 2 parton scattering is predicted by QCD in the parton CM frame
which moves along the beamline due to the differing momerftaictions (Bjorkenx) of the colliding
partons. IfE is the jet energy ang, is thez-component of the jet's momentum, the rapidity of the jet
is given byy = %In(?j—&). The rapidities of the two highegtr jets are denoted by, andy,, and the
corresponding rapidity in the parton CM frameyis= %(yl —VY2).

2 Jet reconstruction and event selection

Individual jets are reconstructed using the dqtjet clustering algorithm [16, 17] with the distance
parameteR = 0.6. The inputs to this algorithm are clusters of calorimetlsowith energy depositions
significantly above the measured noise. Jet four-momemta@mstructed by the vectorial addition of
cell clusters, treating each cluster as &, ) four-vector with zero mass. The jet four-momenta are
then corrected for the jet energy scale (JES) as a functiamp ahd py for various effects, the largest
of which are the hadronic shower response and detector iglatkstribution. This is done using a

1in the right-handed ATLAS coordinate system, the pseuddiigpn is defined ag) = -In tan(8/2), where the polar angle
0 is measured with respect to the LHC beamline. The azimuthgleap is measured with respect to theaxis, which points
toward the center of the LHC ring. Thzeaxis is parallel to the anti-clockwise beam viewed fromahd ransverse momentum
and energy are defined @s = psin@ andEr = E sin, respectively.



calibration scheme based on Monte Carlo (MC) studies imatutull detector simulation, and validated
with extensive test-beam [18] and collision data [19, 2(Q,s24dies. Measured dijet mass distributions
are not unfolded to account for resolution effects.

The current dijet data sample is the result of several stafesent selection, beginning with the
hardware trigger. ATLAS has a three-level trigger systerthhe first level trigger (L1) being custom-
built hardware and the two higher level triggers (HLT) bereglized in software. The triggers employed
for this study selected events that have at least one laagseverse energy deposition, with the transverse
energy threshold varying over the period of the data-takiaghe instantaneous luminosity of the LHC
pp collisions increased.

The mj; distribution is based on the lowest threshold unprescaetrigger. Due to the increased
LHC instantaneous luminosity, the nominal patthreshold for the current data set is 180 GeV, angl
is required to be greater than 717 GeV to attain full triggéciency.

Events are required to have at least one primary collisiotexedefined by more than four charged-
particle tracks. Events with at least two jets are retaifiélaiei next-to-leading jet satisfigs? > 30 GeV.
The 30 GeV threshold ensures that reconstruction is fufigieht for both leading jets. Events with a
poorly measured jet [22] witpr greater than 30% of thpr of the next-to-leading jet are vetoed to avoid
cases where such a jet would cause incorrect identificatidheotwo leading jets (rejecting less than
0.002% of the events).

Finally, events are selected if the two leading jets eacisfgain;| < 2.8 and the rapidity in the
parton CM frame satisfiely*| < 0.6. These criteria favor central collisions and have beemwshbased
on studies of expected signals and QCD background, to effigieptimize the signal-to-background in
the sample.

3 Comparing data to a smooth background

The observed dijet mass distribution is shown in Fig. 1. The spectrum is fit to the smooth
functional formf (x) = py(1—x)P2xPsPInX wherex= m;; /\/sand thep; are fit parameters. This ansatz
has been shown empirically to accurately model the stegfiipg QCD dijet mass spectrum [3, 4, 6, 8].
As noted earlier, the bin widths are consistent with thetdij@ss resolution, increasing from 50 to
~ 200 GeV for dijet masses from 0.85 to 4.5 TeV, respectively.

To determine the degree of consistency between the dathafittéd background, thg-value of the
fitis calculated using thg? test, determined from pseudoexperiments, as a goodndissttistic. The
resultingp-value is 0.35, indicating that there is no overall disagreet between data and the functional
form.

The plot appearing at the bottom of Fig. 1 is the bin-by-bgn#icance of deviations of data from the
prediction. It is formed by calculating-values in each bin as the first step. These are purely #tatist
and based on Poisson distributions. In the case of an extdssa in a given bin, thp-value represents
the probability to see an excess of that size or larger - vizsarsfor data being below the prediction. For
presentation purposes tipevalues are transformed into standard deviations by iategr of a Gaussian,
and plotted as positive for an excess in data, negativewtber Empty bins correspond to insignificant
deviations in either direction, with p-value larger than 0.50, and are therefore not drawn.

4 Searching for resonances

As a more sensitive test of new physics signals, thwBHUNTER algorithm [23, 24] is used to
establish the presence or absence of a resonance in thisuspedn the current implementation, the
BUMPHUNTER algorithm searches for the signal window with the most sigaint excess of events
above background. Starting with a two-bin window, the atfon increases the signal window and
shifts its location until all possible bin ranges, up to e mass range spanned by the data, have been
tested. The most significant departure from the smooth spact'‘bump”) is defined by the set of bins
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Figure 1. The observed (Data) dijet mass distribution (ilp@ints) fitted using a binned QCD back-
ground (Fit) distribution described by the smooth funcéibform (histogram). The bin-by-bin signif-
icance of the data-background difference is shown in theefopanel. Vertical lines show the most
significant excess found by theuBiPHUNTER algorithm: the two bins from 1.16 to 1.35 TeV.

that have the smallest probability of arising from a backige fluctuation assuming Poisson statistics.
The algorithm naturally accounts for the “trials factor” performing a series of pseudoexperiments
to determine the probability that random fluctuations in llaekground-only hypothesis would create
an excess as significant as the observed one anywhere indgbiwsp. To improve the background fit
before comparison to data, in cases whereythé¢est on the region with the biggest local excess yields
a p-value less than 0.01, this region is excluded, and a newgitiformed. This prevents any potential
new physics signal from biasing the background.

In Fig. 1, the most significant discrepancy identified by theM®@HUNTER algorithm is a 2-bin
excess in the dijet mass interval 1.16 to 1.35 TeV. phalue of observing an excess at least as large as
this, assuming a background-only hypothesis in the massvaitconsidered in this study, is 0.62. Based
on this test, we conclude that there is no evidence for a eesmnsignal in then;; spectrum.

5 New physics models

To establish exclusion limits and connect to previous ssidihree resonant new-physics hypotheses
have been simulated. For the first of these, excited qudrks}“tis assumed to have spin 1/2 and quark-
like couplings relative to those of the SBU(2), U (1), andSU(3) gauge groups, of = f' = fs=1,
respectively, and gg — g* production model [9, 10] is used. The compositeness sfdlis et to they*
mass. Signal events are produced using theH?A event generator, a leading-order parton-shower MC
generator, with the MRST2007LO* [25] parton distributiaimttions (PDF’s), with settings established
by the ATLAS default MC10 [26] Monte Carlo tune. The renoriralion and factorization scales are set
to the mearpr of the two leading jets. PTHIA is also used to decay the excited quarks to all possible SM
final states, which are predominantjg, but alsogW, gZ, andqy. The generated events have been passed
through the detailed simulation of the ATLAS detector [2¥hich uses the 6ANT4 package [28] for
simulation of particle transport, interactions, and decayhe simulated events are then reconstructed
in the same way as the data to produce predicted dijet masibudiwns that can be compared with the
observed distributions.

The second resonant model is axigluon production [11, 1PyiB3an interaction given by the La-
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wheregqcp is the QCD coupling anmﬁ is the axigluon field representing a massive state with axial
coupling to quarks. Parity conservation prevents the arigifrom coupling to two gluons. Parton-level
events are generated using theLCHEP Monte Carlo package [29], for chosen masses of the aiglu
These simulations show that the shape of the axigluon teenplithin the range 0.8 to 1.2 of its peak is
very similar to theg* signal template for all masses of interest. Therefore gtheesults are employed
again in this analysis. &cHEP is used to supply the theoretical cross section for angarégluon
mass for events within the above range. This narrow-widfir@pmation ignores the non-resonant tails
of the axigluon template. Knowing thgg cross section within the same range, the exclusion limit may
be determined, as described in more detail in later sections

The new resonant hypothesis introduced in the current sthdycolor octet scalar (s8) model, is a
prototype for many possible exotic colored resonances [Cdlor octet resonances can couple to gluons,
which have large parton luminosity at the LHC. One possibleraction is

K
fgg8 _ gQCDdABC/\_SsﬁFuBVFQuV ’ (2)

whereS} is the color octet scalar fields is the scalar coupling (assumed to be of order un'g%bD =
4mas is the QCD coupling associated with the gluon field, @i is the SU(3) isoscalar factor\s
is the new physics scale which is set to the resonance rvags, This model leads to a very simple
event topology, with two gluons in the initial and final s&teirectly yielding highpr dijets. MAD-
GRAPH 5 [30] is used to generate parton level eventsT#A with CTEQ6L1 PDF’s is used in this
generation, with the ATLAS MCO09’ tune [31]. As with thgfF MC samples, these samples have been
processed through full ATLAS detector simulation.

The color octet scalar resonance cross section as a furwitibly, given by MAD GRAPH is shown
in Table 1.

Table 1: Color octet scalar cross sections

Mg, [Tev] | Width [Gev] | O [pb]

1.0 157.0 83.8

1.3 197.9 12.3

1.5 224.8 3.92

1.7 251.3 1.35

2.0 290.5 0.306

2.5 354.8 0.0324

3.0 417.8 0.447x 102
35 479.9 0.827x 103
4.0 541.2 0.209x 103

6 Model dependent limit setting

In the absence of any observed significant discrepancy hélzéro-signal hypothesis, the Bayesian
method documented in [8] is used to set 95% credibilityll€@) upper limits. Bayesian credibility
intervals are set by defining a posterior probability dgnim the likelihood function for the observed

4



mass spectrum, obtained by a fit to the background functifomal, and a signal shape derived from MC
calculations. A prior probability density constant in atigitive values of signal cross section, and zero
at negative cross sections, is used. The posterior pratyaikithen integrated to determine the 95% CL
for a given range of models, usually parameterized by thesrofthe resonance. The Bayesian approach
is employed as it simplifies the treatment of systematic tacgies.

Limits are determined oo x <7, the product of the production cross section and acceptimce
hypothetical new particle decaying into dijets. The acaerpé calculation includes all reconstruction
steps described above, and assumes that trigger effictean@enear 100%.

The effects of systematic uncertainties due to the lumipasid the JES have been included in this
analysis. The effect of the jet energy resolution (JER) tiagdy is found to be negligible. The lumi-
nosity uncertainty for 2011 data is 4.5%, based on the 20dinlosity calibration [32] which has been
updated for 2011 data by using the ATLAS forward and scatiitig tile calorimeters. The systematic
uncertainty on the JES was taken from 2010 data [33] analgsdhas been adapted to the 2011 analysis
taking into account in particular the new event pileup ctiods (described below). The background pa-
rameterization uncertainty is handled as described irnd®]ng the uncertainties from the background fit
results. These uncertainties are incorporated into thiysindy varying all sources according to Gaus-
sian probability distributions and convolving them witletBayesian posterior probability distribution.
Credibility intervals are then calculated numericallyrfraéhe resulting convolutions.

In 2011, the instantaneous luminosity has risen to a leverevdetailed corrections must be made
for events whose presence affects the measurement ofroater energy depositions associated with the
hard-scattering event under study, referred to collelstias “pileup”. All MC samples have included
a Poisson distributed number of MC minimum bias events adiol¢lde hard interaction to account for
“in-time” pileup caused by additional events in the samedbucrossing. Further account must be taken
of “out-of-time” pileup originating from events in buncheseceding or following the one of interest
in combination with the long response time of the liquid Angcalorimeters. With the 50 ns bunch
spacing in the LHC for these data, up to 12 preceding bunchésl& following bunches contribute
to out-of-time pileup. While conditions modelled in MC aelistic, they do not perfectly match data
due to bunch train structure and instantaneous luminoaitiations in the LHC. To remedy this, the MC
events are reweighted to remove these residual differecm®pared to data. Following this procedure
the pileup description in MC is sufficiently good that no duatgtial uncertainty on the JES is required for
jets with pr > 100 GeV.

The results of the Bayesian limit setting are shown in Fig-ig. 2(a) shows the results for excited
quarks and axigluons, using the same analyses as weredhppl®10 data. Fog* the expected mass
limit at 95% CL is 2.77 TeV, and the observed limit is 2.91 TeV.

As in 2010, the axigluon results are based onghe x o7 limit curves using the methods described
in detail in Section VII. Theg* acceptances/, ranges from 37 to 51% famg: from 0.8 to 5.0 TeV,
respectively, due to selection criteria; and is never latlvan 47% above 1.1 TeV. The loss of acceptance
comes mainly from the rapidity requirements, which ensheg the candidate events have a high signal-
to-background ratio. The expected axigluon mass limit & @4 is 3.02 TeV, and the observed limit is
3.21 TeV.

Fig. 2(b) shows ther x .« limit setting for color octet resonances, performed herdtie first time
in ATLAS. As in the g* analysis, this study is based on fully simulated MC samplEse expected
mass limit at 95% CL is 1.71 TeV, and the observed limit is ITBY. Since the color octet scalar cross
section decreases rapidly with; these limits are considerably lower than those for excitgarks and
axigluons.

For all three models used in the current study, if systematimertainties had not been included the
exclusion limits would be about 60 GeV higher.
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(a) Excited-quark and axigluon models. (b) Color octet scalar model.

Figure 2: Limit setting usingr x <7 theory curves for (a) excited quarks (blue dashed) and @i
(green dot-dashed), and (b) color octet scalar resonabtgs dashed). Black filled circles are the 95%
CL upper limit from data foro x .7 as a function ofn;;. The black dotted curve shows the 95% CL
upper limit expected from Monte Carlo and the light and daekow shaded bands represent the 68%
and 95% contours of the expected limit, respectively. Foivargnew physics model, the observed
(expected) limit occurs at the crossing of dsx </ curve with the observed (expected) 95% CL upper
limit curve.

7 Model independent limit setting

A final resonance analysis has been applied to the curreatstat the more model-independent
signal template used previously [8], which is a Gaussiafilprawith means ranging from 0.9 to 4.0 TeV
and with the widthg, varying from 5% to 15% of the mean.

As in model dependent limit setting, systematic unceriénare treated using pseudoexperiments
to marginalize the posterior probabilities that depend arameters subject to systematic uncertainty.
Given that the decay of the dijet final state has not been rteatjelssuming only that the resulting dijet
width is Gaussian in shape, the treatment of the JES is adjust modelling it as an uncertainty of at
most 4% in the central value of the Gaussian signal.

The results ofo x 7 limit setting for the Gaussian template model are shown o Bi These
limits may be utilized for another new physics model with thowing procedure: (1) Compute the
acceptancey using a standard MC calculation while applying thepgetandy requirements used in the
current analysis to determine the expected signal shapg;in(2) Since a Gaussian signal shape has
been assumed in determining the limits, any long tailsjpshould be removed. The recommendation
is to retain events witim;; between 0.8 and 1.2 times the simulated mass. Determine ¢ae mass,
m, and the width,gn, of this truncated signal. (3) The fraction of MC events suing these first two
procedures is the estimate of the modified acceptasaggg. (4) From Fig. 3, or a corresponding table,
usem to pick the nearest mass point, rounding down to be conseeva{c) For this mass point, pick
a Gaussian widtlwgaussiaf Meaussianthat is well contained in the truncated mass range. ipra good
choice wason, = (1.2nm-0.8m)/5 so that 95% of the Gaussian spans QL‘S‘L”. Use this value to pick the
closestogaussiadMcaussiancurve, rounded up to be conservative. (6) The chosen valtei®5% CL
upper limit in pb, corresponding to accepted events. Udimgtheoretical cross section given by the
model, compare this tOrheory x BRX &mog.
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Figure 3: The 95% CL upper limits oo x </ for a simple Gaussian resonance decaying to dijets as
a function of the mean mass), for four values ofogaussia M, taking into account both statistical and
systematic uncertainties.

This procedure works because most resonances are apptekin@aussian near the core, and the
tails are buried under background. It also may be appliedttop-level simulations because tests have
established that uncertainties due to detector resolatiersmaller than those associated with this limit
setting method.

8 Conclusion

The dijet mass distribution has been measured by the ATLAS®r@xent spanning dijet masses up
to ~ 4.0 TeV using 0.81 fb! of 7 TeV pp collision data taken in 2011. It is in good agreement with a
smooth function as expected from the SM, and there is no re@®r resonance production. Therefore,
stringent 95% CL mass limits have been determined, as suizgdan Table 2. As in previous studies,
all limits are set using Bayesian methodology, and systieratcertainties are included in the analysis.
For excited quarks and axigluons, the current results ektae limits obtained with the 2010 data by
approximately one TeV. Exclusion limits on color octet scaksonances have been established for the
first time in ATLAS.

Table 2: The 95% CL mass lower limits for the models examimethis study. All limit analyses are
Bayesian, and include systematic uncertainties.

Model 95% CL Limits (TeV)
Expected Observed
Excited Quarlkg* 2.77 2.91
Axigluon 3.02 3.21
Color Octet Scalar 1.71 191
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Appendix: Additional M aterial
Trigger studies have been done to establish the 99% efficigiat for all triggers used in the current
analysis. One example is Fig. 4, the efficiency plot for tt&9jjet trigger.
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Figure 4: Efficiency of the EF j180 trigger as a functionnaf.

A correction has been implemented for a read-out defectaridgfuid-argon calorimetry. In a signifi-
cant part of current 2011 data, a hardware problem causeaftiie electromagnetic barrel calorimeter
to not be read out. Studies of the JetETmiss Performanceddauntify the region where jets are sig-
nificantly impacted astp from -0.88 to -0.5 and) from -0.1 to 1.5. Affected jets have been found on
average to lose 20-30% of their energy, as well as to suften feterioration of the jet energy and an-
gular resolution. Official recommendations are appliedicilare for the moment to treat jets as “ugly”
if they fall within the above region. In the dijet analysislygets cause an event to be rejected if they
have more than 30% of ther of the next-to-leading jet. This leads to a loss of statistio the order of
0.002%.
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Excited quark resonances due to new phenomena would appdamaps above the QCD back-
ground. For illustration, Fig. 5 shows excited quark masgiates superimposed on tirg; distribution
in the current data set. BWPHUNTER analysis of them;; distribution in the current data set shows that
the most discrepant interval is from 1162 to 1350 GeV. Pha&lue associated with this fluctuation is
0.62, consistent with QCD.

2, E
= 10 \s=7TeV, [Ldt=0.81 fo2
>
Zo e Data
10 Fit
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P g*(2750)
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ATLAS Preliminary
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Eeo lo oo beve v v e v v o Lo
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Reconstructed m; [GeV]

significance
oN

Figure 5: The observed (Data) dijet mass distribution ilpints) fitted using a binned QCD back-
ground (Fit) distribution described by the smooth funcéibform (histogram). The bin-by-bin signifi-
cance of the data-background difference is shown in therlpamrel. For illustration, excited quark mass
templates have been superimposed on the data.
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Fig. 6(a), the BBMPHUNTER tomography plot, shows the significance of each mass iriteBach
red line corresponds to a mass intervadakis). They-axis position of each line corresponds to the
Poissonp-value of seeing as many data as were seen in that mass Intgvea the expected number of
events in the same interval. ThesBPHUNTER tries all intervals, from narrow to wide, and in the end it
keeps the one at the bottom, which is the most unlikely to segstatistical fluctuation. From the above
tomography we conclude that there is no other region comgetith the most discrepant one.

Fig. 6(b) shows the likelihood analysis used to determiegtiialue for the most discrepant interval
in them;; distribution.
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(a) BuMPHUNTER scan tomography of themj; distribu- (b) Likelihood analysis used to calculate tpevalue in
tion. the interval of interest in then;; distribution.

Figure 6: BJIMPHUNTER analysis

Gaussian signal templates have been used to set modekimdisgt limits ono x 7 in the current
data. The 95% CL limits shown in Fig. 3 are listed in Table 3adsnction of dijet resonance mass
expressed in terms af/m after all event selection criteria have been applied. VEtm&tion in these limits
as a function of mass and width reflects the statistical fatans of data in the binnea;; distribution
used to set them.
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Table 3: The 95% CL upper limit oa x .« [pb] for the Gaussian model. The symbatg andog are,
respectively, the mean mass and RMS width of the Gaussian.

MG 0G/Ma

(GeV) | 5% 7% 10%  15%
900 |0.73 085 11 16
950 | 069 0.80 1.1 1.8
1000 | 0.65 0.72 1.1 22
1050 | 0.59 0.77 1.2 21
1100 | 064 083 1.2 18
1150 | 0.67 0.84 11 1.7
1200 | 0.67 0.81 1.1 15
1250 | 065 0.75 092 1.3
1300 [ 059 068 079 1.1
1350 | 0.49 053  0.66 0.87
1400 | 033 040 054 0.73
1450 | 0.25 0.32 045 0.53
1500 | 0.25 029  0.36 0.32
1550 | 0.23 025  0.27 0.20
1600 [ 020 019  0.20 0.16
1650 | 0.16 0.16  0.14 0.14
1700 | 0.13 0.12 011 0.12
1750 | 0.088 0.084 0.089 0.12
1800 | 0.062 0.066 0.079 0.11
1850 | 0.055 0.064 0.078 0.11
1900 | 0.059 0.066 0.079 0.10

1950 | 0.059 0.067 0.081 0.094
2000 | 0.058 0.070 0.081 0.089
2100 | 0.060 0.067  0.096 0.082
2200 | 0.062 0.062 0.067 0.066
2300 | 0.054 0.062  0.056 0.05f
2400 | 0.044 0.045 0.048 0.040
2500 | 0.033 0.036  0.039 0.03#
2600 | 0.028 0.030 0.029 0.02F
2700 | 0.019 0.019 0.022 0.021L
2800 | 0.014 0.016 0.016 0.018
2900 | 0.012 0.012 0.014 0.015
3000 | 0.009 0.010 0.012 0.01b
3200 | 0.008 0.009 0.010 0.012
3400 | 0.008 0.008 0.009 0.01p
3600 | 0.007 0.007 0.008 0.009
3800 | 0.006 0.007  0.007 0.008
4000 | 0.006 0.006  0.006 0.00f
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