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Abstract

This document is intended as a study of benchmark cros®eedit the LHC
(at 7 TeV) at NLO using modern PDFs currently available frdra 6 PDF
fitting groups that have participated in this exercise. $balontains a succinct
user guide to the computation of PDFs, uncertainties anceledions using
available PDF sets.

A companion note provides an interim summary of the currenbmmenda-
tions of the PDF4LHC working group for the use of parton distiion func-
tions (PDFs) and of PDF uncertainties at the LHC, for crostiae and cross
section uncertainty calculations.



Contents

1

2.

Introduction 4
PDF determinations - experimental uncertainties E
2.1 Features, tradeoffs and choices . . . . . . . . . . . e e e e e DS
211 DAtaSel. . . oot 0 s
2.12 Statistical treatment. . . . . . . . . .. e (%
2.13 Parton parametrization . . . . . . . .. .. e 6
2.2 PDFdeliveryandusage . . . . . . . . . e e i [t
2.21 Computation of Hessian PDF uncertainties . . . . . ... ... ... ... [¥
2.22  Computation of Monte Carlo PDF uncertainties . . . . . ...... . .. .. .. (B
PDF determinations - Theoretical uncertainties
3.1 Thevalue ofyg anditsuncertainty . . . . . . .. ... ... 0. 110
3.2 Computation of PDR#, uncertainties . . . . . . . ... ... ... ... ... .. 11
3.21 CTEQ-Combined PDF and, uncertainties . . . . . ... ... ....... [12
3.22 MSTW - Combined PDF angl, uncertainties . . . . . ... .......... [112
3.23 HERAPDF «y, model and parametrization uncertainties . . . .. .. ... [] 13
3.24 NNPDF - Combined PDF and, uncertainties . . . . ... ... ... ..... DlB
PDF correlations
4.1 PDF correlations in the Hessian approach . . . . . . .. .. ... ... ...... [1b
4.2 PDF correlations in the Monte Carloapproach . . . . . . . ...... . ... ... ... [1l7
The PDFALHC benchmarks 16
5.1 Comparison between benchmark predictions . . . . . . .. ... ... ....... | 19
5.2 Tables of results from €ach PDESEt . . . . . o v et e e e e e 2P
521 ABMKO9NLOSFlavours . . . . . . . . . .. . . e 22
5.22  CTEQB.6 . . . o o oo oo e e e ] 24
523 GJR . o o e L] 26
524 HERAPDF1.0 . . . . . . . e [] 27
525  MSTW2008 . . . . . . oottt [] 28
526 NNPDF2.0 . . . oot oo o L] 29
5.3 Comparison ofV ™, W, Z° rapidity distributions . . . . . ... ... ... .. .... [l31
Summary Bl



1. Introduction

The LHC experiments are currently producing cross secfimms the 7 TeV data, and thus need accurate
predictions for these cross sections and their uncerégirai NLO and NNLO. Crucial to the predictions
and their uncertainties are the parton distribution fuoredi (PDFs) obtained from global fits to data from
deep-inelastic scattering, Drell-Yan and jet data. A numddeyroups have produced publicly available
PDFs using different data sets and analysis frameworksotie of the charges of the PDF4LHC working
group to evaluate and understand differences among the BB kosbe used at the LHC, and to provide
a protocol for both experimentalists and theorists to useRDF sets to calculate central cross sections
at the LHC, as well as to estimate their PDF uncertainty. Thisent note is intended to be an interim
summary of our level of understanding of NLO predictionstasfirst LHC cross sections at 7 TeV are
being producea The intention is to modify this note as improvements in datderstanding warrant.

For the purpose of increasing our quantitative understandif the similarities and differences
between available PDF determinations, a benchmarkingiseebetween the different groups was per-
formed. This exercise was very instructive in understagcimany differences in the PDF analyses:
different input data, different methodologies and craeior determining uncertainties, different ways
of parametrizing PDFs, different number of parametrized=Bdifferent treatments of heavy quarks,
different perturbative orders, different ways of treating (as an input or as a fit parameter), different
values of physical parameters suchcaasitself and heavy quark masses, and more. This exercise was
also very instructive in understanding where the PDFs agreewhere they disagree: it established a
broad agreement of PDFs (and uncertainties) obtained fiatian $bts of comparable size and it singled
out relevant instances of disagreement and of dependertbe oésults on assumptions or methodology.

The outline of this interim report is as follows. The firstdbrsections are devoted to a description
of current PDF sets and their usage. In Sedt. 2. we preseataienodern PDF determinations, with
special regard to the way PDF uncertainties are determirféicst we summarize the main features
of various sets, then we provide an explicit users’ guidettier computation of PDF uncertainties. In
Sect[3. we discuss theoretical uncertainties on PDFs. ¥terfiroduce various theoretical uncertainties,
then we focus on the uncertainty related to the strong cogpiind also in this case we give both a
presentation of choices made by different groups and a’ugeide for the computation of combined
PDF+a, uncertainties. Finally in Se¢t]4. we discuss PDF cormtetiand the way they can be computed.

In Sect[J. we introduce the settings for the PDF4LHC bencksnan LHC observables, present
the results from the different groups and compare theiriptieths for important LHC observables at 7
TeV at NLO. In Sect_6. we conclude and briefly discuss praspec future developments.

1Comparisons at NNLO foW/,Z and Higgs production can be found in réfl [1]
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2. PDF determinations - experimental uncertainties

Experimental uncertainties of PDFs determined in global (isually called “PDF uncertainties” for
short) reflect three aspects of the analysis, and differusexaf different choices made in each of these
aspects: (1) the choice of data set; (2) the type of uncéytaistimator used which is used to deter-
mine the uncertainties and which also determines the wayhichwPDFs are delivered to the user; (3)
the form and size of parton parametrization. First, we byrieiscuss the available options for each
of these aspects (at least, those which have been explorétebyarious groups discussed here) and
summarize the choices made by each group; then, we providease user guide for the determina-
tion of PDF uncertainties for available fits. We will in padiar discuss the following PDF sets (when
several releases are available the most recent publishesl ane given in parenthesis in each case):
ABKM/ABM [2,] 8], CTEQ/CT (CTEQ6.6[[4], CT10.[5]), GJR |6,/ 7THERAPDF (HERAPDF1.0[8]),
MSTW (MSTWO08 [9]), NNPDF (NNPDF2.0[10]). There is a signditt time-lag between the develop-
ment of a new PDF and the wide adoption of its use by experimheotlaborations, so in some cases,
we report not on the most up-to-date PDF from a particulangrdut instead on the most widely-used.

2.1 Features, tradeoffs and choices
2.11 Data Set

There is a clear tradeoff between the size and the consjstfng data set: a wider data set contains
more information, but data coming from different experimaray be inconsistent to some extent. The
choices made by the various groups are the following:

e The CTEQ, MSTW and NNPDF data sets considered here inclutte ddectroproduction and
hadroproduction data, in each case both from fixed-targegtcatlider experiments. The electro-
production data include electron, muon and neutrino deegastic scattering data (both inclusive
and charm production). The hadroproduction data includglfan (fixed target virtual photon
and colliderW and Z production) and jet producticﬁ

e The GJR data set includes electroproduction data from fiaegkt and collider experiments, and
a smaller set of hadroproduction data. The electroprodnctiata include electron and muon
inclusive deep—inelastic scattering data, and deepstieleharm production from charged leptons
and neutrinos. The hadroproduction data includes fixedetatrtual photon Drell-Yan production
and Tevatron jet production.

e The ABKM/ABM data sets include electroproduction from fixiagiget and collider experiments,
and fixed—target hadroproduction data. The electroproaluadata include electron, muon and
neutrino deep—inelastic scattering data (both inclusivé eharm production). The hadropro-
duction data include fixed—target virtual photon Drell-Yamoduction. The most recent version,
ABM10 [11], includes Tevatron jet data.

e The HERAPDF data set includes all HERA deep-inelastic sickidata.

2.12 Statistical treatment

Available PDF determinations fall in two broad categorigmise based on a Hessian approach and those
which use a Monte Carlo approach. The delivery of PDFs i#fit in each case and will be discussed
in Sect[2.P.

Within the Hessian method, PDFs are determined by minimiaisuitable log-likelihood? func-
tion. Different groups may use somewhat different definisiof 2, for example, by including entirely,

2Although the comparisons included in this note are only aOke note that, to date, the inclusive jet cross sectiorikeinl
the other processes in the list above, has been calculatgdooNLO, and not to NNLO. This may have an impact on the
precision of NNLO global PDF fits that include inclusive jeitd.



or only partially, correlated systematic uncertaintieshild some groups account for correlated uncer-
tainties by means of a covariance matrix, other groups se@ie correlated systematics (specifically but
not exclusively normalization uncertanties) as a shift atiagd with a penalty term proportional to some
power of the shift parameter added to t{te The reader is referred to the original papers for the pescis
definition adopted by each group, but it should be born in ntived because of all these differences,
values of they? quoted by different groups are in general only roughly corapke.

With the covariance matrix approach, we can defife= x-— — 3, (di — di)covij(dj — dj), d;
are data/; theoretical predictions)Ng,; is the number of data points (note the inclusion of the factor
N— in the definition) andov;; is the covariance matrix. Different groups may use someuwtitgrent
definitions of the covariance matrix, by including entirelyonly partially correlated uncertainties. The
best fit is the point in parameter space at whichis minimum, while PDF uncertainties are found
by diagonalizing the (Hessian) matrix of second derivativéthey? at the minimum (see Fi@l 1) and
then determining the range of each orthonormal Hessiamedgtor which corresponds to a prescribed
increase of the ? function with respect to the minimum.

In principle, the variation of thg? which corresponds to a 68% confidence (one sigmA)i$ =
1. However, a larger variatiolhy? = T2, with T > 1 a suitable “tolerance” parameter [12, 13] 14]
may turn out to be necessary for more realistic error eseémér fits containing a wide variety of in-
put processes/data, and in particular in order for eaclhvidail experiment which enters the global fit
to be consistent with the global best fit to one sigma (or sotheralesired confidence level such as
90%). Possible reasons why this is necessary could beddiatgata inconsistencies or incompatibili-
ties, underestimated experimental systematics, inseiffilyi flexible parton parametrizations, theoretical
uncertainties or approximation in the PDF extraction. Atgemt, HERAPDF and ABKM us&y? = 1,
GJR usedl’ = 4.7 at one sigma (corresponding 70 ~ 7.5 at 90% c.l.), CTEQ®6.6 use€t = 10 at
90% c.l. (corresponding t®' ~ 6.1 to one sigma) and MSTWO08 uses a dynamical tolerance [9]ai.e.
different value ofI’ for each eigenvector, with values for one sigma ranging fifors 1 to 7" ~ 6.5 and
most values being < T < 5.

Within the NNPDF method, PDFs are determined by first prady@ Monte Carlo sample of
N:.p pseudo-data replicas. Each replica contains a number ofgpegual to the number of original data
points. The sample is constructed in such a way that, in thié IV, — oo, the central value of the
i-th data point is equal to the mean over tNg,, values that the-th point takes in each replica, the
uncertainty of the same point is equal to the variance owverdplicas, and the correlations between any
two original data points is equal to their covariance over tbplicas. From each data replica, a PDF
replica is constructed by minimizing@® function. PDF central values, uncertainties and corrateti
are then computed by taking means, variances and covasiavee this replica sample. NNPDF uses
a Monte Carlo method, with each PDF replica obtained as thenmin y? which satisfies a cross-
validation criterion [15| 10], and is thus larger than thes@bte minimum of the . This method has
been used in all NNPDF sets from NNPDF1.0 onwards.

2.13 Parton parametrization

Existing parton parametrizations differ in the number of3Owhich are independently parametrized
and in the functional form and number of independent pararasetsed. They also differ in the choice of
individual linear combinations of PDFs which are paramzetii In what concerns the functional form,
the most common choice is that each PDF at some referenee(gg#d parametrized as

fi(z, Qo) = Na®i(1 — z)Pi g;(x) (1)

whereg;(x) is a function which tends to a constant both for— 1 andz — 0, such as for instance
gi(x) = 1+ ¢;\/r + D;x + E;2?> (HERAPDF). The fit parameters arg, 3; and the parameters i.



Some of these parameters may be chosen to take a fixed vatiel{ig zero). The general form E@Q] (1)
is adopted in all PDF sets which we discuss here except NNRDBDIEh instead lets

fi(z, Qo) = ¢i(x) NN;(z) (2)

whereN N;(z) is a neural network, and(z) is is a “preprocessing” function. The fit parameters are the
parameters which determine the shape of the neural netadis(3-1 feed-forward neural network for
NNPDF2.0). The preprocessing function is not fitted, buteathosen randomly in a space of functions
of the general form Eq[{2) within some acceptable range®pdrameters; ands;, and withg; = 1.

The basis functions and number of parameters are the faltpwi

¢ ABKM parametrizes the two lightest flavours and antiflavoting total strangeness and the gluon
(five independent PDFs) with 21 free parameters.

e CTEQS6.6 and CT10 parametrize the two lightest flavours atiflawours the total strangeness and
the gluon (six independent PDFs) with respectively 22 anfi&6parameters.

o GJR parametrizes the two lightest flavours and antiflavondstiae gluon with 20 free parameters
(five independent PDFs); the strange distribution is assuimée either proportional to the light
sea or to vanish at a low scal® < 1 GeV at which PDFs become valence-like.

e HERAPDF parametrizes the two lightest flavoursthe combinationl + 5 and the gluon with 10
free parameters (six independent PDFs), strangenessuimiadgo be proportional to thédistri-
bution; HERAPDF also studies the effect of varying the forhihe parametrization and of and
varying the relative size of the strange component and tbtexichine a model and parametrization
uncertainty (see Sect.3123 for more details).

e MSTW parametrizes the three lightest flavours and antiflessand the gluon with 28 free param-
eters (seven independent PDFs) to find the best fit, but 8 &ddiked in determining uncertainty
eigenvectors.

o NNPDF parametrizes the three lightest flavours and antifie/and the gluon with 259 free pa-
rameters (37 for each of the seven independent PDFs).

2.2 PDF ddivery and usage

The way uncertainties should be determined for a given PD&eggends on whether it is a Monte Carlo
set (NNPDF) or a Hessian set (all other sets). We now desthib@rocedure to be followed in each
case.

2.21 Computation of Hessian PDF uncertainties

For Hessian PDF sets, both a central set and error sets ae. gihe number of eigenvectors is equal
to the number of free parameters. Thus, the number of errdfsHB equal to twice that. Each error
set corresponds to moving by the specified confidence lenel $igma or 90% c.l.) in the positive or
negative direction of each independent orthonormal Hassigenvector.

Consider a variablé; its value using the central PDF for an error set is givenXy X" is the
value of that variable using the PDF corresponding to thé direction for the eigenvectoi, and X
the value for the variable using the PDF corresponding td thedirection.

N
AX e = D [max(X;m — Xo, X; — Xo,0)]?

max

1] I

AX .. = [maz(Xo — X;7, Xo — X;,0)]2 (3)

i=1



2-dim (i,j) rendition of d-dim (~16) PDF parameter space

3 2
contours of constant global
u;: eigenvector in the I-direction
p(i): point of largest a; with tolerance T i

()

(i) 8o global minimum

diagonalization and ‘
—_—> N
rescaling by —
. . %
the iterative method

» Hessian eigenvector basis sets

a;
_—

(a) (b)
Original parameter basis Orthonormal eigenvector basis

Fig. 1: A schematic representation of the transformati@mfithe PDF parameter basis to the orthonormal eigenvector ba
sis [13].

AXT adds in quadrature the PDF error contributions that lead in@ease in the observahlég,
and A X~ the PDF error contributions that lead to a decrease. Theiaddi quadrature is justified by
the eigenvectors forming an orthonormal basis. The sumasalV/V eigenvector directions. Ordinarily,
one of X;¥ — X, andX;” — X, will be positive and one will be negative, and thus it is @as to which
term is to be included in each quadratic sum. For the higherbmus (less well-determined) eigenvectors,
however, the 4" and “—"eigenvector contributions may be in the same directiorthla case, only the
more positive term will be included in the calculation&fX ™ and the more negative in the calculation
of AX™ [24]. Thus, there may be less thah non-zero terms for either thet” or “ —" directions. A
symmetric version of this is also used by many groups, giwetihbe equation below:

(4)

In most cases, the symmetric and asymmetric forms give \iemjes results. The extent to which
the symmetric and asymmetric errors do not agree is an itidicaf the deviation of the? distribution
from a quadratic form. The lower number eigenvectors, apoading to the best known directions in
eigenvector space, tend to have very symmetric errors,evthé higher number eigenvectors can have
asymmetric errors. The uncertainty for a particular obable then will (will not) tend to have a quadratic
form if it is most sensitive to lower number (higher numbegesvectors. Deviations from a quadratic
form are expected to be greater for larger excursions, ae9®%.c.l. limits than for 68% c.l. limits.

The HERAPDF analysis also works with the Hessian matrix nitedi experimental error PDFs in
an orthonormal basis as described above. The symmetriafariig[4 is most often used to calculate the
experimental error bands on any variable, but it is posgiblese the asymmetric formula as for MSTW
and CTEQ. (For HERAPDFL1.0 these errors are providetk#t c.l. in the LHAPDF file: HERAPDF10
EIG.LHgrid).

Other methods of calculating the PDF uncertainties indépenof the Hessian method, such as
the Lagrange Multiplier approach [112], are not discusseaé.he

2.22 Computation of Monte Carlo PDF uncertainties

For the NNPDF Monte Carlo set, a Monte Carlo sample of PDF#&/eng The expectation value of any
observableF[{q}] (for example a cross—section) which depends on the PDFsriputed as an average
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over the ensemble of PDF replicas, using the following nrdstenula:

Nrep

Z Fl{g™] (5)

I‘Opk, 1

(F{at)

where N, is the number of replicas of PDFs in the Monte Carlo ensenitie. associated uncertainty
is found as the standard deviation of the sample, accorditigetusual formula

Nrep 2 2 2
oF = <ﬁ ((Fl{a}?) - (Fl{a}) ))

1 Nrep ) 1/2
B (mz(ﬂ{q<’“)}J—<ﬂ{q}]>)> . ©

k=1

These formulae may also be used for the determination ofalar@lues and uncertainties of the parton
distribution themselves, in which case the functioffalis identified with the parton distribution :
F[{q}] = ¢. Indeed, the central value for PDFs themselves is given by

1 Nrcp
=l =5—> V. ©)
rep =y

NNPDF provides both sets a¥,., = 100 and V,, = 1000 replicas. The larger set ensures
that statistical fluctuations are suppressed so that evdly-stlaped probability distributions such as
non-gaussian or asymmetric ones are well reproduced, anel detailed features of the probability dis-
tributions such as correlation coefficients or uncertamtn uncertainties can be determined accurately.
However, for most common applications such as the detetimmaf the uncertainty on a cross section
the smaller replica set is adequate, and in fact centrakgaban be determined accurately using a yet
smaller number of PDFs (typicall¥,., ~ 10), with the full set of V¢, ~ 100 only needed for the
reliable determination of uncertainties.

NNPDF also provides a set 0 in the NNPDE200.LHgrid LHAPDF file, as in previous releases
of the NNPDF family, while replicas 1 to 100 correspond to Pfeks 1 to 100 in the same file. This set
0 contains the average of the PDFs, determined usind Eqin(@jher words, set 0 contains the central
NNPDF prediction for each PDF. This central prediction canused to get a quick evaluation of a
central value. However, it should be noticed that for &fyq}] which depends nonlinearly on the PDFs,
(FI{q}]) # F[{¢'@}]. This means that a cross section evaluated from the certria sot exactly equal
to the central cross section (though it will be for exampledeep-inelastic structure functions, which
are linear in the PDFs). Hence, use of the 0 set is not recomeaefor precision applications, though
in most cases it will provide a good approximation. Note thaitg(®) should not be included when
computing an average with E@l (5), because it is itself diyesn average.

Equation[(6) provides the 1-sigma PDF uncertainty on a géneantity which depends on PDFs.
However, an important advantage of the Monte Carlo methdtias one does not have to rely on a
Gaussian assumption or on linear error propagation. As aemprence, one may determine directly a
confidence level: e.g. a 68% c.l. fdf[{q}] is simply found by computing thé&/,., values of ¥ and
discarding the upper and lower 16% values. In a general mosgian case this 68% c.l. might be
asymmetric and not equal to the variance (one—sigma umugita For the observables of the present
benchmark study the 1-sigma and 68% c.l. PDF uncertaintiesout to be very similar and thus only
the former are given, but this is not necessarily the case general. For example, the one sigma error
band on the NNPDF2.0 largegluon and the smalt strangeness is much larger than the corresponding
68% CL band, suggesting non-gaussian behavior of the pililalistribution in these regions, in which
PDFs are being extrapolated beyond the data region.



3. PDF determinations - Theoretical uncertainties

Theoretical uncertainties of PDFs determined in globatétiect the approximations in the theory which
is used in order to relate PDFs to measurable quantities.stittly of theoretical PDF uncertainties is
currently less advanced that that of experimental unceim, and only some theoretical uncertainties
have been explored. One might expect that the main theakeatitcertainties in PDF determination
should be related to the treatment of the strong interactionparticular to the values of the QCD
parameters, specifically the value of the strong couplipgand of the quark masses. andm,; and
uncertainties related to the truncation of the perturleaxpansion (commonly estimated through the
variation of renormalization and factorization scalesiirtker uncertainties are related to the treatment
of heavy quark thresholds, which are handled in various vigydifferent groups (fixed flavour number
vs. variable flavour number schemes, and in the latter cdBeradit implementations of the variable
flavour number scheme), and to further approximations sad¢hewuse ofi -factor approximations. Fi-
nally, more uncertainties may be related to weak interagbarameters (such as thié mass) and to the
treatment of electroweak effects (such as QED PDF evol{fi6h).

Of these uncertainties, the only one which has been expkysttmatically by the majority of
the PDF groups is the; uncertainty. The wayy; uncertainty can be determined using CTEQ, HER-
APDF, MSTW, and NNPDF will be discussed in detail below. HBER¥ also provides model and
parametrization uncertainties which include the effecvardying m; andm., as well as the effect of
varying the parton parametrization, as will also be diseddselow. Sets with varying quark masses and
their implications have recently been made available by MJI7], the effects of varyingn. andm,
have been included by ABKM [2] and preliminary studies of #ffect of m;, andm,. have also been
presented by NNPDI-[18]. Uncertainties related to factditn and renormalization scale variation and
to electroweak effects are so far not available. For the lieacking exercise of Se€lc]5., results are given
adopting common values of electroweak parameters, andsttdae common value of; (though values
for other values oty are also given), but no attempt has yet been made to benchiheadther aspects
mentioned above.

3.1 Thevalueof ag and itsuncertainty

We thus turn to the only theoretical uncertainty which hasrbstudied systematically so far, namely
the uncertainty om,;. The choice of value ofi, is clearly important because it is strongly correlated to
PDFs, especially the gluon distribution (the correlatidrag with the gluon distribution using CTEQ,
MSTW and NNPDF PDFs is studied in detail in Réf.|[19]). Se® &ef. [2] for a discussion of this
correlation in the ABKM PDFs. There are two separate isselkegead to the value af; in PDF fits: first,
the choice ofvs(mz) for which PDFs are made available, and second the choiceeqgirééferred value
of a to be used when giving PDFs and their uncertainties. The $&weis are related but independent,
and for each of the two issue two different basic philosopimay be adopted.

Concerning the range of available valuesgf

e PDFs fits are performed for a number of different valuea ofThough a PDF set corresponding to
some reference value of; is given, the user is free to choose any of the given sets. aggsach
is adopted by CTEQ (0.118), HERAPDF (0.1176), MSTW (0.12@) AINPDF (0.119), where
we have denoted in parenthesis the reference (NLO) valug fdr each set.

e as(my) istreated as a fit parameters and PDFs are given only for 8tefiievalue. This approach
is adopted by ABKM (0.1179) and GJR (0.1145), where in p&esis the best-fit (NLO) value of
a IS given.

Concerning the preferred central value and the treatmetftsaf; uncertainty:

e The value olns(my) is taken as an external parameter, along with other parasnetéhe fit such
as heavy quark masses or electroweak parameter. This appi®adopted by CTEQ, HERA-
PDF1.0 and NNPDF. In this case, there is no apriori centraievaf as(m ) and the uncertainty

10



NLO as(Mi) values used by different PDF groups
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Fig. 2: Values ofx, (mz) for which fits are available. The default values and unceties used by each group are also shown.
Plot by G. Watt[[27].

on as(myz) is treated by repeating the PDF determinationngss varied in a suitable range.
Though a range of variation is usually chosen by the groumg,other range may be chosen by
the user.

e The value ofas(my) is treated as a fit parameter, and it is determined along W&hHPDFs. This
approach is adopted by MSTW, ABKM and GJRO08. In the last tvg@sathe uncertainty am, is
part of the Hessian matrix of the fit. The MSTW approach is axy@d below.

As a cross-check,CTEQ [20] has also used the world averdge wéas(m ) as an additional input to
the global fit.

The values ofys(m ) for which fits are available, as well as the default values amzkrtainties
used by each group are summarized in EI&. ZThe most recent world average valuecf(my) is
as = 0.1184 4+ 0.0007 [22] A However, a more conservative estimate of the uncertainty owas
felt to be appropriate for the benchmarking exercise surizadrin this note, for which we have taken
Aag = £0.002 at 90%c.l. (corresponding to 0.0012 at one sigma). This micdy has been used for
the CTEQ, NNPDF and HERAPDF studies. For MSTW, ABKM and GJRpteferredn; uncertainty
for each group is used, though for MSTW in particular thislagse to 0.0012 at one sigma. It may not
be unreasonable to argue that a yet larger uncertainty mapfrepriate.

When comparing results obtained using different PDF sethduld be borne in mind that if
different values oty are used, cross section predictions change both because dépendence of the
cross section on the value af (which for some processes such as top production or Higgduptmn
in gluon-gluon fusion may be quite strong), and because efitpendence of the PDFs themselves on
the value ofa,. Differences due to the PDFs alone can be isolated only wegorming comparisons
at a common value af;.

3.2 Computation of PDF+a, uncertainties

Within the quadratic approximation to the dependence’ain parameters (i.e. linear error propagation),
it turns out that even if PDF uncertainty and igm ) uncertainty are correlated, the total one-sigma
combined PDFd uncertainty including this correlation can be simply foumnithout approximation

3There is implicitly an additional uncertainty due to scageiation.See for example Ref. [26].
“We note that the values used in the average are from extnaciodifferent orders in the perturbative expansion.
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by computing the one sigma PDF uncertainty withfixed at its central value and the one-sigma
uncertainty with the PDFs fixed their central value, and agdesults in quadraturé [20], and similarly
for any other desired confidence level.

For example, ifAXppr is the PDF uncertainty for a cross sectidhand A X, (,,,,) is theas
uncertainty, the combined uncertainyX is

AX = \/AX%DF +AX2 (8)

Other treatments can be used when deviations from the dimd@proximation are possible.
Indeed,for MSTW because of the use of dynamical tolerameatierror propagation does not necessarily
apply. For NNPDF, because of the use of a Monte Carlo metineddierror propagation is not assumed:
in practice, addition in quadrature turns out to be a verydgapproximation, but an exact treatment is
computationally simpler. We now describe in detail the pare for the computation ef; and PDF
uncertainties (and for HERAPDF also of model and paranedidn uncertainties) for various parton
sets.

3.21 CTEQ - Combined PDF ang, uncertainties

CTEQ takes2?(mz) = 0.118 as an external input parameter and provides the CTEQ6 &&[[20] (or
the CT10alpha [5]) series which contains 4 sets extractedjus (m ) = 0.116, 0.117, 0.119, 0.120;
The uncertainty associated with, can be evaluated by computing any given observable wijth=
0.118 + (%) in the partonic cross-section and with the PDF sets that baee extracted with these
values ofa,. The differences

A =F(ad+6®a,) - F(al), A% = F(al — 6P a,) — F(ad) ©)

s

are thea uncertainties according to CTEQ. In_|20] it has been dematesd that, in the Hessian
approach, the combination in quadrature of PDF apdncertainties is correct within the quadratic
approximation. In the studies in Ref, [20], CTEQ did not firmbeeciable deviations from the quadratic
approximation, and thus the procedure described belowbeificcurate for the cross sections considered
here.

Therefore, for CTEQ6.6 the combined POk tincertainty is given by

ol 2
AiDF-l—Ots — \/(A?ﬁ)2 + ((AFPBF)—‘,-) (10)

ol 2
APPFros \/(Aﬁs)2+((AFPbF)_)

3.22 MSTW - Combined PDF and uncertainties

MSTW fits o, together with the PDFs and obtaind(NLO) = 0.1202700012 anda?(NNLO) =
0.1171 +0.0014. Any correlation between the PDF and thg uncertainties is taken into account with
the following recipe([23]. Beside the best-fit sets of PDFhjol correspond ta(NLO, NNLO),
four more sets,both at NLO and at NNLO, of PDFs are providdtk [atter are extracted setting as input
as = al £ 0.50,,,a + 0,,, Whereo,, is the standard deviation indicated here above. Each oéthes
extra sets contains the full parametrization to descrieeéPAF uncertainty. Comparing the results of the
five sets, the combined PDEz#uncertainty is defined as:

AiDF+O‘S = max {F*(So) + (AFpHp)+} — Fet (So) (11)

APDF+as  _ pol(gy _ r%isn{Fo“"(So) — (AFppp)-}
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wheremax, min run over the five values af; under study, and the corresponding PDF uncertainties are
used.

The central andv, = o? +0.50,,,a° & o,,, Wheres,,, sets are all obtained using the dynamical
tolerance prescription for PDF uncertainty which detemsithe uncertainty when the quality of the fit
to any one data set (relative to the best fit for the prefereddevofa (M )) becomes sufficiently poor.
Naively one might expect that the PDF uncertainty for éfet- o,,, might then be zero since one is by
definition already at the limit of allowed fit quality for onextd set. If this were the case the procedure
of adding PDF andvs uncertainties would be a very good approximation. Howewepyactice there is
freedom to move the PDFs in particular directions withoetdata set at its limit of fit quality becoming
worse fit, and some variations can be quite large before atay st becomes sufficiently badly fit for
the criterion for uncertainty to be met. This can led to digantly larger PDF+«, uncertainties than
the simple quadratic prescription. In particular, sincerg¢his a tendency for the best fit to have a too
low value ofdF; /dIn Q? at low z, at highera, value the smalk gluon has freedom to increase without
spoiling the fit, and the PDFag uncertainty is large in the upwards direction for Higgs proiibn.

3.23 HERAPDF «,, model and parametrization uncertainties

HERAPDF provides not only; uncertainties, but also model and parametrization urictiga. Note
that at least in part parametrization uncertainty will beamted for by other groups by the use of a
significantly larger number of initial parameters, the u$a darge tolerance (CTEQ, MSTW) or by a
more general parametrization (NNPDF), as discussed in[3d4&. However, model uncertainties related
to heavy quark masses are not determined by other groups.

The model errors come from variation of the choices of. charass {n. = 1.35 — 1.65GeV);
beauty massi;, = 4.3 — 5.0 GeV); minimum@? of data used in the fit@?,,, = 2.5 — 5.0 GeV?);
fraction of strange sea in total d-type s¢a £ 0.23 — 0.38 at the starting scale). The model errors are
calculated by taking the difference between the centrahfit the model variation and adding them in
gquadrature, separately for positive and negative deviatigFor HERAPDF1.0 the model variations are

provided as members 1 to 8 of the LHAPDF file: HERAPDF10 VARdIid).

The parametrization errors come from: variation of thetstgrscaleQ? = 1.5 — 2.5 GeV?;
variations of the basic 10 parameter fit to 11 parameter fitghith an extra parameter is allowed to
be free for each fitted parton distribution. In practice otllyee of these extra parameter variations
have significantly different PDF shapes from the centrallfite parametrization errors are calculated by
storing the difference between the parametrization vadad the central fit and constructing an envelope
representing the maximal deviation at eackialue. (For HERAPDF1.0 the parametrization variations
are provided as members 9 to 13 of the LHAPDF file: HERAPDF1®\AHgrid).

HERAPDF also provide an estimate of the additional error thuthe uncertainty o (My).
Fits are made with the central value,(Mz) = 0.1176, varied by+0.002. The90% c.l. as error on
any variable should be calculated by adding in quadratwaliffierence between its value as calculated
using the central fit and its value using these two alterpativvalues;68% c.l. values may be obtained
by scaling the result down by 1.645. (For HERAPDF1.0 theseariations are provided as members
9,10,11 of the LHAPDF file: HERAPDF10 ALPHAS.LHgrid faet,(Mz) = 0.1156,0.1176,0.1196,
respectively). Additionally members 1 to 8 provide PDFsvalues ofa, (M) ranging from 0.114 to
0.122). The total PDF +; uncertainty for HERAPDF should be constructed by addinguadyature
experimental, model, parametrization amgduncertainties.

3.24 NNPDF - Combined PDF and, uncertainties

For the NNPDF2.0 family, PDF sets obtained with valuea gfn ) in the range from 0.114 to 0.124 in
steps oA« = 0.001 are available in LHAPDF. Each of these sets is denoted by NRE®2s 0114 100.LHgrid,
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NNPDF2Qas0115100.LHgrid, ... and has the same structure as the centraN#2R 100.LHgrid set:
PDF set number 0 is the average PDF set, as discussed above

Nrcp
¢ = (ga,) = Zq : (12)

repk 1

for the different values o, while sets from 1 to 100 are the 100 PDF replicas correspontti this
particular value ofv,;. Note that in general not only the PDF central values butthisd®DF uncertainties
will depend ona.

The methodology used within the NNPDF approach to combinE &mla, uncertainties is dis-
cussed in Ref[[19, 28]. One possibility is to add in quadethe PDF andv; uncertainties, using PDFs
obtained from different values of;, which as discussed above is correct in the quadratic appation.
However use of the exact correlated Monte Carlo formulagwut to be actually simpler, as we now
show.

If the sum in quadrature is adopted, for a generic cross@eegthich depends on the PDFs and
the strong coupling (PDF, «), we have

(d0)s, = o (PDF®), a0 +5,,) — o (PDF, a0} | (13)

where PDE) stands schematically for the PDFs obtained wheiis varied within its 1-sigma range,
aﬁo) *£ 6q,. The PDF+, uncertainty is

(57w 10, =\ [ 6] + [(60)E0e] (14)

with (§0)3pp the PDF uncertainty on the observabl@omputed from the set with the central value of
Q.

The exact Monte Carlo expression instead is found noting ttie average over Monte Carlo
replicas of a general quantity which depends on hatland the PDFsF (PDF, «y) is

o)

No Nici
(Fup = —— 3 f F (PDE®*) o)) | (15)
Nrep =1 k;=1

wherePDF*57) stands for the replica; of the PDF fit obtained usmg(]) as the value of the strong
coupling; V¢, is the total number of PDF replicas

Nag

I‘Op - Z rcp 7 (16)

andNrﬁ‘;;) is the number of PDF replicas for each vahug) of a;. If we assume that, is gaussianly

distributed about its central value with width equal to ttegesd uncertainty, the number of replicas for
each different value ofi; is
(a(a) _ ago))

Nroc‘% xexp | ————a—— | - a7
(e 7]

with a” andd,, the assumed central value and 1-sigma uncertainty, @f.z). Clearly with a Monte
Carlo method a different probability distribution ef;, values could also be assumed. For example, if
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we assumex,(M,) = 0.1194+0.0012 and we take nine distinct valueé@ =0.115,0.116,0.117,0.118,

0.119,0.120,0.123, assuming 100 replicas for the central valug € 0.119) we getNes = 0,4,25, 71,
100, 71,25, 4, 0.

The combined PDF+, uncertainty is then simply found by using Ef@l (6) with avemgom-
puted using Eq[(15). The difference between Egl (15) and(®E). measures deviations from linear
error propagation. The NNPDF benchmark results presengémvbare obtained using Ed._(15) with
as (mz) = 0.1190 + 0.0012 at one sigma. No significant deviations from linear errompagation were
observed.

Itis interesting to observe that the same method can be askldérmine the combined uncertainty
of PDFs and other physical parameters, such as heavy quadesa

4, PDF correations

The uncertainty analysis may be extended to definereelation between the uncertainties of two vari-
ables, sayX (d) andY (@). As for the case of PDFs, the physical concept of PDF corcelatcan be
determined both from PDF determinations based on the Heagijproach and on the Monte Carlo ap-
proach.

4.1 PDF correlationsin the Hessian approach

Consider the projection of the tolerance hypersphere ootk of radius 1 in the plane of the gradients
VX andVY in the parton parameter spacel[L3] 24]. The circle maps analipse in theX'Y plane.
This “tolerance ellipse” is described by Lissajous-styéggmetric equations,

X = Xo+AXcosb, (18)
Y = Yo+ AY cos(d + ), (29)

where the parametervaries between 0 arlr, Xy = X(dp), andYy = Y (dp). AX andAY are the
maximal variationd X = X — Xy anddY =Y — Y} evaluated according to the aster Equation, and
¢ is the angle betweeW X andVY in the {a;} space, with

VX VY L o (x® _ xO (y&) _ o)
C8Y T TAXAY _4AXAY;(Xi -x7) (=), (20)
The quantitycos ¢ characterizes whether the PDF degrees of freedotd ahdY” are correlated
(cos ¢ = 1), anti-correlateddos ¢ ~ —1), or uncorrelateddps ¢ = 0). If units for X andY are rescaled
so thatAX = AY (e.g.,AX = AY = 1), the semimajor axis of the tolerance ellipse is directed at
an angler/4 (or 37/4) with respect to theA X axis forcos ¢ > 0 (or cos ¢ < 0). In these units, the
ellipse reduces to a line fais ¢ = +1 and becomes a circle fabs ¢ = 0, as illustrated by Fid.13.
These properties can be found by diagonalizing the equédiothe correlation ellipse. Its semiminor
and semimajor axes (normalizedAoX = AY) are

sin

mainory Ymajor = T 21
{minor, Gmajor} = s )
The eccentricity = \/ 1 — (aminor /amajor)? is therefore approximately equal {g[cos | as|cos p| —
1.
56X \2 §Y \ 2 56X\ [ 0Y 9
(E) + <E) -2 (E) (E) cos p = sin” . (22)
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Fig. 3: Correlations ellipses for a strong correlationtflefio correlation (center) and a strong anti-correlatiigi) [4].

A magnitude of cos ¢| close to unity suggests that a precise measuremekit(@bnstrainingd X
to be along the dashed line in Fig. 3) is likely to constraimgihly the uncertaintyy in Y, as the value
of Y shall lie within the needle-shaped error ellipse. Convgrses ¢ ~ 0 implies that the measurement
of X is not likely to constrainy’ strongl)ﬁ

The values ofA X, AY, andcos ¢ are also sufficient to estimate the PDF uncertainty of any
function f(X,Y") of X andY by relating the gradient of (X, Y) to0x f = 0f/0X anddy f = df /Y
via the chain rule:

Af=|Vf] = (AX 0xf)? + 20X AY cosp 0x f Oy [+ (AY 0y )°. 23)

Of particular interest is the case of a rational functifiX,Y) = X™ /Y™, pertinent to computations
of various cross section ratios, cross section asymmetias statistical significance for finding signal
events over background processes [24]. For rational fanstEq.[(2B) takes the form

H = <mA—X )2 — 2mnA—X g cos ¢ + (n—AY )2
fo X, Xo Yo Yo )
For example, consider a simple ratjfo= X /Y. ThenAf/ fois suppressed f/fo ~ |AX/ Xy — AY/Yy))

if X andY are strongly correlated, and it is enhancédf(/ fo ~ AX/X, + AY/Yp) if X andY are
strongly anticorrelated.

As would be true for any estimate provided by the Hessian atktthe correlation angle is in-
herently approximate. Ed._(R0) is derived under a numbeiiropkfying assumptions, notably in the
quadratic approximation for thg? function within the tolerance hypersphere, and by usingransgt-
ric finite-difference formula fof{0; X } that may fail if X is not monotonic. With these limitations in
mind, we find the correlation angle to be a convenient measurgterdependence between quantities
of diverse nature, such as physical cross sections andnpdigtributions themselves. For example, in
Sectior 5.2R, the correlations for the benchmark crossasexcare given with respect to that fé@r pro-
duction. As expected, thé’* andW ~ cross sections are very correlated with that for fhavhile the
Higgs cross sections are uncorrelated;,,,=120 GeV) or anti-correlatedits;;44,=240 GeV). Thus,
the PDF uncertainty for the ratio of the cross section for @ &V Higgs boson to that of the cross
section forZ boson production is larger than the PDF uncertainty for Higgson production by itself.

A simple C code (corr.C) is available from the PDF4LHC website thatulates the correlation
cosine between any two observables given two text files tieggt the cross sections for each observable
as a function of the error PDFs.

(24)

°The allowed range ofY/AY for a givens = §X/AX is r§7) < dY/AY < rgf), Wherer§,i) = dcosy +
V1 —62sineg.
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4.2 PDF correlationsin the M onte Carlo approach

General correlations between PDFs and physical obses/ahle be computed within the Monte Carlo
approach used by NNPDF using standard textbook methoddluStrate this point, let us compute the
the correlation coefficienp[A, B] for two observablesi and B which depend on PDFs (or are PDFs
themselves). This correlation coefficient in the Monte Gagpproach is given by

Nrep <AB>rep B <A>rep<B>rep
(Nrep - 1) 0AOB

plA, B] = (25)
where the averages are taken over ensemble of\thg values of the observables computed with the
different replicas in the NNPDF2.0 set, and p are the standard deviations of the ensembles. The
guantity p characterizes whether two observables (or PDFs) are aterkp ~ 1), anti-correlated 4 ~

—1) or uncorrelatedf ~ 0).

This correlation can be generalized to other cases, for pkata compute the correlation between
PDFs and the value of the strong couplimg(m ), as studied in Refl [19, 28], for any given values of
x andQ?. For example, the correlation between the strong couplitdythe gluon at: andQ? (or in
general any other PDF) is defined as the usual correlatiomdast two probability distributions, namely

2 2 Nrep <a3 (M%) g ($7 Q2)>rep - <a3 (M%) >rep <g (Q:7 Q2)>rep
p{as (Mz),g(l',Q )} = ’
(Nrep —1) o, (M2)T9(x.Q2)

(26)
where averages over replicas include PDF sets with varyino the sense of Eq_(15). Note that the
computation of this correlation takes into account not ghi/central gluons of the fits with different,
but also the corresponding uncertainties in each case.
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5. ThePDF4LHC benchmarks

A benchmarking exercise was carried out to which all PDF gsowere invited to participate. This
exercise considered only the-then most up to date publiskesions/most commonly used of NLO
PDFs from 6 groups: ABKMO09 2], ]3], CTEQ6.61[4], GJRC8 [7]BRAPDF1.0([8], MSTWO08I[9],
NNPDF2.0[10]. The benchmark cross sections were evalwatsill O at both 7 and 14 TeV. We report
here primarily on the 7 TeV results.

All of the benchmark processes were to be calculated witliath@ving settings:

1. at NLO in theM S scheme

2. all calculation done in a the 5-flavor quark ZM-VFNS schetheugh each group uses a different
treatment of heavy quarks

3. at a center-of-mass energy of 7 TeV
4. for the central value predictions, and t668% and+90% c.l. PDF uncertainties

5. with and without thex, uncertainties, with the prescription for combining the P&Te«, errors
to be specified

6. repeating the calculation with a central valuexgfm ) of 0.119.

To provide some standardization, a gzipped version of MCHMB35] was prepared by John
Campbell, using the specified parameters and exact inpstfliteeach process. It was allowable for
other codes to be used, but they had to be checked againstGR&/Ndutput values.

The processes included in the benchmarking exercise aza gigiow.

1. W+, W~ andZ cross sections and rapidity distributions including thessrsection ratiod’ * /W ~
and (W *+W~)/Z and thel’ asymmetry as a function of rapidityi{[ ™ (y) —W = (y)]/[W T (y)+

W= (y))-

The following specifications were made for tHé and Z cross sections:
(a) mz=91.188 GeV
(b) my=80.398 GeV
(c) zero width approximation used
(d) Gr=0.116637 X10~>GeV 2
(e) sin’6y =0.2227
(f) other EW couplings derived using tree level relations
(9) BR(Z — 11) = 0.03366
(h) BR(W — Iv)=0.1080
() CKM mixing parameters from Eq. 11.27 of the PDG2009 CK Miegv
(J) scales:pR = ur =mgz ormy

2. g9 — Higgs total cross sections at NLO in the Standard Model

The following specifications were made for the Higgs crossise.
(a) myg =120, 180 and 240 GeV
(b) zero Higgs width approximation, no branching ratiosstaknto account
(c) top loop only, withmy,, = 171.3 GeV ino,
(d) scalesur = pr = Myiggs

3. tt cross section at NLO

(@) myop =171.3 GeV
(b) zero top width approximation, no branching ratios
(c) scalesyir = pup = nigp
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The cross sections chosen are all important cross sectidhe AHC, for standard model bench-
marking for the case of thB/, Z and top cross sections and discovery potential for the dabe ¢liggs
cross sections. Botly andgg initial states are involved. The NL®” andZ cross sections have a small
dependence on the value @f(mz), while the dependence is sizeable for botland Higgs production.

5.1 Comparison between benchmark predictions

Now we turn to compare the results of the various PDF setdhiiHC observables with the common
benchmark settings discussed above. To perform a more ngfahcomparison, it is useful to first
introduce the idea of differential parton-parton lumirigs. Such luminosities, when multiplied by the
dimensionless cross sectiéh for a given process, provide a useful estimate of the size efzant cross
section at the LHC. Below we define the differential part@mtpn luminositydL;;/ds:

dL;; 1 1
= - (w1, 1) fi (o, 1 2)]. 27
The prefactor with the Kronecker delta avoids double-cimgnin case the partons are identical. The
generic parton-model formula

1
o= Z/o dxy dxg fi(w1, 1) fi (w2, 1) 5ij (28)
.J

(%) (%) v

Relative quark-antiquark and gluon-gluon PDF luminosi@iee shown in Figurés 4 and 5. CTEQ6.6,
NNPDF2.0, HERAPDF1.0, MSTW08, ABKM09 and GJR08 PDF lumities are shown, all normal-
ized to the MSTWO08 central value, along with their 68 %c.koebands. The inner uncertainty bands
(dashed lines)for HERAPDF1.0 correspond to the (asymp)atkiperimental errors, while the outer un-
certainty bands (shaded regions) also includes the modeparameterisation errors. It is interesting
to note that the error bands for each of the PDF luminositiesoé similar size. The predictions of
W/Z, tt and Higgs cross sections are in reasonable agreement foQCVMISTW and NNPDF, while
the agreement with ABKM, HERAPDF and GJR is somewhat wofsetg however that these plots do
not illustrate the effect that the different, (m ) values used by different groups will have on (mainly)
tt and Higgs cross sections.) It is also notable that the PDRnlsities tend to differ at lowr and
high z, for both g7 and g¢g luminosities. The CTEQ®6.6 distributions, for example, nb@arger at low
x than MSTW2008, due to the positive-definite parametepmatf the gluon distribution; the MSTW
gluon starts off negative at low and@? and this results in an impact for both the gluon and sea quark
distributions at large€)? values. The NNPDF2.67 luminosity tends to be somewhat lower, in e Z
region for example. Part of this effect might come from the aa ZM heavy quark scheme, although
other differences might be relevant.

After having performed the comparison between PDF lumiressiwe turn to the comparison of
LHC observables. Perhaps the most useful manner to pertasicomparison is to show the cross—
sections as a function ef;, with an interpolating curve connecting different valuésxg for the same
group, when available [27] (see Fi¢s[ 6-9). Following therpolating curve, it is possible to compare
cross sections at the same valuengf The predictions for the CTEQ, MSTW and NNPD¥ and Z
cross sections at 7 TeV (Figd[6-7) agree well, with the NNPBelictions somewhat lower, consistent
with the behaviour of the luminosity observed in Hig. 4. Thess sections from HERAPDF1.0 and

can then be written as
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Fig. 4: Theqqg luminosity functions and their uncertainties at 7 TeV, nalized to the MSTWO8 result. Plot by G. Wdtt[27].
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Fig. 5: Thegg luminosity functions and their uncertainties at 7 TeV, nalized to the MSTWOS result. Plot by G. W4tt[27].

20



NLO W* - Fv at the LHC (s =7 TeV)

NLO Z° - I'l at the LHC (/S = 7 TeV)
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Fig. 6: Cross section predictions at 7 TeV #6f* andZ production. AllZ cross sections plotted here use a valugiof 6y =
0.23149. Plot by G. Watt[[27].
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Fig. 7: Cross section predictions at 7 TeV for &/ Z andW ™ /W~ production. AllZ cross sections plotted here use a value
of sin? Oy = 0.23149. Plot by G. Watt[[27].

ABKMO09 are somewhat Iarg@. The impact from the variation of the value af is relatively small.
Basically, all of the PDFs predict similar values for th&/Z cross section ratio; much of the remaining
uncertainty in this ratio is related to uncertainties in gtieange quark distribution. This will serve as
a useful benchmark at the LHC. A larger variation in predict can be observed for tH& /W~
ratio (see Fig.17). This quantity depends on the separafitimecquarks into flavours and the separation
between quarks and antiquarks. The data providing thisnmtion only extends down te = 0.01, and
consists partially of neutrino DIS off nuclear targets. Eendifferent groups provide different results
because they fit different choices of data, make differestimptions about nuclear corrections and make
different assumptions about the parametric forms of n@istrquarks relevant far < 0.01.

The predictions for Higgs production fropy fusion (Figs[H-B) depend strongly on the value of
as: the anticorrelation between the gluon distribution anel\thlue ofa, is not sufficient to offset the
growth of the cross section (which startsfa?) and undergoes a large(a?) correction). The CTEQ,

8Updated versions of these plots, including an extensionNb®, will be presented in a forthcoming MSTW publication.
See also Ref[[1].
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NLO gg—H at the LHC (s = 7 TeV) for M, = 120 GeV NLO gg—H at the LHC (Vs =7 TeV) for M, = 180 GeV
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Fig. 8: Cross section predictions at 7 TeV for a Higgs boggifiision) for a Higgs mass of 120 GeV (left) and 180 GeV/(right).
Plot by G. Watt[[27].

MSTW and NNPDF predictions are in moderate agreement but@liés somewhat lower, to some
extent due to the lower choice of,(1/%). Compared at the common value @f(M2) = 0.119, the
CTEQ prediction and that of either MSTW or NNPDF, have omgr&l PDF uncertainties which just
about overlap for each value of z. If the comparison is made at the respective reference salfie
«s, but without accounting for the; uncertainty, the discrepancies are rather worse, and dhdaen
allowing for a; uncertainty, the bands do not overlap. Hence, both therdiffee in PDFs and in the
dependence of the cross section on the value;@&re responsible for the differences observed. A useful
measure of this is to note that the difference in the cenatbles of the MSTW and CTEQ predictions
for a common value ofis(M%) = 0.119 for a 120 GeV Higgs (a typical discrepancy) is equivalent to a
change inn; (M%) of about 0.0025. The worst PDF discrepancy is similar to anghaof about 0.004.
The predictions from HERAPDF are rather lower, reflecting behaviour of the gluon luminosity of
Fig.[5. The ABKM and GJR predictions are also rather lowet,tha o, dependence of results is not
explicitly available for these groups, hence it is hard tbhew much of the discrepancy is due to the
fact that these groups adopt low valuesQf

Production of at pair (Fig.[9, right plot) probes the gluon-gluon luminositya higher value of
V3, with smaller higher order corrections than present forgsigroduction throughg fusion. The cross
section predictions from CTEQ6.6, MSTW2008 and NNPDF2&all seen to be in good agreement,
especially when evaluated at the common value &fn ) of 0.119.

5.2 Tablesof results from each PDF set

In the subsections below, we provide tables of the benchrrards sections from the PDF groups par-
ticipating in the benchmark exercise. Only results for 7 e\l be provided for this interim version of
the note.

5.21 ABMKO9 NLO 5 Flavours

In the following sub-section, the tables of relevant crosstions for the ABKM09 PDFs are given.
Results are given for the value of;(myz) determined from the fit. The charm mass is taken to be
1.5 £ 0.25 GeV and the bottom mass is taken todhg + 0.5 GeV. The heavy quark mass uncertainites
are incorporated in with the PDF uncertainties.

The results obtained with the ABKMO09 NLO 5 flavours set areortgal in Tables 1-2.
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NLO gg—H at the LHC (Vs = 7 TeV) for M, = 240 GeV NLO tt cross sections at the LHC (\'s =7 TeV)
3 .

- . — —~ 190 e ———————————
Qo F Jtioae! Qo F ]
o o 3 g Qo £ 3
~ 29 -4 ~ 180 =
T = 3 ] F 3
© E 3 © C ]
28 3 170 -
27 E 160 =

E . - 68% C.L. PDF 3 E 68% C.L. PDF ]

260 R b ® mMsTWO8 E 150~ " ® MsTWos s
25h. : CTEQ6.6 E 3 ,,% B CTEQ6.6 E

F - — i NNPDF2.0 E 140F | A NNPDF2.0 B

F J v HERAPDF1.0 |3 E l v HERAPDF1.0 |

24 Vertialeror bars ABKMO9 El 130[ Vertcalerorbars ] ABKM09 |

C nner: only . Inner: PDF only -

gg[  Outer: POFsag | GJRO8 3J E Outer: PDFsa, GJR08 3

c. v oy ey by s L 1T C o v v v v v b vy Ly 1T

0.114 0.116 0.118 0.12 0.122 0.124 1%(.)114 0.116 0.118 0.12 0.122 0.124

2 2

OLS(MZ) ocs(MZ)

Fig. 9: Cross section predictions at 7 TeV for a Higgs bosomas$s 240 GeV (left) and fat production (right). Plot by G.
Watt [27].

Process Cross sectionl combined PDF and errors
ow+ * BROW™T — [Tv)[nb] 6.3398 0.0981

ow- * BR(W™ = 1" v)[nb] 4.2540 0.0657

oz0 x BR(Z° — IT17)[nb] 0.9834 0.0151

o7 [pb] 139.55 7.96

Ogg— Higgs (120 GeV')[pb] 11.663 0.314
Ogg—Higgs (180 GeV')[pb] 4.718 0.147

Ogg— Higgs (240 GeV')[pb] 2.481 0.092

Table 1. Benchmark cross section predictions and uncégaifor ABKMO9 NLOn; = 5 for W=, Z tt

and Higgs production (120, 180, 240 GeV) at 7 TeV. The ceptredliction is given in column 2. Errors
are quoted at the 68% CL. The PDF andm ) errors are evaluated simultaneously. Higgs boson cross
sections are corrected for finite top mass effects (1.06 arid 1.31 for masses of 120, 180 and 240
GeV respectively.
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yw | “4t « BR | PDF +a, Error | “4= « BR | PDF +a, Error | %% « BR | PDF +a, Error
44 0.002 0.0005 0.0001 0.00004 0.00002 0.000004
-4.0 0.102 0.0084 0.0198 0.00262 0.00472 0.000324
3.6 0.394 0.0114 0.1228 0.01140 0.03321 0.000909
3.2 0.687 0.0324 0.2663 0.03815 0.07542 0.002259
2.8 0.878 0.0368 0.4017 0.04089 0.10946 0.002440
24| 0.940 0.0298 0.5328 0.01768 0.13367 0.002566
2.0 0.935 0.0180 0.6249 0.01945 0.14787 0.002834
1.6 0.915 0.0215 0.6923 0.01479 0.15581 0.002905
1.2 0.895 0.0219 0.7344 0.01717 0.16042 0.004083
0.8 0.881 0.0241 0.7625 0.02627 0.16298 0.003530
04| 0.867 0.0241 0.7729 0.02364 0.16373 0.004749
0.0 0.863 0.0402 0.7774 0.02215 0.16463 0.003186
0.4 0.870 0.0411 0.7733 0.01379 0.16352 0.005058
0.8 0.871 0.0254 0.7603 0.01647 0.16260 0.003751
1.2 0.891 0.0461 0.7348 0.02070 0.16092 0.003715
1.6 0.926 0.0589 0.6920 0.01416 0.15539 0.004267
2.0 0.934 0.0234 0.6255 0.01680 0.14750 0.003665
2.4 0.938 0.0161 0.5279 0.01737 0.13373 0.003013
2.8 0.873 0.0244 0.4045 0.01109 0.10944 0.002216
3.2 0.692 0.0173 0.2658 0.00600 0.07541 0.001574
3.6 0.393 0.0123 0.1254 0.00765 0.03353 0.001316
4.0 0.100 0.0057 0.0178 0.00434 0.00441 0.000361
4.4 0.002 0.0004 0.0001 0.00003 0.00001 0.000003

Table 2. Benchmark cross section predictiodis [dy * BR in nb) for ABKM09 NLO withn; = 5 for
W, Z° production at 7 TeV, as a function of boson rapidity.

5.22 CTEQ6.6

In the following sub-section, the tables of relevant crasgiens for the CTEQ6.6 PDFs are given (Tables
3-6). The predictions for the central value@f(m ) are given in bold. Errors are quoted at the 68% c.|.
For CTEQ6.6, this involves dividing the normal 90%c.l. esrby a factor of 1.645.

as(mz) || ow+ * BROIWY = [Tv)[nb] | oy - * BROIW™ — " v)[nb] | oz0 x BR(Z° — IT17)[nb]
0.116 5.957 4.044 0.9331
0.117 5.993 4.068 0.9384
0.118 6.057 4.106 0.9469
0.119 6.064 4.114 0.9485
0.120 6.105 4.139 0.9539

Table 3: Benchmark cross section predictions for CTEQ6t8#0", Z andtt production at 7 TeV, as
a function ofas(mz). The results for the central value af (my) for CTEQ6.6 (0.118) are shown in
bold.
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as(mz) || 0gg—Higgs(120 GeV)[pb] | 0gg— Higgs(180 GeV)[pb] | 049—s Higgs(240 GeV')[pb] | o4i[pb]
0.116 11.25 4.69 2.52 149.2
0.117 11.42 4.76 2.57 153.0
0.118 11.59 4.84 2.61 156.2
0.119 11.75 4.91 2.66 160.5
0.120 11.92 4.99 2.70 164.3

Table 4: Benchmark cross section predictions for CTEQ&.G§o— Higgs production (masses of 120,
180 and 240 GeV), and fat production, at 7 TeV, as a function af (m). The results for the central

value of as(my) for CTEQ6.6 (0.118) are shown in bold. Higgs production resstions have been
corrected for the finite top mass effect (a factor of 1.06 20 GeV, 1.15 for 180 GeV and 1.31 for 240

GeV).
Process o PDF (asym) | PDF (sym)| as(mz) error | combined| correlation
ow+ * BROIW™T = [Tv)[nb] 6.057 | +0.123/-0.119| 0.116 0.045 0.132 0.87
ow- * BROW™ — 1" v)[nb] 4.106 | +0.088/-0.091] 0.088 0.029 0.092 0.92
oz0 % BR(Z° — 1T17)[nb] 0.9469| +0.018/-0.018 0.018 0.006 0.0187 1.00
o4[pb] 156.2 +7.0/-6.7 6.63 4.59 8.06 -0.74
Ogg— Higgs (120 GeV)[pb] 11.59 | +0.19/-0.23 0.21 0.20 0.29 0.01
Ogg—Higgs (180 GeV)[pb] 4.840 | +0.077/-0.091 0.084 0.091 0.124 -0.47
Ogg— Higgs (240 GeV)[pb] 2.610 | +0.054/-0.058, 0.056 0.055 0.078 -0.73

Table 5: Benchmark cross section predictions and uncégsifor CTEQ6.6 forlV*, Z, tf and Higgs
production (120, 180, 240 GeV) at 7 TeV. The central predictts given in column 2. Errors are quoted
at the 68% c.l.. Both the symmetric and asymmetric formsHerRDF errors are given. In the next-to-
last column, the (symmetric) form of the PDF ang(m ) errors are added in quadrature. In the last

column, the correlation cosine with respect4groduction is given.
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YW d"d—VZ+ x* BR | PDF Error d(’c‘l’;* x* BR | PDF Error d‘;i“ x* BR | PDF Error
-4.4 0.002 0.0005 0.000 0.0000 0.000 0.0000
-4.0 0.094 0.006 0.019 0.0063 0.005 0.00032
-3.6 0.367 0.013 0.122 0.0126 0.031 0.00109
-3.2 0.634 0.016 0.274 0.013 0.071 0.00184
-2.8 0.806 0.0187 0.414 0.0128 0.106 0.00235
-2.4 0.878 0.019 0.517 0.0131 0.127 0.00255
-2.0 0.886 0.018 0.597 0.0134 0.141 0.00255
-1.6 0.883 0.018 0.653 0.0144 0.148 0.00286
-1.2 0.867 0.020 0.697 0.017 0.155 0.00347
-0.8 0.862 0.023 0.723 0.02 0.166 0.00408
-04 0.855 0.025 0.739 0.023 0.161 0.00469
0.0 0.864 0.026 0.750 0.0236 0.162 0.0049
04 0.854 0.025 0.740 0.0226 0.161 0.00479
0.8 0.865 0.023 0.728 0.020 0.158 0.00418
1.2 0.870 0.020 0.690 0.0167 0.155 0.00347
1.6 0.882 0.018 0.654 0.0144 0.148 0.00286
2.0 0.890 0.018 0.606 0.0134 0.141 0.00265
2.4 0.872 0.019 0.508 0.0128 0.114 0.0025
2.8 0.806 0.019 0.416 0.0128 0.106 0.00235
3.2 0.640 0.016 0.274 0.0128 0.071 0.00184
3.6 0.364 0.013 0.120 0.0127 0.031 0.00109
4.0 0.095 0.006 0.023 0.0064 0.005 0.00031
4.4 0.003 0.0005 0.000 0.000 0.000 0.0000

Table 6: Benchmark cross section predictioss (dy * BR in nb) for CTEQ6.6 forld/*, Z° production
at 7 TeV, as a function of boson rapidity.

5.23 GJR

In the following sub-section, the tables of relevant crasgisns for the GJR08 PDFs are given (Tables
7-8). The results are given at the fit valuenafim ) and the errors correspond to the PDF-only errors at

68% c.l.

Table 7: Benchmark cross section predictions and uncégaifior GJR08 forlV*, Z, t£ and
Higgs production (120, 180, 240 GeV) at 7 TeV. The resultggaren at the fit value of;(m ) and the
errors correspond to the PDF-only errors at 68% c.l. Higg®haross sections have been corrected for
the finite top mass effect (a factor of 1.06 for 120 GeV, 1.15180 GeV and 1.31 for 240 GeV).

Process Cross section PDF Error
ow+ * BR(W™T — [Tv)[nb) 5.74 0.11
ow- * BROW ™ — I~ v)[nb] 3.94 0.08
0z0 x BR(Z° — IT17)[nb] 0.897 0.014
o4z[pb] 169 6
Ogg— Higgs (120 GeV)[pb] 10.72 0.35
Og9— Higgs (180 GeV)[pb] 4.66 0.14
Ogg— Higgs (240 GeV)[pb] 2.62 0.09
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YW d"d—VZ+ x* BR | PDF Error d(’c‘l’;* x* BR | PDF Error d‘;i“ x* BR | PDF Error
-4.4 0.002 0.000 0.000 0.000 0.000 0.000
-4.0 0.091 0.003 0.018 0.004 0.004 0.000
-3.6 0.368 0.011 0.122 0.013 0.031 0.001
-3.2 0.640 0.016 0.275 0.016 0.071 0.002
-2.8 0.789 0.018 0.424 0.016 0.106 0.002
-2.4 0.848 0.018 0.525 0.016 0.126 0.002
-2.0 0.844 0.017 0.596 0.015 0.137 0.002
-1.6 0.831 0.016 0.633 0.014 0.141 0.002
-1.2 0.803 0.015 0.654 0.013 0.144 0.002
-0.8 0.785 0.015 0.668 0.013 0.143 0.002
-04 0.777 0.014 0.672 0.013 0.144 0.003
0.0 0.780 0.014 0.677 0.013 0.145 0.003
04 0.777 0.014 0.673 0.013 0.144 0.003
0.8 0.789 0.015 0.670 0.013 0.145 0.003
1.2 0.806 0.015 0.655 0.013 0.143 0.002
1.6 0.823 0.016 0.631 0.014 0.142 0.002
2.0 0.852 0.017 0.596 0.015 0.137 0.002
2.4 0.842 0.018 0.527 0.016 0.126 0.002
2.8 0.791 0.018 0.422 0.016 0.106 0.002
3.2 0.636 0.016 0.278 0.016 0.072 0.002
3.6 0.371 0.011 0.117 0.013 0.031 0.001
4.0 0.092 0.003 0.019 0.004 0.004 0.000
4.4 0.023 0.000 0.000 0.000 0.000 0.000

Table 8: Benchmark cross section predictiods /dy *+ BR in nb) for GJR foriW*, Z° production at
7 TeV, as a function of boson rapidity. The results are givetha fit value ofas(mz) and the errors

correspond to the PDF errors at 68% CL.

5.24 HERAPDF1.0

In the following sub-section, the tables of relevant crasgisns for the HERAPDF1.0 PDFs are given
(Tables 9-10). The predictions for the central valuevgfm ) are given in bold.

Process o Exp. error Model error Param. error ag error Total error
ow+ xBR(WT — ¢Fv) [nb] 6.220 0.060 +0.140/ — 0.050  40.140/ — 0.030  +0.069/ — 0.069  +0.218/ — 0.108
ow— XBR(W™ — £~ v)[nb] 4.320 0.030 +0.100/ — 0.030  4+0.110/ — 0.020  +0.039/ — 0.039  +0.157/ — 0.061
oz XxBR(Z° — £+¢7) [nb] 0.980 0.010 +0.025/ — 0.007  40.025/ — 0.006  +0.012/ —0.012  40.039/ — 0.018
o,z [pb] 147.31 4.10 +1.74/ — 3.09 +2.47/ —12.71 +0.98/ —1.24 +5.18/ — 13.76
049 H (120GeV) [pb] 11.79 0.24 +0.04/ —0.18 +0.13/ — 0.75 +0.32/ — 0.32 +0.42/ —0.88
09— 1 (180GeV) [pb] 4.86 0.12 +0.02/ — 0.08 +0.07/ — 0.37 +0.12/ —0.12 +0.17/ — 0.41
09— H(240GeV) [pb] 2.57 0.07 +0.01/ — 0.05 +0.04/ — 0.22 +0.05/ — 0.05 +0.09/ — 0.25

Table 9: Benchmark cross section predictions and uncégaifor HERAPDF1.0 fold/*, Z, tf and
Higgs production (120, 180, 240 GeV) at 7 TeV. The centrabljptéon is given in column 2. Errors
are quoted at the 68% c.I. The column labeled Exp. errordstéor the symmetric experimental
uncertainty, Model error — for the asymmetric model undetta Param. error — for the asymmetric
parameterization uncertainty andg error for the uncertainty due to th&ag = 0.002 variation. The
Total error stands for the total uncertainty calculated tgliag the negative and positive variations in
guadrature. Higgs boson cross sections have been corfectibe finite top mass effect (a factor of 1.06
for 120 GeV, 1.15 for 180 GeV and 1.31 for 240 GeV).
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yw || “* x BR | PDF+ag Error | “3= x BR | PDF+ag Emor | “Z° x BR | PDF +ag Error
+0.039 +0.025 +0.0074
ol I -2 o R reveell 1
0.8 0.885 +o:01 0.748 +0:033 0.1606 +0:00%8
19 0.887 10059 0.720 1005 01568 10007
L6 0.892 +0:058 0.680 10:057 01514 +0:00%0
90 0.893 10083 0.625 10054 0.1438 100087
54 0.875 +0:053 0.518 10:053 01313 +0:0050
58 0.818 10049 0.436 1005 0.1094 100081
3.9 0.658 +0:022 0.901 +0:032 0.0765 +0:0080
36 0.380 10013 0.135 10036 0.0337 +0:0068
40 0.090 +o0014 0.028 70018 0.0048 100033
id 0.002 +0:001 0.001 +0:002 0.0000 +0:0003
. : —0.001 . —0.001 . —0.0000

Table 10: Benchmark cross section predictiofis/(dy x BR in nb) for HERAPDF1.0 set calculated at
as = 0.1176 as a function of boson rapidity. All sources of error caltethabove are included.

5.25 MSTwW2008

In the following sub-section, the tables of relevant croagtisns for the MSTW2008 PDFs are given
(Tables 11-14). The predictions for the central valuexgfm ) are given in bold.

as(mz) || ow+ * BROIW™ — Itv)nb] | oy- «x BR(W ™ — 1" v)[nb] | oz * BR(Z° — [Tl )[nb]
0.1187 5.897 4.150 0.9336
0.1194 5.927 4171 0.9398
0.1202 5.957 4.190 0.9442
0.1208 5.982 4.208 0.9479
0.1214 6.008 4.225 0.9516
0.1190 5.911 4.160 0.9374

Table 11: Benchmark cross section predictions for MSTW 20087+, Z andtt production at 7 TeV,
as a function ofas(myz). The results for the central value af(myz) for MSTW 2008 (0.1202) are
shown in bold.

as(mz) || 0gg—Higgs(120 GeV)[pb] | 0gg— Higgs(180 GeV)[pb] | 049—s Higgs(240 GeV')[pb] | o4ipb]
0.1187 12.13 5.08 2.74 163.5
0.1194 12.27 5.14 2.77 165.8
0.1202 12.41 5.19 2.81 168.1
0.1208 12.53 524 2.83 170.0
0.1214 12.64 5.29 2.86 171.9
0.1190 12.18 5.10 2.76 164.4

Table 12: Benchmark cross section predictions for MSTW 20089 — Higgs production (masses
of 120, 180 and 240 GeV), and far production, at 7 TeV, as a function af (mz). The results for the
central value ofvs(m ) for MSTW 2008 (0.1202) are shown in bold. Cross sections baes corrected
for the finite top mass effect (a factor of 1.06 for 120 GeV5lfdr 180 GeV and 1.31 for 240 GeV).
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Process o PDF (asym) | PDF (sym)| as(mz) error combined
ow+ * BROW™T — Itv)[nb] || 5.957| +0.129/-0.097| 0.107 | +0.051/-0.060[ +0.145/-0.121
ow- * BRW™ — 1"v)[nb] || 4.190| +0.092/-0.071] 0.079 | +0.035/-0.040| +0.104/-0.080
ozo ¥ BR(Z° — 1T17)[nb] 0.944| +0.020/-0.014, 0.017 | +0.007/-0.009| +0.023/-0.0018
oz[pb] 168.1 +4.7/-5.6 4.9 +3.8/-4.6 +7.2/-6.0
Ogg—Higgs (120 GeV)[pb] 12.41| +0.17/-0.21 0.19 +0.23/-0.28 +0.40/-0.34

O g Higgs (180 GeV)[pb] 5.194| +0.090/-0.106/ 0.095 | +0.094/-0.115| +0.177/-0.136
Ogg— Higgs (240 GeV)[pb] 2.806 | +0.057/-0.069] 0.062 | +0.052/-0.063|] +0.101/-0.077

Table 13: Benchmark cross section predictions and unogigaifor MSTW 2008 forlV*, Z, tf and
Higgs production (120, 180, 240 GeV) at 7 TeV. The centrabljptéon is given in column 2. Errors
are quoted at the 68% c.l. The symmetric and asymmetric féomthe PDF errors are given. The
uncertainty is the deviation of the central prediction & tipper and lower 68% c.l. values @f(M?%).
The combination follows the procedure outlined in the text.

yw | “4t « BR | PDF +a, Error | 4= « BR | PDF +a, Error | %2 « BR | PDF +a, Error
4.4 0.0024 0.0001 0.00007 0.00003 | 0.000011 | 0.000001
40| 0.087 0.003 0.014 0.002 0.0037 0.0001
36| 0353 0.017 0.113 0.006 0.029 0.001
32| 0616 0.021 0.276 0.011 0.070 0.002
28| 0787 0.022 0.422 0.015 0.105 0.003
24| 0863 0.023 0.523 0.015 0.128 0.004
20| 0888 0.022 0.608 0.017 0.141 0.003
1.6 0879 0.020 0.678 0.017 0.151 0.004
1.2 0.860 0.019 0.716 0.020 0.154 0.004
08| 0843 0.027 0.736 0.018 0.157 0.005
04| 0856 0.023 0.770 0.019 0.161 0.005
00 | 0829 0.022 0.760 0.020 0.159 0.004
04 | 0834 0.023 0.765 0.021 0.161 0.005
08 | 0855 0.022 0.742 0.019 0.157 0.004
12 || 0.865 0.026 0.719 0.018 0.154 0.004
16 || 0875 0.021 0.677 0.021 0.151 0.003
20 | 0890 0.026 0.608 0.018 0.142 0.004
24 | 0866 0.020 0.530 0.015 0.129 0.003
28 | 0798 0.020 0.413 0.014 0.104 0.003
32 | 0611 0.019 0.280 0.012 0.070 0.002
36 | 0341 0.017 0.112 0.008 0.029 0.001
40 | 0.9 0.003 0.015 0.002 0.0042 0.0002
44 | 00022 0.0001 0.00008 0.00003 | 0.000010 |  0.000001

Table 14: Benchmark cross section predictioss /dy * BR in nb) for MSTW 2008 forlV*, Z¢ pro-
duction at 7 TeV, as a function of boson rapidity.

5.26 NNPDF2.0

We show results for the NNPDF2.0 PDF set, with the default BRRhoice ofas(mz) = 0.119, as
well as for other values af,(m ) in Table 15 for all the benchmark LHC observables. Note tha¢fch
value ofa; we provide the central prediction and the associated PDErtainties. For the combined
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PDF+o; uncertainty, we assume the benchmark valuexpfmz) = 0.1190 + 0.0012 as a 1-sigma
uncertainty.

Next in Table 16 we provide for the same observables the eadhcross section predictions and
uncertainties for the NNPDF2.0 set with the combined PDFsirahg coupling uncertainties at LHC 7
TeV. In the last column, the PDF aid errors are combined using exact error propagation as disdus
in Sect[3.24.

Finally in Table 17 we provide the benchmark cross sectiedligtions for the differential rapidity
distributions o /dy-BR in pb) for NNPDF2.0 fol¥’* and Z° production at 7 TeV, as a function of the
boson rapidity. We provide for each bin in rapidity the comdad PDF andy, uncertainty using exact
error propagation.

| |cWH)Br(WT = 1Ty) [ oW )Br (W~ = 1Ty |

as=0.115 5.65+0.13nb 3.86 £ 0.09 nb
a,=0.117 5.734+0.13 nb 3.91+0.08 nb
a,=0.119 5.80 + 0.15 nb 3.97 £+ 0.09 nb
as=0.121 5.87+0.13nb 4.03 +0.08 nb
as=0.123 5.98+0.14nb 4.10 £ 0.10 nb
| | o(Z°)Br (ZT = 1F1) | o(tt) |
as=0.115 886 + 18 pb 156 + 5 pb
a,=0.117 898 + 16 pb 16245 pb
a,=0.119 909 + 19 pb 169 4+ 6 pb
a,=0.121 921 + 17 pb 176 4 6 pb
as=0.123 937 + 21 pb 1824 7pb
| | o(H)(120GeV) | o(H)(180 GeV) | o(H)(240 GeV) |
as=0.115] 11.61 £0.25pb | 4.86+0.12pb | 2.69 + 0.066 pb
@s=0.117| 11.90+0.19pb | 5.054+0.09pb | 2.75+ 0.066 pb
@s=0.119 | 12.30+0.18pb | 5.22+0.10pb | 2.84 + 0.066 pb
@s=0.121| 12.66 = 0.18pb | 5.384+0.09pb | 2.93 + 0.066 pb
@s=0.123| 12.92+0.20pb | 5.4940.10pb | 3.00 + 0.079 pb

Table 15: Benchmark cross section predictions for NNPDF&.0V *, Z9, ¢ and Higgs production at

7 TeV, as a function ofy;(my). The results for the central value of(m ) for NNPDF2.0 (0.119)
are shown in bold. For each value @f(mz) we provide both the central prediction and the associated
1-sigma PDF uncertainties. The Higgs boson cross sectavestieen corrected for the finite top mass
effect (1.06,1.15,1.31) for the three values of the Higgsomomass.

| Process | Cross section| PDF errors (1s) | a(mz) error | PDF+, error |
oc(WHBr (W = 1Ty [nb] 5.80 0.15 0.04 0.16
oc(WHBr (W™ = ITy) [nb] 3.97 0.09 0.04 0.10
o(Z°)Br (2+ = 1*17) [nb] 0.909 0.022 0.007 0.023
o (tf) [pb] 169 6 4 7

o (H)(120 GeV) [pb] 12.30 0.18 0.23 0.29

o (H)(180 GeV) [pb] 5.22 0.10 0.10 0.14

o (H)(240 GeV) [pb] 2.84 0.066 0.052 0.092

Table 16: Benchmark cross section predictions and unogigaifor NNPDF2. foriW*, Z°, tf and
Higgs production (120, 180, 240 GeV) at LHC 7 TeV. The cenpradiction is given in column 2.
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We provide PDF uncertainties as 1-sigma uncertaintieshdrast column, the PDF and, errors are
combined using exact error propagation as discussed in[&2ét The Higgs boson cross sections have
been corrected for the finite top mass effect (1.06,1.15)Xd@ the three values of the Higgs boson mass.

yw/z | doyw+ /dy-BR | PDF+us error | doyy,— /dy-BR | PDF+us error | dozo /dy-BR | PDF+us error |

-4.40 0.0024 0.0003 0.0023 0.00025 0.00001 0.00001
-4.00 0.090 0.0048 0.021 0.0021 0.0039 0.00032
-3.60 0.352 0.020 0.122 0.007 0.030 0.002

-3.20 0.588 0.023 0.279 0.014 0.070 0.0037
-2.80 0.771 0.030 0.395 0.016 0.102 0.0042
-2.40 0.842 0.030 0.500 0.020 0.124 0.0043
-2.00 0.862 0.029 0.569 0.018 0.136 0.0053
-1.60 0.851 0.025 0.624 0.020 0.144 0.0038
-1.20 0.827 0.040 0.655 0.015 0.147 0.0039
-0.80 0.831 0.020 0.687 0.021 0.150 0.0045
-0.40 0.819 0.023 0.692 0.017 0.151 0.0034
0.00 0.815 0.020 0.701 0.019 0.153 0.0049
0.40 0.836 0.024 0.713 0.016 0.154 0.0031
0.80 0.820 0.023 0.678 0.016 0.149 0.0046
1.20 0.840 0.026 0.667 0.017 0.149 0.0044
1.60 0.858 0.029 0.623 0.020 0.145 0.0039
2.00 0.860 0.029 0.583 0.024 0.140 0.0051
2.40 0.861 0.029 0.508 0.019 0.126 0.0046
2.80 0.771 0.032 0.397 0.017 0.099 0.0047
3.20 0.598 0.024 0.260 0.013 0.066 0.0037
3.60 0.338 0.017 0.119 0.007 0.030 0.0025
4.00 0.076 0.004 0.018 0.0023 0.0044 0.00037
4.40 0.0016 0.0007 0.0031 0.00031 0.00001 0.00

Table 17: Benchmark cross section predictios /dy-BR in nb) for NNPDF2.0 fod¥’* and Z° pro-
duction at 7 TeV, as a function of boson rapidity. We providedach bin in rapidity the combined PDF
anda, uncertainty using exact error propagation.

5.3 Comparison of W+, W—, Z° rapidity distributions

NLO predictions for the¥*, W~ and Z cross sections (along with the PDF uncertainties) areealott
as a function of the boson’s rapidity are plotted in Figuruéihg the CTEQ6.6 PDFs.

In the figures below, a comparison is made for the predictafriee W+, W—, Z° boson rapidity
distributions for the PDFs discussed in this note. In gdntra predictions are in reasonable agreement,
but differences can be observed that should be detectatlieaweasonably-sized data sample at 7 TeV.

6. Summary

In this interim report, we have tried to provide a snapshabtwfcurrent understanding of PDFs and the

associated experimental and theoretical uncertainties,of predictions for benchmark cross sections
at the LHC (7 TeV) and their corresponding uncertaintiesis Bmapshot will be updated as new input

data/theoretical treatments become available. Many oPIDEs discussed in this note are now not the
most recent generation from the respective PDF groups, butave concentrated on these since they
are in the most common use by the experimental groups.
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Fig. 10: TheW ™, W~ and Z cross sections at 7 TeV (along with the PDF uncertainties) asction of rapidity for the
CTEQ®6.6 PDFs. The error bars indicate the PREtincertainties shown in Table 6.
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