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Abstract

The production of mesons containing strange quarl% @ and both singly and doubly strange

baryons {\, A, and E*+§+) are measured at central rapidity in pp collisions,é& = 0.9 TeV
with the ALICE experiment at the LHC. The results are obtdifrem the analysis of about 250 k
minimum bias events recorded in 2009. Measurements of yi@tl/dy) and transverse momen-
tum spectra at central rapidities for inelastic pp collisicare presented. For mesons, we report
yields ((dN/dy)) of 0.184+ 0.002 (stat.) =+0.006 (syst.) for K¢ and 0021+ 0.004 (stat.) +
0.003 (syst.) for . For baryons, we finddN/dy) = 0.048=+ 0.001 (stat.) +0.004 (syst.) for

A, 0.04740.002 (stat.) 4 0.005 (syst.) for A and 001014 0.0020 (stat.) +0.0009 (syst.) for

== +=". The results are also compared with predictions for idexttifiarticle spectra from QCD-
inspired models and provide a baseline for comparisonshdth future pp measurements at higher
energies and heavy-ion collisions.

*See Appendik’A for the list of collaboration members
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1 Introduction

The production of hadrons at high transverse momenta indmgingy proton-proton collisions is reason-
ably well described by perturbative Quantum Chromodynani®©QCD) in terms of hard parton-parton
scattering (large momentum transfers) followed by fragraton [1,[2]. However, the low-momentum
region, where most particles are produced and which therefontributes most to the underlying event,
is dominated by soft interactions. In the soft regime, it haen found that particle production can be
described effectively by models based on emission from ailieated system at a specific temperature
and baryo-chemical potential, with additional accountiigconserved quantities [3] 4] 5]. It can also
be treated in the framework of QCD inspired phenomenoldgitadels, that include multi-parton pro-
cesses, extrapolated to very low-momentum transférs [6&. cbntribution and evolution of multi-parton
processes as a function g&is difficult to establish. Measurements of identified pdesat the beam in-
jection energy of the LHC and in the low transverse momentpsi riegion, along with their comparison
with QCD-inspired models, constitute a baseline for congoais with higher centre-of-mass energies.
The low pr cutoff achievable through the low material budget, low cartbarrel magnetic field (0.5 T)
and excellent particle identification (PID) of the ALICE detors, allows an accurate measurement of
the low momentum region at mid-rapidity.

The differential transverse momentum yielqls Epectra) and integrated yields at central rapidity éf K

o, N\, AN and=" +=" have been measured by the ALICE experiment during the cosimnisig phase
of the LHC (December 2009) [7] with the very first proton-pmotcollisions [8] and are reported in
this article. A sample of 250 k minimum bias pp collisions\a = 0.9 TeV has been selected with
triggers combining several fast detectdrs [9]. Measurdmare performed using the tracking devices
and the main PID detectors of ALICE in the central rapiditgioa (ly| < 0.8). A comparison of the
transverse momentum shapes (mass dependence and meeersansomentum) with PYTHIA[1] and
PHOJETI[2] is provided.

This article is organized as follows. Section 2 presentsetperimental conditions, the minimum bias
event selection as well as a brief description of the maiaaets and the associated event reconstruction
tools used for the analysis. Section 3 is dedicated to the a@dalysis, including track and topological
selections, signal extraction methods and the correspgnefificiency corrections. The determination
of the systematic uncertainties are also described in #atan. In section 4, th@y spectra and the
integrated yields of the studied particle species are givehcompared with previous measurements and
model predictions. Conclusions are given in section 5.

2 Experimental set-up and data collection

A detailed description of the ALICE experimental setup asdietector subsystems can be found_ in [10].

2.1 Main detectors and reconstruction techniques used fohie analyses

The central barrel of ALICE covers polar angles fromt 45135 over the full azimuth. Itis embedded in
the large L3 solenoidal magnet providing a nominal magrfegid B of 0.5 T. Within the barrel, the two
tracking detectors used in these present analyses cofsistloner Tracking System (ITS), composed
of 6 cylindrical layers of high-resolution Silicon deterdcand a cylindrical Time Projection Chamber
(TPC). PID is performed using secondary (displaced) vagernstruction, invariant mass analysis and
single track PID methods, which include the measurememedific ionization in the ITS and the TPC,
and the information from the Time-Of-Flight detector (TOF)

2.1.1 The Inner Tracking System

The Silicon Pixel Detector (SPD) corresponds to the twolimuest ITS layers. These two layers have
a very high granularity with a total of about®million pixels, each with a size of 50425 um?. They
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are located at radii of .8 and 76 cm and the pseudorapidity coverages faye< 2.0 and|n| < 1.4
respectively. The detector provides a position resolutibh2 pm in the i direction and about 10Qm
in the direction along the beam axis. It can also deliver adifpr the first level of trigger (LO) in less
than 850 ns. The two layers of the Silicon Drift Detector (SPBcated at radii of 1H and 239 cm,
are composed of 260 sensors, including 133 000 collectiodeswith a pitch of 294tm. They provide
a charge deposit measurement and a position measuremard vasolution of about 3gm in the
direction and about 2fm in the beam direction [11]. The Silicon Strip Detector (§8bnsists of 1698
double-sided sensors (with a strip pitch of @& and a stereo angle of 35 mrad) arranged in 2 layers
located at radii of 38 and 43 cm. It provides a measuremerietharge deposited in each of thé 2
million strips, as well as a position measurement with altggm of 20 um in the rp direction and about
800 um in the beam direction.

The ITS sensor modules were aligned using survey informatitd tracks from cosmic-ray muons and
pp collisions. The corresponding methods are describetilh [

The percentage of operational channels in the ITS durin@@@® run is 82% for the SPD, 91% for the
SDD and 90% for the SSD.

2.1.2 The Time Projection Chamber

The ALICE TPC is a cylindrical drift detector with a pseudpidity coverage ofn| < 0.9 [12]. It has

a field cage filled with 90 fhof Ne/COy/N, (85.7/9.5/4.8%). The inner and outer radii of the active
volume are of 85 cm and 247 cm respectively and the lengthgatombeam direction is 500 cm. Inside
the field cage, ionization electrons produced when chargeticfes traverse the active volume on either
side of the central electrode (a high voltage membranel®0 kV) migrate to the end plates in less than
94 us. A total of 72 multi-wire proportional chambers, with catle pad readout, instrument the two
end plates of the TPC which are segmented in 18 sectors anghanoca total of 557568 readout pads.
The ALICE TPC ReadOut (ALTRO) chip, employing a 10 bit ADC &tNiHz sampling rate and digital
filtering circuits, allows for precise position and lineareggy loss measurements with a gas gain of the
order of 10.

The position resolution in thep direction varies from 110@«m to 800um when going from the inner
to the outer radius whereas the resolution along the beasranges between 12%0m and 110Qum.

2.1.3 The Time-Of-Flight detector

The ALICE Time-Of-Flight detector [13] is a cylindrical assbly of Multi-gap Resistive Plate Cham-
bers (MRPC) with an inner radius of 370 cm and an outer radfu396 cm, a pseudorapidity range
In| < 0.9 and full azimuth angle, except for the region 26Qp < 320 atn near zero where no TOF
modules were installed to reduce the material in front ofRheton Spectrometer. The basic unit of the
TOF system is a 10-gap double-stack MRPC strip 122 cm longl8muin wide, with an active area of
120x 7.4 cn? subdivided into two rows of 48 pads of%3x 2.5 cn?. Five modules of three different
types are needed to cover the full cylinder along the z dwactAll modules have the same structure
and width (128 cm) but differ in length. The overall TOF bafength is 741 cm (active region). It
has 152,928 readout channels and an average thickness-8@®® of a radiation length, depending on
the detector zone. For pp collisions, such a segmentatamsléo an occupancy smaller thai®D %.

Its front-end electronics is designed to comply with theibabaracteristics of a MRPC detector, i.e.
very fast differential signals from the anode and cathodeloet. Test beam results demonstrated a time
resolution below 50 ps, dominated by the jitter in the elattr readout.
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2.1.4 The VZERO Counters

The VZERO counters are two scintillator hodoscopes locatedg the beam direction at0.9 m and
3.3 m from the geometrical centre of the experiment. They apoed to a coverage ef3.7<n < —1.7
and 28 < n < 5.1 respectively and have a time resolution close @ 15s. They are used as trigger
detectors and help to remove beam-gas interaction bacikdrou

2.1.5 Track reconstruction and particle identification

The global tracking system in the ALICE central barrel (camriy the ITS and the TPC) covers the
pseudorapidity windown| < 0.9.

The reconstruction in the tracking detectors begins witlrgé cluster finding. The two coordinates of
the crossing points (space points) between tracks andtdetsmsitive elements (pad rows in the TPC,
and silicon sensors in the ITS) are calculated as the ceotmgvity of the clusters. The errors on the
space point positions are parametrized as functions ofitister size and of the deposited charge. In the
TPC, these errors are further corrected during the trackieong the crossing angles between tracks and
the pad rows.

The space points reconstructed at the two innermost IT 3ddpexel detector, SPD) are then used for the
reconstruction of the primary vertex. One space point framftrst SPD layer and one from the second
layer are combined into pairs called “tracklets”. The pniynaertex is consequently reconstructed in 3D
as the location that minimizes the sum of the squared diegatwall the tracklet extrapolations. If this
fails, the algorithm instead reconstructs theoordinate of the vertex by correlating tkeoordinates

of the SPD space points, while farandy the average position of the beam in the transverse plane
(measured basis by a dedicated calibration procedure ambyruun basis) is assumed.

Track reconstruction in ALICE is based on the Kalman filtepraach and is discussed in detail[in [15].
The initial approximations for the track parameters (theetds”) are constructed using pairs of space
points taken at two outer TPC pad rows separated by a few paxland the primary vertex. The primary
vertex position errors for this procedure are considerduktas big as 3 cm. The seeds for the secondary
tracks are created without using the primary vertex, singd & constraint would unnecessarily reduce
the VO finding efficiency. The space points are searched aloadine connecting the pairs of points
taken at those two outer TPC pad rows.

Once the track seeds are created, they are sorted accoodimg ¢stimate of their transverse momentum
(pr). Then they are extended from one pad row to another in the dfCfrom one layer to another
in the ITS towards the primary vertex. Every time a space tpigifiound within a prolongation path
defined by the current estimate of the covariance matrixtriek parameters and the covariance matrix
are updated using the Kalman filter. For each tracking stepgestimates of the track parameters and
the covariance matrix are also corrected for the mean erlesgyand Coulomb multiple scattering in
the traversed material. The decision on the particle mabs tsed for these corrections is based on the
dE/dx information given by the TPC when available. If the inforipatis missing or not conclusive, a
pion mass is assumed. Only five particle hypotheses ared=yesl: electrons, muons, pions, kaons and
protons.

All the tracks are then propagated outwards, through thed& the TPC. When possible, they are
matched with the hits reconstructed in the TOF detector.iriguthis tracking phase, the track length
and five time-of-flight hypotheses per track (correspondmthe electron, muon, pion, kaon and proton
masses) are calculated. This information is later usedn®MOF PID procedure. The track parame-
ters are then re-estimated at the distance of closest agp(@CA) to the primary vertex applying the
Kalman filter to the space points already attached. Fintdly,primary vertex is fitted once again, now
using reconstructed tracks and the information about tieea@ye position and spread of the beam-beam
interaction region estimated for this run.
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In pp collisions, the track reconstruction efficiency in theceptance of TPC saturates at about 90%
because of the effect of the dead zones between its sectageed down to about 75% aroumg =

1 GeV/c and drops to 45% at.05 GeVec. It is limited by particle decays (for kaons), track bendatg
low pr and absorption in the detector material. The amount of rizditeaversed by particles negr=0

is about 11% of of a radiation length including the beam ptpe,ITS and the TPC (with service and
support).

The overallpt resolution is at least as good as the TPC-standalone rigsgluthich is typically 1% for
momenta of 1 Ge}¢ and 7% for momenta of 10 Ge/ and follows the parameterizatidw (pr)/pr)? =
(0.01)2 + (0.007 pr)2 wherepr is expressed in Ge (see [14] for the details).

The resolution of the track transverse impact parametenttimimal distance between a track and the pri-
mary vertex in the transverse plane) depends on the praai$imack and primary vertex reconstruction.
These in turn depend on the momentum, and, in the case of ttexyen the number of contributing
tracks. As it was estimated from the data, the transversadmparameter resolution for a typical pp
event could be parameterized @épr) = 50+ 60/ (pr)°° (0 is in um, andpr is in GeV/c), which was
defined by the level of the ITS alignment achieved in 2009.

The cE /dx resolution of the TPC is estimated to be about 5% for trackk %59 clusters [12], which is
better than the design valde [15]. When averaged over adinstocucted tracks, this resolution is about
6.5%.

During the run, the preliminary calibration of the TOF deteacorresponds to a resolution of 180 ps,
which includes 140 ps due to the jitter in the absolute timéhefcollisions. This contribution is reduced
to about 85 ps for those events with at least 3 tracks reachim@ OF, in which case an independent
time zero determination is possible. The matching effigiamith TPC tracks (which includes geometry,
decays and interaction with material) is on average 60% ffotops and pions and reaches 65% above
pr = 1 GeVc. For kaons it remains sligthly lower [16]. Aboye = 0.5 GeV/c, the TOF PID has an
efficiency larger than 60% with a very small contamination.

2.2 LHC running conditions and triggers

For the first collisions provided by the Large Hadron Collideur low intensity proton bunches (10
protons per bunch, giving the luminosity of the order of96m—2s~1) per beam were circulated, and two
pairs of them crossed at the ALICE interaction point. Undehsconditions, the rate for multiple events
in a given bunch-crossing (“pile-up”) was negligible. Theeagy in the centre of mass corresponded to
twice the beam injection energy, that\j&= 0.9 TeV. The data acquisition of ALICE was triggered by
requiring two coincidence conditions: i) the LHC bunchssimng signal together with the two beam pick-
up monitors (BPTX); ii) ALICE minimum bias (MB) trigger reging a combination of signals from the
SPD and from the VZERO counters. For these analyses, thggWBis used, which is fulfilled when at
least one of the VZEROSs or the SPD trigger is fired [9]. Theesponding data rate was10 Hz.

3 Data analysis
3.1 Event and track selection

The primary vertex is reconstructed using either SPD tetskl8] (5% of the events) or global tracks
(95% of the events). Events are selected by requiring tleatistance between the position of primary
vertex and the geometrical centre of the apparatus alonigghm axis be less than 10 cen< —0.40 cm

and rms = 4.24 cm, wherez is the average position of the primary vertex along the bess).aEvents
with less centred primary verticesz[(> 10 cm) are discarded in order to minimize acceptance and
efficiency biases for tracks at the edge of the TPC detectiume. The average position and dispersion
for both horizontal and vertical directions are found toxdce —0.35 mm § = +1.63 mm) and rmg=
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Fig. 1: Primary vertex distributions for the analysed events. Hitgdanel shows the distributions along the beam
axis. Selected events (full symbols) are required to haeeanstructed primary vertex with < 10 cm. The right
panel corresponds to the directions perpendicular to thentexis: horizontally (i.ex-direction, squares and full
line) and vertically (i.ey-direction, triangles and dashed line).

0.23 mm (rmg = 0.27 mm). No conditions were applied on tkReandy position of the vertex. The
total number of events used for obtaining the particle spead yields is about 250 k events. Figure 1
shows the primary vertex distribution along the beam afi flanel) and for th& andy directions (right
panel). The dashed lines indicate the limits of the seleatetkx region.

The normalization to the number of inelastic events (INE.9btained in the same way as other ALICE
analyses([8, 16]. It leads to a correction for the normailimadf ~ 5% with an uncertainty of 2%. This
uncertainty is added to the ones described in setiidn 3.hamly related to the modeling of the fraction
of diffractive events with several Monte Carlo event getmsa

Several quality criteria are defined for track selectionctiaack is required to have been reconstructed
in the TPC in the initial outward-in step of tracking and theurccessfully refitted in the final back-
propagation to the primary vertex as described in se¢ti@f2 It is also required that each track has at
least 80 TPC clusters out of a maximum of 159. At the recon8tm level, split tracks are rejected as
well as those which may correspond to daughters of kaonsyiteran the TPC.

As the @ particle is a strongly decaying resonance, its daughtersralistinguishable from primary
particles at the reconstruction level and therefore printeack selections are used. As a first step, each
track is propagated to the reconstructed primary vertexhi#f operation is successful, the track is kept
if it has a DCA smaller than 5 mm (3 cm) in the transverse (lardjnal) direction with the additional
constraints of having at least one SPD cluster and af less than 4 per cluster assignment (for each
cluster, thex? has two degrees of freedom).

Depending on its lifetime, a particle may cross severaliayé the ITS before weakly decaying. The
probability that the daughter tracks ofKA, A and=" +=" have a hitin this detector decreases accord-
ingly. Therefore, no specific condition on the number of ITS Is required for the daughter tracks of
the reconstructed secondary vertices. However, otheityuaiteria are applied for selecting the daugh-
ter tracks of weakly decaying particles which are not com®d as primaries. The selections described
are summarized in Tabld 1. The measurement of differeni@tly in rapidity andpt bins cannot be
performed simultaneously for the particles considered tduihe small available statistics. Therefore
the rapidity ranges are chosen such that i) the efficiencg doé vary strongly for each species and ii)
the rapidity distribution is sufficiently flat for it to be psible to rely on the Monte Carlo to obtain the
corrections.
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Table 1: Track selection criteria.

Common selections

Detectors required for track rec./fit ITS,TPC

Number of TPC clusterd > 80

N(o) dE/dx (TPC PID) 3to5
Primary track selections

X2 per cluster < 4

DCA to primary vertex (r,z) < (0.5,3.0) cm

Number of SPD cluster$ > 1
Secondary track selections

transverse momentufn > 160 MeVc

2 maximum number for the TPC is 159;

b maximum number for the SPD is 2;
¢in the cases of & A andA.

Table 2: Secondary vertex selection criteria.

Common selections

Minimum transverse decay radius > 0.2cm
Maximum transverse decay radius < 100 cm
VO vertex selections (¥ A and/)
DCA of VO daugther track
to primary vertex > 0.05cm
DCA between VO daughter tracks < 050cm
Cosine of VO pointing angleNandA) > 0.99
Cascade vertex selections
DCA of cascade daughter track
to primary vertex > 0.01lcm
DCA between VO daughter tracks < 30cm
Cosine of VO pointing angle > 097
DCA of VO to primary vertex > 0.001cm
VO invariant mass > 1110 MeVc?
VO invariant mass < 1122 MeVc?
DCA between VO and bachelor track < 3.0cm
Cosine of cascade pointing angle > 0.85

afor bachelor and each VO daughter.
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Table 3: Main characteristics of the reconstructed particles: madequark content, masst and charged decay
branching ratio (B.R.)[18].

Particles mass (Me/'®) cT charged decay B.R. (%)
K2 497.61 268cm K- mt+m 69.2
Mesons -
(s 1019.46 45fm ¢ —KT+K 49.2
A (uds) andA (uds) 111568 789cm A— p+m andA — p+mt 63.9

Baryons _° —_ - _ —_ =
=" (dss) and=" (dss) 132171 491cm =" - A+m and=’ - A+m" 99.9

3.2 Particle reconstruction and identification methods

3.2.1 Topological reconstruction Ko A, Aand=" +§+

The K, A, A and=" +=7 are identified by applying selections on the charactesgstictheir daughter
tracks (see Tablg 2) and using their weak decay topologiteichannels listed in Tadlé 3.

The measurement of KA andA is based on the reconstruction of the secondary vertex (¥@)aated

to their weak decay. The VO finding procedure starts with #lection of secondary tracks, i.e. tracks
having a sufficiently large impact parameter with respethégprimary vertex. All possible combinations
between two secondary tracks of opposite charge are thenieed. They are accepted as VO candidates
only if the DCA between them is smaller tharb@m. The minimization of the distance between the
tracks is performed numerically using helix parametrimasi in 3D. The VO vertex position is a point
on the line connecting the points of closest approach betwiee two tracks. Its distance from each
daughter track is taken to be proportional to the precisidih@track parameter estimations. Once their
position is determined, only the VO candidates locateddmsi given fiducial volume are kept. The
inner boundary of this fiducial volume is at a radius d @m from the primary vertex, while the outer
limit is set at 100 cm. Finally, foA andA reconstruction, the VO finding procedure checks whether the
particle momentumff) associated with the VO candidate (calculated as the sutnedafrack momenta
extrapolated to the position of the DCA) points back to thenpry vertex. This is achieved by applying
a cut on the cosine of the angle (pointing an@igbetweenp and a vector connecting the primary vertex
and the VO position (co8; > 0.99). The invariant mass of each candidate can then be cldutéther
under the K or the/A hypothesis.

The TPC PID helps substantially to remove the combinattxakground for the\ andA (mainly for
the baryon daughter identification, while it is not neededtfe K2 decaying into pions). TPC PID
is described in paragraph 3.2.3. The selections here corherproton daughter only and have been
chosen to be looser for the daughter track with momentumvb@@ GeV/c (+50) and tighter for
higher momentum=30).

The=+=" particles are identified via their “cascade” decay topoldfye cascade finding procedure
starts from the VO finding procedure for tle daughter but with less stringent selection criteria (see
Table[2 and Cascade vertex selections). This is done toaserthe efficiency and to allow for the fact
that the daughtef\’s do not have to point back to the primary vertex.

The VO candidates found within th& mass window (11168-6 MeV/c?) are combined with all pos-
sible secondary tracks (bachelor candidates) with thepdixaoeof both VO daughter tracks. A cut on
the impact parameter of the bachelor track is applied tcctafe primary particles which increase the
combinatorial background.

A VO-bachelor association is performed if the distance obekt approach between the bachelor track
and the VO trajectory (DCA between VO and bachelor track)nigls (less than 3 cm). Finally, this
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Fig. 2: Invariant mass distributions of K A andA, ¢ and the sunE~ +=". The vertical arrows indicate the
nominal mass values from PDG.

cascade candidate is selected if its reconstructed momeguints back to the primary vertex (cosine of
cascade pointing angle). The cascade finding is limitededittucial region used for VO reconstruction
(see Tablél2).

In addition to topological selections, the reconstructidrcascades also makes use of the single-track
PID information delivered by the TPC. This is considered dach of the three daughters (both pions
and the proton). For each track, a loose selection is redjitdo over the whole momentum range) to
reject the combinatorial background in part. The resultmgriant mass distributions are presented in
Fig.[2.

3.2.2 Additional quality checks foK2, A, A

A significant fraction of the reconstructed VO come frgrnonversion in the detector material. This can
be clearly seen in the Armenteros-Podolanski distribufbfj shown in Fig[8 wherep” and p| are
the longitudinal components of the total momentum for thsifphe and negative daughters respectively,
relative to the direction of the VO momentum vector. TI‘% K andA signal regions are symmetric and
clearly distinguishable.

The lifetime (a) distributions for l@ A and A are also checked. All VO candidates withints8o
effective mass region around the nominal value are usedandistribution without further residual
background subtraction. The corresponding distributioinsr = L are obtained, wherk is defined as
the distance between primary and VO vertices, mrghd p are the particle mass and momentum. Because
of the acceptance, the single track efficiency and the tgpeab selections applied at reconstruction
level, the reconstruction efficiency as a function of theayeength is not constant. The corresponding
corrections are extracted from the reconstruction of fuliite Carlo simulations (see sectlon]3.4). The
correctedet distributions are fitted using exponential functions. Tésults are shown with the statistical
uncertainties in Fid.]4. The extracted decay lengths ®f0.1 cm, 77+ 0.1 cm and 272+ 0.03 cm for

A, A\ and Kfs’ respectively, are compatible with the PDG values givenabld[3.
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ALEPH parameterizatiori [19] of the Bethe-Bloch curve (ddihe). Right panel shows the relative difference
between TOF measured times and that corresponding to a kassimgpothesis. The dashed lines delimit a coarse
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3.2.3 (@ reconstruction

The @ resonance is reconstructed through its principal decaprotla — KK~ (see Tablé]3). With
acr of 45 fm, its decay vertex is indistinguishable from the i collision vertex. Therefore the
selection criteria adopted for the candidate daughteksrace the ones used for primaries, as specified
in Table1.

A crucial issue for thep reconstruction, as for any strongly decaying resonanctheicombinatorial

background determination. In the present analysis PID ésl ue select kaons, rejecting most of the
background while leading to a very small loss in efficiencgr this purpose, tracks are selected if the
PID information from the TPC is compatible with a kaon sigaadl using the TOF signal when available.

For each track, the expected energy loss is calculated agiagametrised response based on the Bethe-
Bloch formula [19] computed with a kaon mass hypothesiss ttdmpared with the TPC specific ion-
ization € /dx measured via truncated mean (the reconstructed momenting &ealuated at the inner
radius of the TPC). With the current TPC calibration for thata set, the assume& (dx resolution is

6 %. For momenta smaller than 350 MeMhe species are well separated so the window is s&5m

with little or no contamination; above 350 M@ it is set instead te-30 as shown in the left panel of
Fig.[S.

The accepted band for TOF kaon identification is defined withtiyperbolas as shown in the right panel
of Fig.[8.

3.3 Background evaluation and signal extraction

For minimum bias pp collisions, the signals for all partecige clearly distinguishable from the combina-
torial background as shown in F[g. 2. Two different methodsused to extract the invariant mass signal
from the background. For the single strange particle% (KandA\), the signal is first approximated by
a Gaussian on a second order polynomial background. Thésgn estimate of the signal mean and
width although the invariant mass signal is not strictly &dan. Then the background is sampled on
each side of the signal by using both sampled regions thamare than & away from the Gaussian
mean. The assumption that no reconstructed signal is iedlirdthese regions is checked using Monte
Carlo data. The width of the background regions can vary nidipg on thept interval considered in the
invariant mass distributions. The sum of signal and baakguioG+B) is sampled in the region defined
by the meant4o.
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Fig. 6: Plot illustrating the “bin-counting” method used to extréee raw yields. It corresponds to the invariant
mass distribution of § for the pr bin [0.4— 0.5] GeV/c. The hashed regions show where the background is
sampled; they are chosen to be &way from the signal approximated with a Gaussian distidoutThe averaged

or fitted background is subtracted from the signal regioft 4.

The sampling method is illustrated in Fig. 6 for th%. Kwo methods are used to evaluate the background
and give consistent results. The background areas are @itfiged simultaneously with polynomial
functions (from first to third order) or ii) averaged by simptounting the number of entries (“bin-
counting”). The backgroun® under the signab is estimated using the normalized area sampled on
both sides of the signal region (Gaussian medw). The signal yieldS= (B+ S) — B is thus evaluated
without any assumption as to its shape. Systematic effectis as signal asymmetry are taken into
account by varying the size of the signal and backgroundhviate up to . The difference between the
two methods (fit and bin-counting) contributes to the evidmeof the systematic uncertainties associated
to the signal extraction.

In the case of th&~ + =, statistical uncertainties are significant so that, in jpeiréo the bin-counting
method, the background level is simply estimated by a ditdige fit.

The @ invariant mass distribution has a larger combinatoriakigagcund and a function reproducing both
the background and the signal is preferred. It is found thatitackground can be well reproduced by
a function f(M) =ay/M — b, while the peak has the shape of a Gaussian. The peak rangénsdias
+40 around the PDG mass of tlgg whereo = I' /2.35 andl is the nominal value of the resonance full
width at half maximum (&6 MeV/c?) [18]. For each analyzegr bin, several fit ranges are investigated.
It is found that the fitted width matches that extracted frofuleBMonte Carlo simulation (as defined in
sectiori 3.14) within 5%, except for the Igst bin where it is broader¢ 10%). While fluctuations of the fit
values as a function of the fit range are taken into accourthfosystematic error (see section 3.5.1), the
fit values used for all subsequent steps in the analysis ase tinat minimize the differendg?/NDF —

1|. FigurelT illustrates the method for the0 — 1.5] GeV/c pr bin. Every unlike-sign track pair passing
all selection criteria and falling within the invariant mass peak range is counted. The total number of
is estimated by subtracting the integral of the backgroumdtion alone, computed in the same invariant
mass range.

The signal counts (raw yields) for each of the bins are histogrammed as a functionmaf for K, A,

A in Fig.[8 and forgp and=" +="in Fig.[d. The uncertainties correspond to both the stasib&rrors
related to the number of counts and the systematics fromithedunting and fit methods used to extract
the signal from the background.
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3.4 Efficiency corrections

The efficiency corrections are obtained by analysing MoraddC(MC) events in exactly the same way
as for the real events. Little dependence is found on theaeM& generators which are used. Therefore
the corrections presented here are obtained using the geeetrator PYTHIA 6.4 (tune D6T) [1, 20]
and GEANTS3I[[21] for particle transport through the ALICE €eetors.

The MC information is propagated through the whole recamsiton and identification procedure to
generate the differentigbr efficiencies as shown in Fig. 110 for2dKA andA and in Fig[I1 forg and

=~ +=". The uncertainties correspond to the statistics of MontdoGamples used to compute the
corrections. For all particles, the global efficiency isitied at low pt because of the acceptance of
at least two charged daughter tracks in the detection volafrtte TPC (three tracks in the case of
= +§+). It rapidly increases witlpr but cannot exceed the asymptotic limits given by the charged
particle decay branching ratios presented in Table 3. Tfierdince between thA andA reflects the
absorption of the anti-proton daughter of the For all the variables used to select the particles and
improve the signal over noise ratio (see Talhles 1[dnd 2),\eidied that data and MC distributions
match, thus possible efficiency biases can be properly neghagxamples of such distributions are
presented in Fid. 12.
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Table 4: Point-to-point systematic uncertainties expressed ingreage fopt spectra of different particles. For
each particle, the reported values correspond to the effettie lowespr bin, the average and the highgstbin,
except for the feed-down contributions where values aieestd as being constant vergusor where the effect
is found to be negligible (less than 2 standard deviatiomsfthe default value on the corrected spectrum).

systematic effects (%) X A A 0] = 4+=F
Selections
tracks [46—11-21] [26—20-25 [3.0-20-41 [09-31-60 [negl.—54—negl]
topological [38—14—13] [33-33-15 [47-47-3§ — [6.8—116— 139
Signal extraction [45-15-15 [30-20-50 [30-20-50 [32-43-70 [56—negl.—25|
TPC cE/dx —— [5—negl ] [5—negl.] [1.8—2.9-3.6] [negl .|
Efficiency
material budget [1.5—1.5-1.1] [34—1.0-1.6 [3.7—20-45 [47-40-23 [27—-15-36]
p cross-section —— <1 <2 —— <2
Feed-down —— 17 1 —— ——

3.5 Estimation of the systematic uncertainties

Systematic uncertainties are discussed in the followirmgia®s, where details are given on the contri-
butions due to topological selections and signal extracti@thods, as well as those due to material
budget and feed-down. As for efficiency corrections, MC datagenerated with PYTHIA 6.4 (tune
D6T) [1,[20] and transported with GEANTB [21]. At loywr, the anti-proton absorption cross section
in GEANTS3 is known to be too large [22, 23]. GEANT4 (with thesabption cross-sections af [24])
was then used to correct the anti-proton tracking efficiedtye information is summarized in Talile 4.
In addition to these point-to-point systematic uncertagjtthere is also a 2 % systematic error on the
global normalization coming from the evaluation of the totamber of inelastic events.

3.5.1 Systematic uncertainties due to track or topologiselections and signal extraction

Systematic uncertainties due to tracking and topologidahiification are determined by varying the
track and topological (for secondary vertices) selectiassvell as the definition of the regions sampled
for signal extraction. To assess the different systemattedtainties, only the deviations that are statisti-
cally significant are taken into account (more than 2 stathdawiations away from the central value on
the corrected spectrum).

The systematic variation of track and topological selexioesults in a variation of the amount of signal
extracted from invariant mass distribution in both data gredMonte Carlo simulation mentioned above.
The difference between these amounts of signal correspoddsctly to the accuracy with which the
MC simulation reproduces the characteristics of real esdram the simulation of the detector response
to the background shape and composition considered forxinacéed signal. It is estimated that the
point-to-point uncertainties in ther spectra are at most@!%, 33 %, 47 %, 6 % and 13 % for the
K(S’, AN, pand=" +§+, respectively. The systematic uncertainties of the sigrtxhction for I@ AN

and="+=" are pr-dependent and estimated by varying the invariant massnegihere the signal and
the background are sampled using the bin-counting methsdritbed in sectiof 313. For the signal,
the systematic uncertainties from background subtradii@nestimated using three different criteria.
First of all, the function reproducing the background islaepd by a second or third order polynomial.
Moreover, the fit is repeated fixing the width parameter:tt0% of the value obtained in the default
procedure (described in section]3.3), and also to the vditareed when fitting the Monte Carlo sample
and to+10% of this. Finally, the fit range is also varied. All of thesmmputations result in a variation
of the raw counts with respect to those shown in Elg. 9. Algioa quite large compatibility region is
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requested for PID (at least3 the effects of varying thekl/dx selections are taken into account for the
corresponding efficiency calculation. For baghand =~ +=7, statistical errors dominate after signal
extraction (see sectidn 3.3) and consequently, some sstiteaffects due to PID are extrapolated from
single track and VO measurements. The TOF PID selectiorpigsonly to reject the background. No
systematic effects are observed on gheignal i) for the Monte Carlo data sample, when the seledgtion
applied to thep daughters in addition to all other cuts; ii) for real evemthen comparing the statistics
before and after applying the selection.

3.5.2 Systematic uncertainties due to material budget athda@rption cross-section

A dedicated study involved the variation of the detectorariat thickness crossed by particles. The
material budget uncertainty, based prconversion measurements, is estimated to be 7% in terms or
radiation length[[22]. The efficiency variation due to thiserial budget uncertainty depends on the
momentum of each of the decay daughters. Although such atiriis also correlated with the mo-
mentum of the parent particle, the corresponding systenuaitertainties are reported as point-to-point
errors in Tablé ¥ for the lowest, the average and the highebin and eventually added in quadrature to
the total systematic errors.

Specific uncertainties are related to the (anti-)protorogii®on and scattering cross-sections used for
propagating these particles through the geometry of thecttats with both GEANT3[21] (and its default
absorption cross-sections) and GEANT4 (using the absorptioss-sections of [24]). More details about
the modifications can be found in [22,]23] and referencesetherThe corresponding corrections are
taken into account in the efficiency verspg assuming that absorption cross-sections are identical for
the (anti-) hyperon and its (anti-) proton daughter. Theantainties associated with these corrections are
derived from the (anti-)proton cross-section uncertastnd the values are estimated as constant and
lower than 1% (2%) fo (A) and 2% for=—+= .

3.5.3 Systematic uncertainties faéx and A due to feed-down

Some of the reconstructeflandA particles come from decays &fhyperons. The proportion of recon-
structed secondar andA depends on the selection criteria used. For the paramésted In Tablé R
(VO vertex part), the impact of the feed-down on the final spectra is evaluated to be 13%\fand
12% forA\. No pr dependence is found within uncertainties.

This assessment results in a global correction of the speagplied as an additional factor in the overall
normalization. Provided that both primary and secondahave similar spectral shapes, such integrated
correction is applicable. This is tested directly using Mo@arlo data, but also with real data, changing
the fraction of the secondark by varying the DCA of reconstructed candidates. Within tiailable
statistics angyt reach, no significant change in spectral shape is observed.

Using Monte Carlo, the ratiteeq_down Of the reconstructed ~ (§+) candidates to the number of recon-
structedA (A) candidates fronE decays is:

r (N=-)mc
feed-down = 7o —
(NA =~ Imc
Assuming that this ratio is the same in both Monte Carlo ard,dbe whole feed-down contribution to

the spectra is estimated by dividing the number of reconsdE - (§+) in data by the ratio extracted
from Monte Carlo:
(sz )data

I'feed-down

Besides the= contribution, other sources may feed theopulation resulting in additional systematic
uncertainties. In Monte Carlo simulations particles possibly generated in the detector materialdadu

(N/\%E_ )data:
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Fig. 13: Comparison of the corrected yields as a functiorpgffor Kg (circle) and charged kaons (K (open
squares), identified via energy loss in the TPC and ITS, aatimie of flight in the TOF. The points are plotted at
the centre of the bins. The full vertical lines associateﬂthg points, as well as the gray shaded areas associated
to the K points, correspond to the statistical and systematic taicgies summed in quadrature whereas the
inner vertical lines contain only the statistical uncenrt&s (i.e. the number of reconstructed particles) and the
systematics from the signal extraction.

a 17 % uncertainty. The same uncertainty in the cask isfbelow 1 %. The contribution fror decays

is found to be negligible. It should be noted that sinc@\) from electromagneti&® (fo) decays cannot
be distinguished from the direct ones, the identiffe\) include these contributions.

3.6 pr spectra and global yield extraction

The K2 spectrum is first shown on a linear scale in Fig. 13 and conapaith charged kaon spectra [16].
Within uncertainties, good agreement is found betwe%ram K" in the measuregbr range.

Figure 14 presents the correctpglspectra for all species, including both statistical ereord systematic
uncertainties. The spectra are fitted with two differentctional forms in order to extract the global
integrated yields:

d?N oy
dydpr Axprxe T 1)
N  (n—-1)(n-2) AN
dydpr ~ nT[nT+m(n—2)] = dy
mr—m\ "
X pr X <1+ T > (2

wheremr = /M2 + p% The pr exponential has two parameters: the normalizatioand the inverse
slope parameter. The Lévy function [Eq.(R)], already used at lower enesdi#5], is shown to be useful
when thept range is wide: it includes both an exponential shape forpgwhich can be characterized
by an inverse slope parametEy and a power law component (governed by the power paramgfter
the higherpr region. The results of these fits to the spectra, where stafignd systematic uncertainties
are added in quadrature, are shown in Eig. 14 and in Tdble thelcase of rgfor which the statistics
and thepr range are larger than for other species, Y8¢NDF indicates clearly that thpr exponential
parameterization cannot properly reproduce the specthapes

For the spectra of the, A andA both functions give similar and acceptak{é/NDF. Within uncer-

tainties, A and/\ have the same fit parameters. In the case offthe- =t spectrum, the low number
(i.e. 3) of pr bins cannot constrain the Lévy function and thereforexf$NDF in Table[ is not de-
fined. Nevertheless, for consistency and in order to exjpadicle ratios, a Lévy fit is performed to
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Table 5: Summary of the parameters extracted from the fits to the mmedsransverse momenta spectra uging
exponentiall(flLl) and Lévy12) functional forms and incluglppoint-to-point systematic uncertainties.

pr exponential[{l) Levy(2)
Particles T (MeV) x2INDF T (MeV) n X2INDF

K2 325+4 1176/14 168+5 66+03 108/13

Mesons 438+31  13/2  164+91 42425 06/1
A 39246  102/7 229+15 1084+20 96/6
Baryons A 385+6 51/7 210+15 92414  37/6
= +=" 421442 20/1  175+50 52423  ——
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Fig. 14: Particle spectra (corrected yields) as a functionpgffor Kg (circles), A (squares)A (triangles),
(stars) ancE~ +=7 (diamonds). The data points are scaled for visibility anattpd at the centre of the bins.
Uncertainties corresponding to both statistics (i.e. thaber of reconstructed particles) and systematics from the
signal extraction are shown as vertical error bars. Stedistincertainties and systematics (summarized in Table 4)
added in quadrature are shown as brackets. The fits (dottedsjwsing Lévy functional form [see E] (2)] are
superimposed.

obtain the integrated yields and particle ratios for allcége. It must be noted that the rapidity range is
slightly different for each species (cf. Talple 6). Howevbe rapidity dependence of particle production
at mid-rapidity is weak enough to allow direct comparisohthe spectral[22].

4 Results and discussion

The pr spectra for }g A, \ and @ are shown in Fig_14 along with the Lévy fits. When comparimg t
different spectra, it is found that the inverse slope patamE increases with the mass of the patrticle.
For example, it changes from 1685 MeV for Kg to 229+ 15 MeV for A when the Lévy fit is used.
The=-+=" apparently do not follow this trend. However, this is mokely because the very limited
statistics do not allow for a well-constrained fit. The stepkthepr spectra are also compared to PHO-
JET and PYTHIA models. For PYTHIA, several tunes (109 [2@6 $2€] and 320[[2]7]) are presented.
For all species, ther spectra are found to be slightly harder (i.e. they have ael@gcrease withpr)
than the models as presented in Figs[15[ 16, 17 and 18. lReveese momenta larger thanl GeVc,
the strange patrticle spectra are strongly underestimated models, by a factor of 2 for Kg and even

~ 3 for hyperons. The discrepancy is smaller in the case ofpthe

The integrated yields (d/dy) are obtained using the spectra in the measured range autating the
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Fig. 15: Comparison of the transverse momentum differential yieldtifie Kg particles for INEL pp collisions
with PHOJET and PYTHIA tunes 109, 306 and 320.
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Fig. 16: Comparison of the transverse momentum differential yieldtie /A particles for INEL pp collisions with
PHOJET and PYTHIA tunes 109, 306 and 320.
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Fig. 17: Comparison of the transverse momentum differential yieldttie ¢ particle for INEL pp collisions with
PHOJET and PYTHIA tunes 109, 306 and 320.



22 The ALICE Collaboration

-
o

T T T
pp, INEL,\'s= 0.9 TeV

(GeVic)*

—o— ALICE= +Z'
—— PHOJET -
-~ PYTHIA D6T (109) 3
PYTHIAATLAS-CSC (306)
- -~ PYTHIA Perugia 0 (320)

&N

Neys dp, dy'vi<o8
= =
=] S
R T
|

0:‘&\"-:, Q

1

,_\
<,
8
T
|

06 B

04 F

MODEL / DATA

02F H 4

0 05 1 5 2 25 3 35 7}
P, (GeVic)

Fig. 18: Comparison of the transverse momentum differential yietdiie=" + =" particle for INEL pp collisions

with PHOJET and PYTHIA tunes 109, 306 and 320.

Table 6: Rapidity andpt ranges{pr), corrected yields and extrapolated fraction at lpywusing the Lévy func-
tion (2).

Particles ly| pr range (Get) (pr) (GeVjc) dN/dy Extrapolation (%)
Mesons K¢ <0.75 [0.2—3.0] 0.65+0.01+£0.01 0184+ 0.002+0.006 12+0.44+05
< 0.60 [0.7—3.0] 1.00+0.144+0.20 0021+ 0.004+0.003 48+18+7
A <0.75 [0.6—3.5] 0.86+0.01+0.01  0048+0.001+0.004 36+2+4
Baryons A <0.75 [0.6—3.5] 0.84+0.02+0.02 0047+ 0.002+ 0.005 39+3+4
=-+=" <08 [0.6—3.0] 0.95+0.14+0.03 00101+ 0.0020+ 0.0009 35+8+4

Lévy function for the extrapolated regions at low and hfgh The uncertainties for theN)/dy and (pr)
values are computed from the errors on the fit parameterstentfath the point-to-point statistical and
systematic uncertainties of tigg spectra are taken into account. Due to the rapid decreabe epectra,
most of the extrapolation is done in the Iqw region and amounts to 12 % for2kand 48 % for thep
(smallest and highest values respectively). Thereforgdatitional uncertainty is added for th&lddy

to account for the uncertainty in the shape of the spectrsideithe measured range: it corresponds to
25% of the extrapolated patrticle yields at Igw. The measuregr ranges are specified in Talhle 6 for
each particle species.

Using the patrticle integrated yields presented in this pafmng with the yields of charged, K, p and
p [16] and the measurgalp ratio [22], a comparison with STAR feed-down correctedtiple ratios at
V/s=0.2 TeV [25] is shown in Fid. 19. With the centre of mass epéngreasing from,/s = 0.2 TeV
to 0.9 TeV the measured ratios are similar exceptghe ratio which decreases slightly from@B8+
0.011 to 0051+ 0.005. The strange to non-strange particle ratios seem teaserbut stay compatible
within uncertainties: the K/~ from 0.1014-0.012 to 01214-0.013 and the\/mr" from 0.027+ 0.004
to 0.032+0.003.

The yields and pr) obtained with the ALICE experiment are compared for eacliglarwith existing
data at the same energy and also with results at lower aneéhagtergies. The various experiments
differ in acceptance and event selection (i.e. NSD or INHlt)the dependence @pr) with respect to
these variables is found to be negligible. Consequently phevalues are directly comparable, whereas
the comparison of the yields can require further scalingabee of different (pseudo)rapidity coverages.
Figure[20 reports ALICE pr) measurements along with those of the STAR experiment [2p, 128
remarkable that thépr) remains close to the ISR parameterizationl [29] althoughctiksion energy
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Fig. 19: Ratios of integrated yields includirg*), K(*), p andp performed with the ALICE experiment [16,122]

and compared with STAR values for pp collisions,& = 0.2 TeV [25]. All ratios are feed-down corrected. For
the ratio="" /A of ALICE, the d\/dy|y_o for =~ +=" is divided by 2. Statistical and systematic uncertainties a
added in quadrature.

~ 15 L .
L C 3
> L —6— ALICE pp 0.9 TeV —
8 [ |-%- STARpp 0.2 TeV ]
‘/‘\’ i ISR parameterization ° B
— = T3 -
o — : —
\4 ! C } ]
| - O -
05~ =
F B .. -
ro» ]
- K pPK @A I I A Q ]
C K P = ]
o J Povv v IR, |
0 0.5 1 15

~ N

Particle mass (GeV/c?

Fig. 20: (pr) vs. particle mass for the measurements performed with th€€Elexperiment and compared with
STAR values for pp collisions afs= 0.2 TeV [25/ 28] and the ISR parameterization [29]. Bothistigal (vertical
error bars) and systematic (brackets) uncertainties aesior ALICE data.
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Table 7: The Kg mean transverse momentum and yields in INEL events from W2BE, and ALICE and in
NSD events in STAR for varioug/s. STAR results are taken frorn [25], CDF ones and yield valuitls %" are
from [31]. Other UAS5 values concerningr) are from [30].

Experiment ,/s(GeV) acceptance (pr) (GeV[c) dN/dy|y—o
STAR 200 ly] < 0.5 0.61+0.02 0134+0.011
UA5 200 ly| <2.5 0.53+0.07 014+0.02f

UA5S 546 ly| < 2.5 0.57+0.03 015+0.02f
CDF 630 ly| < 1.0 0540.1 0.240.1*

UA5S 900 ly| <25 0.62+0.08 018+0.02f
ALICE 900 ly] <0.75 065+0.01+0.01 0184+ 0.002+0.006
CDF 1800 ly| < 1.0 0.60+0.03 026+ 0.03

Table 8: The (A +/\) mean transverse momentum and yields for NSD events anereliff,/s. STAR results
are from [25] and UAS5 results are frorn [32,133]. ALICE and STAdsults are feed-down corrected. The yield
measured by ALICE has been scaled to match UA5 acceptarieeZ.0) using the method explained in sectidn 4.

Experiment ,/s(GeV) acceptance (pr) (GeV/c) dN/dyly—o (n /\+K> per event
measured  scaled to UA§|

STAR 200 ly| < 0.5 0.77+0.04 00744 0.005 — 024+40.02

UA5 200 ly| < 2.0 0.80°9%9 — 0.27+0.07 —

UAS5 546 ly| <20 0.62+0.08 — 025+0.05 —

UAS5 900 ly| <20 0.74+0.09 — 038+0.08 —

ALICE 900 ly] <0.75 085+0.01+0.01 0095+ 0.002+0.003 — Q464 0.01+0.02

increased by a factor 36. Talple 7 summarizes tgumléasurements performed by the UA5|[30], CDFE [31]
and ALICE Collaborations for INEL events, and by the STAR][2®llaboration for NSD events. The
ALICE K(S’ yield at central rapidity, as well as thgr), are in good agreement with UA5 results at
900 GeV albeit with improved precision. The comparison/Afi- A) measurements are presented in
Table[8 for NSD events. ALICE yields, measured|yh < 0.75 for INEL events, are scaled to the
UA5 [32,133] acceptancely| < 2.0) using PYTHIA simulations. Thé + A yield in NSD events is
estimated by scaling the measured yield in inelastic ewsiitsthe known ratio R of charged particle
multiplicities in NSD and INEL events:

(dN/ )N nNSD
R— \IN/WIansd _ 8301 0,024
(dN/dy)NcthEL

This scaling factor is also used for the ALICE1+§+) yield presented in Tablg 9. The ALICE yields
and(pr) for both A\ +A) and €~ +=") are in good agreement with the UA5 measureménts [33]. Ta-
ble[10 shows the evolution of\ydy and(pr) with the collision energy for the particle in NSD events.

It includes the ALICE measurements, which are the figgheasurements at 900 GeV, and compares
them to the results from the STAR experiment]|[34], 35] at 20 @ad the E735 experiment [36] at
1800 GeV.

The baryon to meson ratio as a functionpaf obtained with thg A +A) and l@ spectra measured by
ALICE is presented in Fid. 21. It includes tl(|A+K)/2K(S’ ratio in pp collisions at 200 GeV measured
by STAR [25], and the ratios infpcollisions at 630 GeV and 1800 GeV computed with ther A)
and l@ spectra published by CDFE [37] and UAL [38]. UA1 and CDF Cablations provide inclusive
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Table 9: The =~ +§+) mean transverse momentum and yields for NSD events areteliff,/s. STAR results
are from [25] and UA5 results are from [33]. UAS measures (k?r) for pr > 1 GeVc. The ALICE yield has
been scaled to match the UA5 acceptarige< 3.0) using the method explained in sectidn 4.

Experiment ,/s(GeV) acceptance (pr) (GeV/c) dN/dyly—o0 (n__ —) per event
- +=

measured scaled to UA|
STAR 200 ly] < 0.5 0.90+0.01 0006+ 0.001 — 0022+ 0.006
UA5 200 ly| < 3.0 080529 — 0.03"393 —
UA5 546 ly| < 3.0 1104+0.02 — 008003 —
UA5 900 ly| < 3.0 07132 — 0.05903 —
ALICE 900 ly] <0.8 095+0.144+0.03 00101+ 0.0020+0.0009 0078+ 0.015+0.007

Table 10: The ¢ mean transverse momentum and yields for NSD events andaediff¢/s. STAR results are
from [34,[35] and E735 results are frofn [36]. The E735 Collation provided two values dfpr) depending on
the functional form used to fit the data points and the unoeits associated with each value are only statistical.
ALICE yields measured for INEL events have been scaled to MSBxplained in sectidd 4.

Experiment /s(GeV) acceptance (pr) (GeV/c) dN/dy|y—o

STAR 200 ly] < 0.5 0.82+0.03+0.04 0018+0.001+0.003

ALICE 900 ly| < 0.6 1004+0.144+0.20 0021+0.004+0.003
1.06+0.18

E735 1800 -04<y<10 0.0186+0.0041

0.94+0.26
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Fig. 21: (/\+K)/2Kg as a function ofpr for different collision energies in pp angpninimum bias events. The
STAR ratio is taken from [25] whereas the CDF and UA1 ratios @mputed with théA +A) and K% spectra
published in[[37] and [38] respectively. The ALICE and STARIos are feed-down corrected. Because t@e K
and (A + ) spectra from UA1 have incompatible binning, th% differential yield has been calculated for each
(AN+N) pr data point using the fit function published by UA1. Such a chds motivated by the fact that the
value for the K spectrum fit is better than that for tii& -+ A) spectrum.

spectra. The associated ratios are therefore not feed-dowacted, unlike the ALICE and STAR ones.
The acceptance windows of these experiments differ sigmifig. ALICE measureg\, A and K in

ly| < 0.75, STAR in]y| < 0.5, CDF in|n| < 1.0, whereas UAL reconstrucfé\ +A) in |n| < 2.0 and
K2in |n| < 2.5. The ALICE ratio agrees very well with the STAR results i timneasurecpr range,
which would suggest little or no energy dependence’\ofrﬂ)/ZKg. A similar conclusion can be drawn
when comparing only the ratios measured by CDF at 630 GeV 80d GeV, although the ratio found
by CDF for pr > 1.5 GeV/c s higher than the one observed with ALICE and STAR. The redimputed
from UAL spectra however shows a clear disagreement witlotiner measurements in an intermediate
pr range betweepr ~ 1.5 GeVJc andpr =~ 3.0 GeVjc. PYTHIA simulations show that this discrepancy
can not be attributed to the differences in the acceptanietbe colliding system (i.e.pinstead of pp).

5 Conclusions

Measurements of mesons containing strange quargsaﬂd @) and hyperons/A, A and=" +§+) have
been performed for inelastic pp collisions\d@é = 0.9 TeV with the ALICE experiment at the LHC. The
Lévy function gives a good description of the transversenmotum spectra which have been compared
with pQCD-based models. Thecs’Kransverse momentum spectrum is overestimated by PYTHMA tu
ATLAS-CSC and PHOJET below.?5 GeVc but is higher by a factor of 2 in the pr range[1—

3] GeV/c. Within uncertainties, thep meson spectrum is reasonably described by these modelsi@and t
best agreement is obtained by PYTHIA tune D6T. We find thainge baryons are significantly under-
predicted in both PYTHIA and PHOJET by a factor-of3. The feed-down corrected ratio of baryon
to meson as a function gfr, illustrated by theA/K?, is consistent with the STAR measurements at
\/s=0.2 TeV but lower than UA1 and CDF results @b = 0.63 TeV and,/s= 1.8 TeV. The integrated
yields and average transverse momenta have been compate@aslier data collected in pp angp
interactions at various energies. These results provideefulibaseline for comparisons with recent
tunes of the PYTHIA model and a reference for future measargsin heavy-ion collisions at the LHC.
These studies demonstrate the precision with which ALIGErma&asure resonances and topologically
reconstructed weakly decaying particles. Measurementlesie particles will be a substantial part of
the ALICE programme in both pp and Pb—Pb collisions. The mnezsent of thep resonance provides
an unprecedented reference at this energy.
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