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Abstract 
It is nrcessary 7 0  artlieve rfftcirnt and pow- 

rrT11I drawing irnderstandinpl in orrlcr to r~alize 
l a r ~ e  SCRIP ptactiral drawing image datalmes. 
Resides, a drawing untlrrslanding s y s t ~ n ~  is 
llard to hirild, so this ran be a bottle-n~ck o f  
walixin~ I lipsp dat ahil~es. Thus autornaf ic gen- 
pratitrt~ of (Irxwrng ~~ndrrstanding system i s  de- 
sirable. 

tVp I ~ V P  prmpos~d a drawing understandir~g 
~ l y ~ t ~ r n  using state transition models. This sys- 
tem performs understanding process complying 
with understanding rules which have declara- 
tive form to he hand ld  rahily by tnxrt~inps. 

Here we prearnt an example of drawing 
i~nr l~ r~ tand i i lg  system g~neration syqtem using 
man-machine interaction. This system storeq 
pt~viotts R P S S ~ C ) ~  with user nnd avoids rrpeatink 
same query t~aing computer learning n~ethod. 
In t h i s  pappr, alter brief introduction of the 
system is pr~sented. embodiment of an exper- 
imental systrm and succ~ssful pxp~rirnrtits are 
show!i to reveal r t T r c t i v ~ n ~ s s  of the system. 

Introduction 

We have proposrd a drawing understanding system us- 
ing s t a t e  t ral~stt ion rnodels[1, 2, 31. This  system per- 
forms und~rs t and ing  process complying with undcr- 
standing rules. These rules have declarative form to 
l?e obtained rrlal ively easily, and they can be handled 
easily also l)y miwhine. So, on realizing a gerlerating 
system of  drawing ~ r ~ d e r s t a n d i n g  systems, we itsr this 
framework for drawing u ndrsstanding. 

In o u r  approach. it~stcacl of generating the  under- 
standing systpni itself, understanding r ~ ~ l ~ s  for thp iln- 
dcrstancling system arp genrra t rd  au toma~ically.  T h u s  
whole syslrrn is r o n s t , i t ~ ~ t d  of t,wo =,ul~systrn~s. One is 
a drawing undrrstanding system using s t a t e  transition 
models, and another is an nnd~rs tanr l ing rule genera- 
tion systrm. The understanding system is  given dmw- 
ing i m a g ~  and generates t ~ n d ~ r s t a n d i n g  reslllts acrord- 
itig to understanding rtilcs. T ~ P  r i ~ l ~  generation sys- 
tem reads u n d ~ r s t a n d i n g  C P S I I ~ ~ S ,  refers to u n d e ~ t a n d -  
ing rilles and modifies them.  LTncl~sstanding r ~ s i ~ l t s  arp 
t r ans f~ r r rd  lo  l,he rule grtieration s y s t ~ m  a t  once, and 
this system modifies roles to make ~ ~ n d e r s i a n d i n g  rp- 

sirlts much more prappr. Th i s  n~odification is r e f l ~ c t ~ d  

to the understanding system immcdi;rtety. 
The rule generalion syst ern ltses man-machin? roop- 

eration. This intrraction is performed wit11 visi~al intpr- 
fare rrsing graphical display and pointing d e v i c ~  ~ I O I I S P .  

Tlie system shows und~rs t an t l ing  rest~lts,  given from t h ~  
u n d ~ r s t a n d i n g  system, grapl~icaI1.v to user, and is given 

'oracle' from IIRPT. Then ~tre svstem infrrs  I ISP~ 'S  in- 
tention from this  o r a r k ,  generalizes ir, and grricratrs 
appropriate rules using inductive inference algorithtn 
Th i s  algorithm is I~ascd on Shapiro's M o d ~ l  Inkrencc. 
Systemlll) with  c x l ~ n s i o n  to hanclle n n m ~ r i c a l  data. iZT- 
ter sevprd sessions with user. ilw sys t~ r i i  S ~ O ~ P S  many 
oracles into its internal database, and rnmes t o  be ahlr 
to generate correct rules. The system's blrhavior derply 
deppnds on user's o r a c l ~ s ,  but  they are  ul>tainpd with 
simple intarfacr using monst. so user ran rnakr it with 
as few errors as possible. 

Th i s  system is implemented and ?valuated with prw- 
tical map drawings, and as an additional exl>~r i rnent ,  
with clustered spor ts  scrne images. These experiments 
proved successful results. In the PAPPI, after explana- 
tion of t hc background, airtline of this system is given, 
learning algorithm i s  explainerl brirfl y, and some expvr- 
i r n ~ n t  s are drscril,ed. 

2 Outline of the system 

Fig. 1 shows; an o ~ ~ t l i n e  s t r u c t t ~ r ~  ni t he  understand- 
ing rule generation supporting syst~m. The s y s t ~ m  is 
composed mainly of two parts. One  1s a s t a t e  transi- 
tion type drawing understanding system, and anorher 
is s t a t e  transition rule learning system. 

The drawing understanding system part  is con- 
structed based on state transition modcls[l. 2. 31. We 
assume that  drawings are  composed of sgmhoIs, and an 
understanding procrss i s  realized ns proper lahrling to 
these symbols. In this rnod~1, each of symbols whirh 
are railed tokens has  its own internal s ta te ,  inspects 
surroundings spun taneo~~s ly ,  and makes transition or its 
state independently and  successively. Final states of lo- 
kens express understanding results. This s ta t  P t ransi- 
tion is performed complying wif h s t a t e  t rxnsit ion r i i l~s .  
The rule learning system is the core part of the whoIe 

system. The system generates s t a t e  transition rules 
(nnderstanding rules) referring to the  ~inderstarbdir~g rr-  

sults with man-machine interart ions. First, t lr e syst c t i ~  
shows t he  unrl~rstantling res i~l ts  t o  the user graphirally, 



and wait Tor indication of ad~quacy o l t h ~  results. l i t h e  
ulirlrrstanrling r rs r~l ts  contains psronroiLs r e s ~ ~ l t ~ ,  Zht. 
11st.r indicates thrsp rn is tak~n points (rnisirnd~rstond tr* 
kcns) t o  t llr ~ v s t c m .  Following tha t ,  t h r  system mod- 
ifies s t a t e  transit ior~ rules to make un t l~ r s t and ing  re- 

sults rnirch more proper for t he  indication from user. 
At tha t  rime. t he  systrm stores these sessions with usrr 
LO the cxantplr dar ah as^. to avoid rrpeatinp: same ntis- 
takes and interactions. 

Thus  thp systcrn repeats interactions wit ti user, modi- 
firs e r r o n ~ o l ~ s  un t l~ r s t and ing  r r s i~ l t s  with rnudirying un- 

drrstanding rulrs also, and gradually mmm to gpnrral t. 
correct untletstand~ng rules automalically. 

As descrlt~pd in 111, the s ta te  transition type draw- 
 in^ undrrstanding sys t rm perform undrrstanding pro- 
ccss as bot to~n- l ip  process ant1 top-down procrss. Th i s  
system should b p  given understanding r11k6 for both 
bottom-up process and top-down proctss, which are 
hnitom-itp r i~les  and top-down rirles resprc t iv~ly .  The 
r ~ t r  learn in^ svstem hns a restriction that it can gener- 
a t r  only hot t o m - t ~ p  rules. Besides that. t be systeni can- 
riot gcncrate i FIPSP ~ ~ I E P S  witllol~t any thing. [! r ~ q r ~ i r ~ s  
n ~ ~ t l i n ~ d  rnlps to  a certain e x t ~ n t ,  and arrornlhishes rule 
grnrrat  ion using them.  

3 The rule learning system 

3.1 General flow 

As s t a t rd  I ~ O V P ,  t hr rulr l ~ a r n i ~ i ~  s y s l ~ r n  generates 
11r)ftom-up r v l ~ s  for the stake transilion type drawing 
understanding s y s t ~ r n .  Generally, hot t om-up prncpss 
of  stat^ transition modrIs performs sPql1Pnr.r of pro- 
Crssps &< " n ~ r r r s u r ~ n ~ ~ n !  of pararnptrrs" + "insp~c- 
tion or situations" 4 "state transition" - " r n ~ a -  
s u r ~ m ~ n t  of pararnrters" ... This sequrrirr i s  shown as 
fig. 2. Bottom-up rules wl~icli had brcn written Tor con- 
crPtr drawing ~icirtrrstandirig SYS~PI I IS  also p ~ r f o r m  ihis 
srquencc. On writing these bot tom-i~p rules, though 
an  outlined f rarn~work is d~terminer!  rasily. i i  is  not so 
easy to adjust rulps in detail. Assuming that  l~ot toni-up 
procrssrs arp rriadp ois~quence  descrih~rl  a b o v ~ ,  WP ran 
illink that  thcoutIinrd trarnrwork of hotiom-up procpss 
is constituted or  t ha! sequent? without "inspectton of 
sitriatians", and t h r  dctailed adjustment of boi tom-i~p 
pracess is  adiustrneni of how t o  test paramrtr rs  on "in- 
sprction ofsitilations". II is desired to rcalize thc  sup- 
port in^ sq'strm for und~rs tandinp:  rulr ge~leration that 
t tiis d r t a i l d  adjustment m n  he ~ x e c u l  rd v~q i lp  using 
interartion with llspr P ~ c . ,  w e n  if we permit t ha t  t he  
system is pjwn the o u t l i n ~ d  framework of boi tom-rip 
proress I,y u w r  i n  advanre. 

T h i ~ s  we think the I )o t tom-t~p s i~ le  generation support-  
ing s y s t ~ r n  x t i n g  a5 following. 

( I )  The syslPrn gets indication from uscr what s t a l e  
a tokpn shnitld h ~ r o m ~ .  

( '7)  I f  thrrr exists rule which p~r fo r rn  transition to 
that s ta te ,  using parameters i h r  tokeit ha s .  ron- 

Fipyre 1: Outline s t rur ture  of the system 

F i ~ i ~ r e  2: S ~ q u e n c c  of bottom-up procecs 

sistent with previous indications, the fiystern olit- 
puts this rltlp. 

(3) I f  t h e  is  no such rule, thr sysletn dccides tha t  
parameters of that token are ins t~f i r ient  lor "in- 
spection of situations", and ask user to  give r ~ l r s  
which g~nerate  new parameters. 

R e p ~ a t i n g  this sequencr, thc systrm ran g ~ n e r a l ~  
Imttotn-~rp ri~les.  This rule generalion supporting sys- 
trrn is given rilles for " p a r a m e t ~ r  m e w u r e m ~ n t "  from 
user, and g e n ~ r a t e  rules for "insperlio~i or situations" 
aukxnaticrrlly using learning from g i v ~ n  examples. 

3.2 Learning algorithm 

T h e  learning algorithm of our syatcm 3s hwd on 
Shapiro's Model Inference System('l], extended to h r  
a h l ~  t o  handlr n ~ ~ m e r i r a l  comparison and types o l  pa- 
rameters. Our algorithm is a indilrtive inference aim- 
rithrn whirh is intended to  generate bot'lom-up process 
r u t ~ s  effirienfly. It can handle list s t ru r tu r r s  and nu- 



4.2 Classification of colored segments 

Figurp 3: Examples of  rule generation 

merical d a t a  a.5 types of p a r a m e t ~ r s .  
Rrrsir behavior of t h e  algorithm is that i t  g ~ n e r a t e s  a 

series of conditional test rule with possi\~ilit y which fits 
la pararnetpr typm of given status n~ ~xarnpie. applieg 
g i v ~ n  e x a m p l ~ s  i o  this rule, and seeks for t he  rill? which 
is consistent with nEl examples. G e n ~ r a t i n g  cendit ional 
rulps in the manner of more general ones to more specific 
ones g r a d ~ ~ a l l y .  t he  system will g ~ n e r a t e  most general 
rule which is ronsistent with all cxarnples. I t  performs 
a kind of pruning of a search tree for effirirnry. 

O n  our implementation described in section 4, states 
of tokens are rcprpsented a Psolog's t ~ r r n .  Fig. 3 
shows examples uf rille g ~ n ~ r a t i o n .  Plus signs represent 
positive examples, and mlnus signs r ~ p r e s e n t  negative 
ones. These rxan~p les  show this algorithm call generate 
rtlIes using nurn~r ical  d a t a  and  list structures. Practi- 
t d l y ,  thp algorithm can deal more complicated states 
which arp rom binat ion of numerical data and  l ist  s t rur-  
t ures a.4 their parameters. 

3.3 Interaction with user 

On man-machine i n k r a r  t ion systen~s, it is drsirable to  
restrain number of interactions ~ P W  possible. Our 
system u s ~ s  lrarning algorithm to  avoid repeating same 
qtlrstions again t o  rrstrain interacfions. 

t3esides, it is preferahlp that interaction is rts easy for 
a user as possible. To archive th is ,  our s j s  ' tern uws 
graphical ilspr interface (C;UI) to s l~ou~ khp user inter- 
rnet l ia t~  understanding results visr~alfy, and it inquires 
(ISPT a ~ h ~ t h e r  t h r r ~  are misunderstanding t o k ~ n s .  The 
user ha s  only to pick up questioned tokens with mouse. 
These interactions is very easy for users. 

4 Experiment 

4.1 Implementation 

Wr rri~lrodietl an  experimental system on Siln Sparr 
workstat ions, and I P ~  the sy3tt.m generate  stat^ tran- 
sition r111e-s. Within the  wholp system, we used t he  sys- 
tem descrihpd in [2] as the state transition type draw- 
ing understanding system, and created the rule learning 
sysfem newly. This is  11mtril)~d i n  SlCSti~s P r d o g  anrl 
is ahout 800 l i n ~ s  in scale. T h e n  the  sysi prn was rvalzl- 
a t 4  with several rxpe r i rn~n t s .  

On earIy stage nf color image analvses. roloted segments 
composing i m a ~ e s  are clmsified accorditig to i heir col- 
ors. Color is represented by number using color s y s t ~ m s  
e.g. RGR, LAB. HIS ~ t c .  While classification of colorcd 
segments is done referring t h e w  values, it is  not obvious 
to which extent of values of roIor system a r ~ r t a i n  color 
corwsponds. 

As t he  first experimenl, we applied the systrm to gen- 
erate roEor classification rnles. Iising ou r  system, all the 
user h d  to  do t o  generate color classification rules is 
to pick up s~grnenis of actual color images as pmitivc 
or negative examples. i f r e  r~sed sports scene i r n a ~ e s  for 

color imagm, segmented ini,o colored segments lahrletl 
with HIS (Hue. Intensity, Saturation) color system val- 
ues. 

We let t he  system t o  generate a r t ~ l p  to distinguish 
grew segments. It w;tq giver\ inclications of 6 posit i v ~  
example segments and 8 negative ones and  generated a 

rille: 
$chain( If, 1, S )  - 

-12.5 < H, If 5 -.56, 
I < 432, 

743 5 S, 

stransf orm(Sgreen). ( 1 )  
This  ruie expresses hue  is between -12.5" and -56". 
intensity is under 432 ( reguIar iz~d to  X R ) ,  and sa tura-  
tion is over 743 (regularized t o  10,000). T h ~ s  r i ~ l ~  roisld 
distinguish alI green segments without any ot hrr  colors 
in sufficient number of i r n a g ~ s  prnp~slp. This was done 
with very plain interactions. 

4.3 Map drawing processing 

The next ~xper imen i  is g ~ n ~ t n t i n g  rules for understand- 
ing map drawings. Fig. 4 shows a sampl~  of niap draw- 
ings used for this cxlm-imcnt. Series or small dots i n  
t h ~  map forms land u s a g ~  Imundaries. T h e  system was 
evaluated t o  generatp rnles which could distinguish do t s  
composing thesc land usagc boundaries from o t h ~ r s .  

Pig. 5 shows how to pxtract land usage boondarics. .4r 
first, t he  sysrenl easily geticratcd rules tu distiriguisl~ 
small dots which might constitute land usage hoilnd- 
aries. Npxt , it should inspert snrroilnriings of ~ a r h  do t s  
and extract dots aroirnd which there arp two dots PX- 

ctpt for itself within a "ceriain distance". Besid~s,  i t  is 
na easy t o  d e t ~ r m i n e  this distance, Tor pxarnpl~. if this 
distance is too large, even ideal clots serirs aro  prrreivctl 
over concentrated area; if this distance is too small. PV- 

ery dots seem t o  be disconnecttd at all. 
In this exper i rn~nt ,  we used the system to r l ~ t ~ r n ~ i n e  

this "certain dist,ance" i n t e r ~ t ~ i v e l y .  -41 first. WP gave 
the  system foilnwing ruIr to inspect su r ro i tnd in~s  within 
multiple distances. 



Sget~ear-loop(100, PI 1, Sselect(P1, Sdat, Q]), 
I g e t n e a r ~ o o p (  t 0.5. Pz), %select( &, $dot, Q?),  
Sgetnear laop( l l0 ,  A), $select(P3, $dot. QQ). 
Sgetnearloep( l l .5 ,  P4). %select(P+, $dot, Q 4 ) -  

$getnearloop( 120. P5)" $select( Psn Sdot, Q s ) ,  

%transf orm($dot(Q~, Qz, Qa, Q4. Q51). (2)  
P a r a m ~ t ~ r s  Q1 through Qs represen! s u r r o u n d i ~ ~ g s i t i ~ a -  
!ion< within I h~ d i n t  anre  100, 105, 110, 1 15, 120 rcsppc- 
rively, each of t t l ~ r n  i s  a list of tokrns at the state $dot 
wi!l~out itwlf. After allplying fhis r u l ~  to vvrry loli~ns, 
t he  sys l rm srlrrterl an appropriate parameter and gen- 
cratrd proper parameter checking rlrlp arltornatically. 
As a retliilt or l l ~ i s  e x p ~ r i m ~ n t ,  the systenl g ~ n ~ r a t ~ 1 1  a 
fullowing rule after accepting one positive ~ x a m p l ~  and 
for~r  nrgati\,c examples: 

$dot( _. -, -. 1.4, B] .  -) - 
fitransf orm(Sdot(A, R ) ) .  (3) 

This rube PXI>~PSSCS "t h r r ~  exist two dots rxcep! for itself Figure 4: Sample of map drawing 
wif htn a distance 115." This rule is sufficiently proper, 
so t h ~  syst~na ran  gen~ratrd proper ~ I I I P S  easily using 
ot~ly  f i v ~  interactions. 

5 Conclusion 

WP ~ ~ S C I I S S P C I  the undentanding rule generation sup- 
porting system which ran ~ e n e r a t ~  effective rules From 
plain interactions with user using computer lrarning 
~ I P I  hod Thr systrm was evaluated wii h st1cc~ssfi11 rx- 
p ~ r i r n ~ n t s  to gencrate rr~Ies for d~sif iration uf ~ o l o r ~ d  
s e ~ r n ~ n t s  anrl und~r.slanding of map drawings, r ~ v ~ a l -  
ing that it r a n  g ~ n e r a t e  practical rulcs using only wv- 
era1 p l a n  interactions. This system can deal wi th  only 
parametric data srlrh as list s trurtur~s  attd n ~ ~ m r r i c a l  
data. Howev~r, to handle spatial data likr rlrawings pi- 

ferl ively. it come5 to lw important to  us^ spatial prop- 
~ r f i m .  This point is now examined. 
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