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Abstract

Human motion behavior has been a popular topic in the social sciences

since the 1960ies. Application such as evacuation simulators and au-

tonomous character animation, soon raised the interest of other com-

munities for the topic. As a consequence, the focus was not anymore

only on the analysis of human motion, but on the synthesis as well.

In recent years other fields, such as computer vision and robotics, have

been increasingly more interested in exploiting human motion models

for applications such as tracking, scene understanding and robot path-

planning. In these days, visual trackers and motion capture technology

have offered the possibility of both calibrating and validating the motion

model with real data.

This dissertation investigates the importance of motion priors for appli-

cations such as tracking, trajectory prediction and crowd simulation.

We first introduce a steering model that accounts for the anticipation

with which humans avoid obstacles. The model is goal driven and, to-

gether with the avoidance component, it comprises of a grouping com-

ponent to represent people walking together. The model is then used in

a scene dependent crowd simulation application. Here we propose to use

computer vision techniques to reduce the amount of work necessary to

simulate a specific scene. Furthermore, in order to reproduce the motion

patterns of the scene, we extend the steering model with a probabilistic

goal selection layer. We finally propose two strategies for mixing real

and virtual pedestrians in our simulations. We validate our model both

on synthetic data and through a user study.

The steering model is then added in a multi-target tracking application,

to provide it with a more informative motion prior. The benefit of this

combined system becomes evident when the observation model is less

reliable, such as during periods of long target occlusion. We further
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extend the model in a multiple hypotheses way, and we apply it to the

task of trajectory prediction. Here we show that the resulting system

achieves robust results in predicting human trajectories within a time

horizon of about five seconds in a busy scene.

The training and validation of the motion model of this dissertation

requires the use of real trajectories. In order to extract them, we propose

a novel multi-target tracker that exploits several motion priors, such as

avoidance and grouping. We build the model within the framework

of Conditional Random Fields, and we develop an efficient inference

strategy to cope with the resulting model complexity.

The algorithms that we present in this dissertations have been evaluated

on challenging sequences. The experiments show that we can reproduce

naturally behaving motion and we can furthermore effectively exploit

motion priors for tracking and trajectory prediction.



Sommario

I modelli del movimento umano sono stati un argomento di particolare

interesse nelle scienze sociali fin dagli anni 60. Ben presto, l’interesse si

diffuse in altre comunità, anche a causa di applicazioni come i simulatori

delle situazioni di emergenza o l’animazione di personaggi virtuali. Di

conseguenza l’attenzione non si concentrava più unicamente sull’analisi

del movimento, ma anche sulla sua sintesi. Di recente altre comunità

scientifiche si sono interessate all’argomento. L’area di visione compu-

tazionale e quella di robotica sono due esempi, dove questi modelli sono

stati utilizzati in applicazioni quali il tracciamento di persone, l’analisi

di alcune proprietà delle scene o per la pianificazione delle traiettorie dei

robot. La disponibilità di metodi, come i dispositivi di motion capture

e soprattutto i metodi di tracciamento basati su videocamere, ha reso

possibile la calibrazione e la validazione di questi modelli con l’uso di

dati reali.

Questa tesi si propone di studiare l’importanza di questi modelli del

movimento umano per applicazioni quali il tracciamento, la predizione

di traiettorie e la simulazione di persone.

Per prima cosa descriviamo un modello del movimento che simula come

le persone anticipano la collisione con gli ostacoli. Il modello guida

il soggetto verso il suo obbiettivo, considerando gli ostacoli da evitare

e l’interazione con gli altri, eventuali, soggetti appartenenti allo stesso

gruppo. Il modello è quindi utilizzato per simulare le persone nel contesto

di alcune specifiche scene. Uno degli obbiettivi è quello di ridurre al

minimo il lavoro manuale necessario per simulare una particolare scena.

A tale scopo, il modello è esteso per permettere di rappresentare la scelta

delle azioni di movimento da parte del soggetto. Nell’applicazione che

presentiamo, siamo in grado di simulare allo stesso tempo soggetti reali

e soggetti virtuali. I risultati sono utilizzati in uno studio condotto su

un gruppo di volontari, che ne valuta il realismo.
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Il modello del movimento è quindi utilizzato per il tracciamento delle

persone. In particolare, il modello è utilizzato nella fase di predizione

del sistema di tracciamento. Qui mostriamo come i benefici più signi-

ficativi si hanno quando i dati osservati non sono abbastanza affidabili,

come ad esempio accade quando il soggetto tracciato è temporaneamente

occluso. Inoltre mostriamo come sia possibile estendere il modello pro-

babilisticamente per ottenere una robusta predizione delle traiettorie. Il

sistema è in grado di predire diverse possibili traiettorie per ogni sogget-

to. Questo rende possibile predire le traiettorie con una certa affidabilità

all’interno di un orizzonte temporale di circa cinque secondi.

La calibrazione e la validazione del modello del movimento richiede l’uti-

lizzo di dati reali. Per estrarre questi dati, proponiamo un nuovo sistema

di tracciamento che sfrutta caratteristiche del movimento dei soggetti.

Il modello del tracciamento utilizza i Conditional Random Field. Svi-

luppiamo a tal proposito una strategia specifica per la risoluzione del

problema in questo contesto.

Gli algoritmi che presentiamo in questa tesi sono testati su delle sequenze

di immagini che offrono diverse difficoltà per l’analisi. Gli esperimenti

mostrano che siamo in grado di analizzare il movimento delle persone,

come mostriamo nelle applicazioni di tracciamento e predizione delle

traiettorie, e sintetizzare lo stesso, come mostriamo nelle simulazioni di

alcune scene.
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1
Introduction

People exhibit characteristic motion behaviors that we experience in ev-

eryday life:

I thought I saw, close to the Swanns house but going in the

other direction, going away from it, Gilberte, who was walk-

ing slowly, though with a firm step, by the side of a young

man with whom she was conversing [. . . ]. The strolling cou-

ple were already some way away, and the parallel lines which

their leisurely progress was quietly drawing were on the verge

of disappearing in the Elysian gloom.

In this passage of Proust’s Remembrance of Things Past [Proust, 1919],

Gilberte is walking toward a destination, with a chosen speed and while

interacting with another person. Proust even describes how the trajec-

tories of the two walking people look like, i.e. two parallel lines. This is

indeed what we would expect from two people walking together, in ab-

sence of obstacles to avoid. Although each individual exhibits different

behaviors, depending for instance on the cultural background, the scene

and his emotional status, there is probably a common set of features

that are able to synthesize the fundamental aspects of human motion

behaviors. The goal of many researchers has therefore been that of iso-

lating these features to build a model that could analyze, synthesize and

predict human motion behaviors.

The topic has received particular attention in the social sciences already

from the 1960ies. However, it became soon clear that a human motion

model would be useful to a number of applications. The evacuation sim-

ulators and computer graphics animations are two of the first and most
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important examples of such applications. Being able to simulate evacu-

ation scenarios is of great help to engineers and architects for building

and urban planning. The movie and game industry, on the other end,

are searching for ways of reducing the human intervention in character

animation. Similarly, virtual reality application would clearly benefit

from human-like behaving interacting agents.

More recently interest rose also in the computer vision community. Here

motion models are currently being used as prior information both for un-

derstanding and, more relevant to this dissertation, for predicting peo-

ple motion. Another important application area is in robotics, where

the ability of predicting human motion has considerable consequences

in path-planning algorithms. For instance, car industries are investing a

substantial effort in systems that warn the driver and possibly break in

case a vehicle-pedestrian collision is expected.

We can distinguish three levels [Reynolds, 1999] in a human motion be-

havior. The highest level involves the decision of a destination. The

middle level is the actual walking to the destination, possibly steering to

avoid obstacles or interacting with other individuals. Finally the lowest

level is that of locomotion, that takes care of the articulated motion nec-

essary to walk to the desired destination. In this thesis we focus on the

middle level and partly on the destination selection. One of our goals is

indeed to investigate to what extent motion priors can help visual track-

ing. The problem of tracking multiple people in a crowded scene, despite

the progress in people detection algorithms, is still largely unsolved. On

one hand this is due to the variability of human appearance and the high

amount of occlusions in such circumstances, that limit the reliability of

the observation model. On the other hand there is the difficulty in effec-

tively capturing the temporal correlation of human trajectories. Tracker

applications usually employ a simple constant velocity model in order to

do so. We propose here to use richer and more complex motion models.

We show how different trackers can be adapted to employ such a model

and we discuss the results with experiments in challenging sequences.

Also, we adapt a motion model originally designed for a tracking appli-

cation, to a crowd simulation application. In doing so we are able to

validate the motion model from a different perspective.
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1.1 Contributions

The contributions of this thesis can be summarized as follows:

1. We propose a motion model comprising a steering component and

a goal selection component. The steering model, termed Linear

Trajectory Avoidance (LTA), handles steering and interaction as-

pects of human motion. The goal selection component provides

a probabilistic layer to model, in an event-dependent fashion, the

scene motion patterns. The model has been designed with atten-

tion to efficiency and reflects the finding of researchers in other

disciplines.

2. While trackers have traditionally used a constant velocity model

to exploit the time correlation of human motion, we investigate

to what extent more complex motion prior can affect the tracker

performance.

3. We propose a stochastic model for predicting human trajectories

within a short time horizon of about five seconds, still focusing on

efficiency and real-time capabilities.

4. We develop a scene-dependent crowd simulation and use it to val-

idate our findings in mixed reality experiments, where real and

virtual agents are simulated in the same environment and interact

with each other.

5. We propose a modular and extensible tracker where motion prior

information can be integrated in the same way as any other com-

ponent. We cope with the complexity of the resulting model with

powerful and carefully designed inference strategies.

6. We recorded several sequences of naive walking people, using a

single monocular camera. In order to capture large scenes, the

recordings are carried out with a camera viewing the scene from

above. The data has been annotated and is made available for

further research.
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1.2 Organization

This thesis is structured as follows.

In Chapter 2, Linear Trajectory Avoidance, we describe the steering

model (LTA). The model is capable of reproducing the anticipative na-

ture of the avoidance behavior that people exhibit while moving toward

a destination. The attraction aspect of grouping relationship is also ac-

counted for. LTA reflects findings from other fields, such as that people

anticipate collisions and keep a safe elliptic personal area around them.

In Chapter 3, Scene-dependent Crowd Simulation, we build a crowd sim-

ulation application based on LTA. Here we extend the steering model

with a goal selection layer capable of representing several scene motion

patterns. The purpose is to study the effectiveness of the motion model

in reproducing scene-dependent motion patterns and individual motion

behaviors. In order to mimic a specific scene, the motion patterns of the

target scene are extracted and reproduced in the simulation. Also the

steering model is adapted to reflect the low level properties of motion

that are characteristic of the simulated scene. We analyze the results of

such application in a mixed reality experiment.

In Chapter 4, Tracking with LTA, we integrate the LTA steering model

in a multi-target tracker with a negligible computational cost. We show

that the main benefits of such a combined system can be observed when

long occlusions occur, that is indeed when the tracker relies the most on

the motion model.

People trajectories are affected by several, possibly contingent, factors.

Reproducing more and more factors within the motion model would

come at the expense of efficiency. An alternative approach is that of

coping with the residual uncertainty of the model, rather than relying

on its deterministic output. With the goal of trajectory prediction, in

Chapter 5, Stochastic LTA for Prediction, we extend the LTA steering

model to handle robust, efficient, multiple-hypothesis, trajectory pre-

diction. We show the effectiveness of the prediction capabilities of the

model and we study the implications of using such a model in a tracker.

In Chapter 6, Towards Joint Grouping and Tracking, we investigate the

group classification task from two different perspectives. First we carry
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out group classification when the trajectories are given. Then we show

some preliminary results of the joint grouping and tracking problem.

In Chapter 7, Tracking with Interactions, rather than extending an ex-

isting tracker with a more elaborate motion model, we build the motion

and interaction priors into a new tracker and evaluate the results in chal-

lenging scenes. On the modeling side, we kept the focus on accuracy,

extensibility and modularity. On the inference side, we exploited the

structure of the tracker to develop an efficient inference strategy.

In Chapter 8, Conclusions, we conclude the dissertation and give an

outlook on possible future research directions.

The related work is divided in three minimally overlapping parts and is

described in Chapter 2, Chapter 3 and Chapter 4. With the exception of

Chapter 6 and Chapter 7, the other chapters depend and require reading

only of Chapter 2.





2
Linear Trajectory Avoidance

The modeling of human motion is of enormous interest for a multitude

of applications, ranging from gaming, over movie effects, to evacuation

simulators and urban planning. Humans exhibit a huge variety of motion

behaviors that is not trivial to reproduce in virtual characters. Following

the terminology of [Reynolds, 1999], we distinguish among three levels

of motion behavior: goal setting, steering and locomotion. Goal setting

is the higher level of motion behavior that deals with task selection.

Steering is the middle level and deals with path selection while moving

towards the goal. Locomotion, the lowest level, deals with the articula-

tion that is needed to actually move along the trajectory. In this chapter

we focus on the steering model, while the goal selection are delayed to

the next Chapter.

2.1 Related Work

In this section we present work related to pedestrian steering model. A

more detailed review can be found in [Pelechano et al., 2008; Thalmann

and Musse, 2007].

We distinguish two classes of pedestrian motion models [Pelechano et

al., 2008], i.e. macroscopic and microscopic. Macroscopic models look

at pedestrians as a flow, focusing on global crowd properties like den-

sity or average velocity. An early example of this category is the work

of [Henderson, 1971], where the crowd dynamics are described through

an analogy with gas kinetics. Another example is the work of [Hoogen-

doorn, 2003], where subjects are assumed to jointly schedule activities

and choose their route under uncertainty, while minimizing a subjective
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utility cost. Microscopic models describe instead the single agent mo-

tion, status and intentions. In this dissertation we are mostly interested

in microscopic models. We review them below.

Social sciences. The way people use space and interact with each other

has been argument of research in the social sciences since the 1960ies.
[Hall, 1966], inspired by [Hediger, 1955], divides the space around each

individual into concentric spheres. He describes an intimate, a personal,

a social and a public space. One of the limitation of this static descrip-

tion, is that it does not account for density. In this regard, the work

of [Freedman, 1975] proposes the density-intensity theory, according to

which the intensity of the effects of the social interactions depends on

the density of the crowd. Other studies have investigated the cultural

differences found among cultures [Beaulieu, 2004] or the group behav-

iors [McPhail and Wohlstein, 1982]. More recently, the measurements

from [Gérin-Lajoie et al., 2005], suggest that individuals keep an elliptic,

and not spherical, personal area around them. This had already been

argued by [Goffman, 1971].

Simulation models. Autonomous agents are an active area of research

since long time. Among the first efforts in this direction we mention the

work of [Reynolds, 1987], that shows how three simple steering behaviors

of the agents are sufficient to let more complex group behavior emerge.

A different approach led to floor fields [Schadschneider, 2001], a cellular

automaton model that offer the advantageous property of reducing the

long range interaction to local ones with memory. The space and time

discretization and the simplicity of the interactions make this model suit-

able for very efficient computation. Certainly one of the most popular

work in this field is the Social Force model [Helbing and Molnár, 1995], a

physically based steering model successfully applied in simulating evac-

uation scenarios. The model has been further extended in [Johansson

et al., 2007], where the model parameters are estimated from real data.

Recently, [Kapadia et al., 2009] combine sensory information into ego-

centric affordance fields to choose the next orientation and speed.

Few works have also modeled the group interactions within the motion

model. [Reynolds, 1999] qualitatively describes behaviors like separa-

tion, cohesion and alignment that can be used to produce group-like

effects. [Moussäıd et al., 2010] analyze empirical data to describe sev-

eral properties of group walking: size of group, average walking speed
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as function of density and spatial group organization. Furthermore the

authors extend the social force model with a term that is responsible of

the attraction of each member of a group toward the center of mass of

the group configuration.

Prediction models. Steering models have mostly been used for com-

puter graphics animations and to simulate evacuation scenarios. Other

fields, such as robotics and computer vision, have recently developed

interest for such models and came out with their own solutions. The

applications in this case are mostly path-planning, motion priors for

tracking, but also unusual event detection (e.g . [Mehran et al., 2009]).

In robotics [Trautman and Krause, 2010] integrate a motion model to

facilitate the robot navigation in crowded scenes. A solution based

on geometric optimization is proposed by [van den Berg et al., 2008;

van den Berg et al., 2009]. The choice of the next velocity is based on

avoiding velocity obstacle [Fiorini and Shiller, 1998], i.e. a set of veloci-

ties that, by linear velocity prediction, are expected to lead to a collision.

Also in computer vision novel motion models have been proposed, mainly

with the goal of improving tracking applications [Pellegrini et al., 2009;

Antonini et al., 2006; Scovanner and Tappen, 2009]. We review these

works more in detail in Chapter 4.2.

Empirical models. Some models have been designed by careful analy-

sis of human motion behaviors. [Pettré et al., 2009] use an experimental

study with real people to measure the motion adaptions occurring in

pair interactions. They use the result of the study to build an antic-

ipative model and to validate the results. [Guy et al., 2010] extends

the work of [van den Berg et al., 2009] by introducing reaction and ob-

servation times, together with kinodynamic constraints. [Ondřej et al.,

2010] propose a vision-based, biologically inspired model and show that

self-organized patterns can emerge in the crowd of walkers. [Paris et al.,

2007] describes the set of velocities that are expected to lead to a col-

lision free trajectory, by discretizing the time horizon into several slots,

and using a linear velocity predictor in each slot. The results are used to

build a model that is calibrated with motion capture data. In [Brogan

and Johnson, 2003] the authors focus on building realistic path. The

work presents a simple walking model that reflects empirical finding ex-

tracted from real trajectories. A set of manually tuned equations and

look-up table for heading direction are used at each timestep to update
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the simulated agent position. The model is however scene dependent

and interactions among pedestrians are not taken into account.

In this chapter we introduce LTA, an energy minimization based steering

model. Contrary to the Social Force model, this model uses a linear ve-

locity predictor to anticipate collisions. Other models [Reynolds, 1999;

Paris et al., 2007; Pettré et al., 2009; Ondřej et al., 2010; Guy et al., 2010]

use a linear velocity prediction for the same purpose, albeit in different

ways. Rather than specifying hard threshold to detect when a reaction is

necessary in order to avoid collisions, LTA defines a smooth energy func-

tion that depends on the subject velocity. As a consequence soft bound-

aries exist between the collision/no-collision areas. Contrary to [Paris

et al., 2007], no time discretization is carried out, but the choice of the

velocity implicitly depends on the time of maximum approach. More-

over, such a formulation leads to a straightforward integration both of

multiple interactions, like in [Helbing and Molnár, 1995], and of addi-

tional components, as we show below for the grouping attraction term.

Contrary to [Helbing and Molnár, 1995], however, the LTA function does

not specify a reaction force. Rather, the function minima are searched

to retrieve the chosen velocity.

2.2 Steering Model

We introduce in this section a generalization of the LTA model [Pelle-

grini et al., 2009] for simulating human behavior. LTA is an energy based

motion model that makes a linear velocity prediction to anticipate col-

lisions, i.e., it assumes that each subject adapts its velocity based on its

present state and on the position and velocity of other visible objects.

Such a collision avoidance model based on anticipating trajectories of

other objects is motivated by real human behavior [Pettré et al., 2009].

2.2.1 Model Variables

In the remaining of the chapter, we assume that the scene, at time t

consists of a set of N pedestrians, N t. Each pedestrian i is represented

by a state vector sti = (pti,v
t
i), comprising the 2D position pti and 2D
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velocity vti . It is assumed that each pedestrian prefers to move at a

given comfortable speed ui to reach a destination zti. The state sti of a

pedestrian is updated by

vti = αvt−1i + (1− α)
?
vti (2.1)

pti = pt−1i + ∆vti (2.2)

where ∆ is the time step and α is a smoothing coefficient, while
?
vti

is obtained through the LTA energy minimization that is discussed in

Sec. 2.2.3. Other objects like benches, trees or walls are represented by

a set of static points Ot.

2.2.2 Visibility

Each pedestrian i views only a portion of the scene defined by the gaze

and the occlusion by other objects. To this end, we introduce the set

of visible objects for pedestrian i at time t, Vti . To populate this set,

we carry out a Delaunay triangulation over the set of points N t ∪ Ot.
From the triangulation, we obtain a neighboring relation between pairs

of objects. In particular, we term Dti the set of objects connected to i

by the triangulation and φij the angle between the vector ptj − pti and

the gaze direction of pedestrian i, which is estimated by the previous

velocity vt−1i . We further limit the visibility by a maximum distance

dv = 6m and a maximum field of view angle φv = 91◦ . The visibility

set for pedestrian i is thus defined by

Vti = Dti ∩ {j|d(pti,p
t
j) < dv ∧ |φij | < φv}. (2.3)

2.2.3 Avoidance Behavior

Given a simulated pedestrian i at time t − 1 and another pedestrian

or object j ∈ Vt−1i , we want to know the repulsion energy that i feels

when choosing velocity vti . Without loss of generality 1, we assume that

pt−1j = 0 and vt−1j = (κ, 0)T with κ > 0. In other words we use an

egocentric reference system centered on j. As already mentioned, the

avoidance behavior is based on a linear projection in the future of the

1A coordinate transformation can be applied to make the assumption valid.
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Figure 2.1: Three possible cases of interaction between two people. See

text for comments. The red line shows the distance at
?
τ . In case (a) the

moment of maximum approach is
?
τ = min(T,− (pt−1

i −pt−1
j )·(vt

i−v
t−1
j )

||vt
i−v

t−1
j ||2 ),

while in cases (b) and (c) it holds
?
τ = 0+.

current state. High energies are assigned to those velocities that are

expected to bring the pedestrian too close to other objects. To this end,

the repulsion energy between i and j depends on the distance vector

dij(v
t
i , τ) = pt−1i + τvti − (pt−1j + τvt−1j ) , (2.4)

such that dij(v
t
i , τ) is the vector that represents the expected position of

i from j’s point of view τ seconds after t. Whether the current state will

lead to a collision in a time range (0, T ] will depend on the magnitude

of this distance vector. In fact, it will depend only on the moment of

maximum approach
?
τ , defined as

?
τ = arg min

τ∈(0,T ]

||dij(vti , τ)|| . (2.5)
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A few possible situations are shown in Fig. 2.1. For converging trajec-

tories (Fig. 2.1 (a)) the magnitude of dij(v
t
i , τ) decreases to a minimum

that can be in the range (0, T ], in which case

?
τ = −

(pt−1i − pt−1j ) · (vti − vt−1j )

||vti − vt−1j ||2
(2.6)

or greater than T , in which case it is easy to show that
?
τ = T . For

diverging trajectories (Fig. 2.1 (c)), the magnitude of dij(v
t
i , τ) increases

with τ .
?
τ is in this case 0+. In practice, we use a small constant (ε =

0.01) to maintain the dependency on the velocity in Eq. 2.4, i.e.,
?
τ = ε.

For the special case of parallel trajectories (Fig. 2.1 (b)), dij(v
t
i , τ) is

constant and any value in (0, T ] is a good candidate for
?
τ . We use

?
τ = ε. We can therefore express the distance of maximum approach as
?

dtij(v
t
i) = dij(v

t
i ,

?
τ). Note that we bounded

?
τ with a maximum value T .

This is done in order to avoid pedestrians to feel repulsion for interactions

that happens too far in the future. The benefits of this are shown below.

Intuitively, the energy should be high when
?

dtij(v
t
i) has small magnitude.

Furthermore, a different repulsion might be expected if at
?
τ , subject i

is in front of j than when i is on j’s side. Evidence [Gérin-Lajoie et al.,

2005] suggests that the personal area has an elliptical shape, rather than

circular. We therefore define the interaction term as

Iij(v
t
i) = exp

(
−

?

dtij(v
t
i)
T

[
λI,1 0

0 λI,2

]
?

dtij(v
t
i)

)
(2.7)

In the particular case when vt−1j = 0, as the gaze direction of j is

unknown, we cannot make a front-side distinction for the interaction. In

this case we set λI,1 = λI,2, thus obtaining the original LTA formulation

of the interaction energy. See Fig. 2.2 for an illustration.

Multiple subjects interaction energies are combined into a single energy

as in the original LTA model:

Ii(v
t
i) =

∑
j∈Vt

i

wt−1ij Iij(v
t
i) , (2.8)



14 2. Linear Trajectory Avoidance
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Figure 2.2: Shape of the energy functions: we show the avoidance

term (left), the grouping term (center) and their combination (right).

Note that we use j egocentric reference system, assumed to move in the

horizontal direction.

with the weight wt−1ij defined as

wt−1ij = ηt−1ij νt−1ij (2.9)

ηt−1ij = exp

(
−
||pt−1i − pt−1j ||2

2σ2
w

)
(2.10)

νt−1ij =
(
(1 + cos(φt−1ij ))/2

)β
. (2.11)

While ηt−1ij down-weights the interaction with pedestrians that are cur-

rently far from i, νt−1ij gives more importance to the interaction with j

when the angle φt−1ij under which i sees j is small.

2.2.4 Groups

Interaction among subjects is not only repulsion and avoidance. Here we

introduce in LTA the interaction between people belonging to the same

group, modeled as attraction.

Note that while groups have not been explicitly modeled yet, in a

sense they arise from the avoidance term during the obstacle avoidance

maneuver. See Fig. 2.3 for an example. What however is missing is the

modeling of the desire of walking together in the same group. We define

a group as a set of individuals that always share desired speed u and
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Figure 2.3: Energy seen by subject 1 when making a choice of chang-

ing its heading (horizontal axis) as it approaches two subjects moving in

opposite direction. Each column of the figure describes the energy for a

different direction of the velocity vector (keeping the speed fixed), while

each row indicates different distance between subjects 2 and 3. One can

see that as a consequence of the avoidance term shape, a local minimum

in the middle exists only when the gap between the two oncoming sub-

jects is sufficiently large. The wider the gap between 2 and 3 (vertical

axis), the easier it is to pass between them (bottom of graph, minimum

in middle) instead of steering around the pair (top, minima on the side).

have similar desired destination z. In particular, we define a set Gi as

the set of pedestrians that belong to the same group as pedestrian i.

Let us stay under the assumption used before for the calculation of
?

dtij .

We then model the attraction between a subject i and another subject

j as

Gij(v
t
i) =

?

dtij(v
t
i)
T

[
λG,1 0

0 λG,2

]
?

dtij(v
t
i) . (2.12)

Note that by setting the two parameters λG,1 and λG,2 to different values,

one obtains different behavior patterns. In particular, if λG,1 > λG,2, the

energy decreases faster on the side of the attracting subject, thus favoring

a side attraction. When instead λG,1 < λG,2, a tandem configuration is

favored. As in the previous case, when j is not moving and therefore the

gaze direction is not known, we set λG,2 = λG,1.

In Eq. 2.12 the attraction depends on the distance of closest approach
?

dtij and is zero when this distance is zero. The attraction toward zero
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energy, and therefore zero distance, is balanced by the avoidance term

of Eq. 2.7, that is always combined with the group attraction (Fig. 2.2).

The grouping interaction are combined for multiple subjects as

Gi(v
t
i) =

∑
j∈Gi∩Vt

i

wt−1ij Gij(v
t
i) . (2.13)

Fig. 2.4 shows different behaviors obtained with different instantiations

0 5 10

−1
0
1

Figure 2.4: Two subjects (green) avoid another (red) coming in the

middle of them. Without the limit T on the time horizon, agents (dashed

green line) are affected by predicted collision that happen too far in the

future. The continuous green line shows the simulation for the LTA

presented in this chapter.

of the model. Note that without a bound on the time horizon, the

agents become extremely careful and find it difficult to converge to a

more comfortable distance when being in the same group.

2.2.5 Destinations

To complete the motion model, LTA uses energy terms to make sure

that subjects walk toward the destination zti,

Di(v
t
i) =

(
1− (zti − pt−1i )

||zti − pt−1i ||
· vti
||vti ||

)
λD , (2.14)

and with a certain desired speed,

Si(v
t
i) = (ui − ||vti ||)2λS . (2.15)

As the parameters λI (2.7) and λG (2.12), λD and λS steer the impact

of the corresponding terms.
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Figure 2.5: Two subjects, with their current directions (black) and

velocities (magenta). Subject 1 feels the repulsion from subject 2’s ex-

pected point of closest approach c2, and vice versa. Colors denote ener-

gies for different velocities (drawn in the ground plane by multiplication

with a constant time factor), white dots mark the respective minima.

Note how subject 2 accelerates and turns right in order to avoid subject

1, while subject 2 slows down and turns to his right.

2.2.6 Model Summary

The energy terms described in this section are combined as.

E(vti)=
∑
j∈Vt

i

wt−1ij Ii(v
t
i)+

∑
j∈Gi∩Vt

i

wt−1ij Gij(v
t
i)+Si(v

t
i)+Di(v

t
i) . (2.16)

At each time step and for each subject, the velocity
?
vti is obtained by

minimizing Eq. 2.16. This can be done, for instance, by using gradi-

ent descent. However only local optima can be found in this way, as

the components are analytics and gradient can be computed easily. In

Chapter 5 we investigate further this issue. This velocity is used for

the state update in Eq. 2.1. Fig. 2.5 shows an illustration of an energy

landscape seen by interacting subjects.

Fig. 2.6 shows the graphical model of the space and time dependencies

among the model variables.
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Figure 2.6: Dependencies among the LTA variables. i, j and k are the

indices for three pedestrians.

2.3 Static Obstacles

So far, we only took dynamic obstacles in the form of pedestrians into

account. In most common scenes, however, people try to avoid static

obstacles, as well. Following other authors [Johansson et al., 2007] we

model such obstacles as subjects with zero velocity. Several choices are

possible. A first one is to represent the obstacle’s position, at every

time step, as the point closest to the pedestrian. While being a coarse

approximation, this works well for small and sparse obstacles. As an al-

ternative, we could regularly sample points along the obstacle boundary,

and represent the obstacles with these. This approach is general and

works well with bigger, complex obstacles. However it comes at the cost
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of efficiency, as each sample is seen as an interaction target in the LTA

energy function.

2.4 Conclusions

In this chapter we presented a model for steering clear of static and

dynamic obstacles, as well as for interacting with other people in the

scene. The model is described by an energy function that is minimized to

obtain the velocity of choice for the subject. As the collision is handled in

advance, the model is capable of showing human like avoidance behavior.

In the rest of the dissertation the model is used in different applications.

In particular it is used for crowd simulation (Chapter 3), for tracking

(Chapter 4) and for trajectory prediction (Chapter 5). The model is

slightly adapted or extended in each of these applications and the details

are given within the corresponding chapter.





3
Scene-dependent Crowd

Simulation

3.1 Introduction

In this chapter we propose a model to simulate crowds within a spe-

cific context. Indeed, depending on the environment there are different

motion patterns. Whereas people may leisurely walk in a park, they

probably are quite hasty in a business district. Different environments,

which could also be indoor, also contain different sources, attractors,

and sinks where people resp. appear, often go to, or disappear. All

these factors must be accounted for when animating a virtual crowd.

Manual specification (e.g. by means of scripting) is common, but also

very tedious and time consuming. An alternative approach is to extract

real trajectories from an actual crowd and use these. This is not always

doable, is limited to the amount of data available from that crowd and

may still require directing it.

To overcome these limitations, we propose to learn motion behaviors

directly from the scene. We do this both at the goal setting and steer-

ing levels. In order to maximally benefit from the real trajectories that

one might have at one’s disposal, we propose the use of mixed crowds,

consisting of a blend of real and simulated trajectories.1

We extend the model presented in Chapter 2 by adding a probabilis-

tic goal selection level that enables virtual agents to purposively move

1We call real agents those crowd members the trajectory of whom is derived di-
rectly from captured data, and virtual agents those that are generated by simulation.
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about. Behaviors like “wait at the tram stop”, “stroll-around” or “go

and grab a coffee” are not explicitly scripted but learned from real ex-

amples. This said, user interaction is easy to integrate in the process,

and an arbitrary behavior can be chosen.

Our approach only requires a few minutes (5 to 10) of video recording

with real people moving in the scene. Their trajectories and group mem-

berships are extracted by means of the semi-automatic tracker based on

the work presented in Chapter 7. This video data is processed both to

analyze lower level properties such as typical personal area [Gérin-Lajoie

et al., 2005] and to extract the regions in the scene that are relevant for

crowd motion. At simulation time, the mix of real vs. virtual people is

a free parameter, allowing the user to adapt crowd density.

3.2 Related Work

We discussed already in Chapter 2 works on steering models. In this

section we review works dealing with crowd simulation.

An example of crowd simulation is the work of [Treuille et al., 2006].

Inspired by [Hughes, 2003], the authors propose a real-time large scale

crowd simulation designed to handle large groups of people moving with

a common goal, without using an agent based perspective. A differ-

ent kind of simulation is presented in [Lerner et al., 2007]. This is

an example-based model, that uses a database build with real world

trajectories. During the simulation, the database is searched for the

closest match to the simulated scene state and the subject trajectories

are updated copying stored ones. A more detailed review can be found

in [Pelechano et al., 2008; Thalmann and Musse, 2007].

Group behavior. Rather than based on the single pedestrian, [Musse

and Thalmann, 2001] present a crowd simulation architecture where

groups are instead the central entities. The simulation allows the speci-

fication of interest point and external events, either through a scripting

interface or through external commands. Always related to group, but

data-driven, is the approach of [Lee et al., 2007]. Here, state-velocity

pairs are extracted from real data and at simulation time a combination

of them is employed in order to simulate group behaviors. Another ex-

ample of group behavior is presented in [Loscos et al., 2003]. In this case
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the group behavior is implemented through a leader-followers paradigm

and the leader is actually not displayed in the simulation for lack of

realism in her positioning.

Mixed Reality. An interesting addition to crowd simulation, is the

possibility of mixing real and virtual people. [Zhang et al., 2011] pro-

pose online integration of few virtual characters in a sparse real scene.

Only the simulated people are aware of the real ones and the focus of

the paper is mostly on the rendering of the mixed video sequence. In

the perspective of an immersive virtual experience, [Olivier et al., 2010]

studies whether real humans are able to perceive and anticipate virtual

motions.

Decision behavior. Another important aspect of an autonomous vir-

tual agent is the goal selection. In [Tu and Terzopoulos, 1994] the inten-

tions of different types of agents are represented by different flow-charts.

In [Musse and Thalmann, 2001], when in the autonomous mode, the

crowd responds to events following the rules specified by the animator.
[Shao and Terzopoulos, 2005] proposes a hierarchical architecture com-

prising behavioral and cognitive aspects that is capable of simulating

pedestrians in large-scale urban environments. In [Barros et al., 2004],

the intentions of the agents are represented through a Finite State Ma-

chine FSM, and the transition from one state to another depends on the

knowledge and the status of the agent, that in turn is affected by scene

events. A FSM is the model of choice also in [Braun et al., 2005]. This is

a physically based model that extends [Helbing and Molnár, 1995] with

a set of attributes like mobility or altruism and includes an elaborate

representation of the environment. Some of the FSM transitions depend

on a random number generator, thus allowing for non-deterministic sim-

ulations.

In [Penn and Turner, 2002] the authors show that simulation with ra-

tional looking patterns of motions are possible even without explicitly

specifying destination points. Moreover, they show that by simply choos-

ing a random next step in the visibility area of each agent, a significant

correlation with recorded pedestrian flow at the gates of a store area

is achievable. This correlation is actually bigger than the one resulting

from simulating agents that look for junctions across the environment.

This suggests that at least exploratory motion behavior is strongly in-

fluenced and driven by the static spatial configuration of the available
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space. A similar technique, albeit in a much larger scale simulation, is

shown in [Loscos et al., 2003], where junctions in this case are automat-

ically detected pedestrian crossings in a city map.

In the works we have discussed, the region structure and/or the transi-

tion rules are manually specified. In this chapter we reduce the concept

of intention, or goal, to that of a destination in space and we let the

transitions be learned automatically from the scene.

Closely related to the work presented in this chapter, is the study pre-

sented in Chapter 6 of [Thalmann and Musse, 2007]. The authors here

first describe which scene information could be useful to reproduce a real

scene in a simulation. In particular they identify the scene structure, the

basic behaviors and the events/reactions as the main aspects to repro-

duce. However, the information extraction at this point is manual, and

requires a customization for each scene. In the second part of the same

chapter, they propose to use real tracked trajectories to extract scene

specific velocity fields. The velocity fields are then clustered and virtual

agents at simulation time are driven by these fields. The simulation rep-

resents people entering and exiting a T-shaped pathway. Our approach

is different in several ways. First, we do not use fully automated tracker,

as in our scenes trackers cannot be fully relied upon. Second, rather

than extract velocity fields, we compute region of interests and transi-

tions between them. This allows us to simulate in a stochastic manner

complex scenes, where repetitive behaviors are possible. Last, we study

the mixing of real and virtual agents in the reproduced scene.

3.3 Scene Transitions

In Chapter 2, we have assumed that the destination zti and the desired

speed ui are known for each subject i. In order to be able to mimic the

motion patterns in a specific scene, we propose to learn a probabilistic

model for these quantities. To this end, we extract the trajectories of

real persons and the groups G form a video with an interactive tracker

based on the work presented in Chapter 7 and label the static objects

Ot manually. We use top-view cameras (Fig. 3.1) in order to capture the

entire scene and to facilitate the tracker job. The tracker requires only
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to know the ground plane. We also define a set of scene events, E and

the subset At ⊆ E of active events at time t.

Based on the trajectories, we model the desired speed ui by a normal

distribution, where mean µ and variance Σ are estimated from the ob-

served velocities. We set an additional threshold of 0.5ms−1 to avoid

slow walkers. In our model, all the subjects in the same group share the

same desired speed. To learn the sequence of destinations for each group

of subjects, we need to know the intentional destination of the recorded

pedestrians. To this end, we extract interesting points from the scene

by segmenting the trajectories.

3.3.1 Segmenting the Trajectories

Given a trajectory Qi = [p0
i . . .p

T
i ], we are interested in a sequence of

points p0
i . . .p

tc
i . . .p

T
i that split the trajectory in a sequence of sub-

tracks. Each of these sub-tracks specifies a unit of motion that a subject

should be able to undertake without any complex path planning oper-

ation. With the exception of turns done for avoiding obstacles, these

sub-tracks should be almost straight lines. Since thresholding the veloc-

ity or the curvature of the trajectories turned out not to be robust, the

problem is solved by a shortest path search in a graph, as in [Mann et

al., 2002]. The graph is obtained by connecting each pti ∈ Qi with all

subsequent points. The cost of the transition form ptai to ptbi is defined

by

γ(ta, tb) = κ+

tb∑
t=ta

||pti − (ptai +
t− ta
tb − ta

(ptbi − ptai ))||2 , (3.1)

where κ is a fixed cost associated to each split to regularize the number

of splits. The summation in Eq. 3.1 is the cost of approximating the

portion of the trajectory from ta to tb with a straight line. Note that

this cost takes into account also the time t. This is done in order to

split the trajectory at points where the speed changes, e.g., when the

pedestrian stops. The impact of the regularizer κ is shown in Fig. 3.1.

We set κ = 10 in this chapter. Few other examples are shown in Fig. 3.2.
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Figure 3.1: Approximations of curve with straight lines for different

κ values. Left: The result of approximating a circle while changing the

κ in Eq. 3.1. Each regular polygon corresponds to a range of κ values,

shown in the legend. The trajectory starts and ends at point (5, 0).

The number of splits decreases with increasing values of κ. Center to

Right: The approximation of a real trajectory (in blue) for κ = 1 (red),

κ = 10 (green) and κ = 100 (magenta). Note how a too small value of κ

introduces too many corners while the large value misses some.

Figure 3.2: A few examples of trajectory segmentation (κ = 10). Note

how small oscillations, probably due to avoidance behaviors, do not affect

the segmentation.
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Figure 3.3: The grids used for the destination flow. We show the 3 kind

of corners: entrance (green), exit (blue) and turn (red). The magenta

grid is the one for turning points, while the two entrance and exit grid

are overlapping and shown in cyan. Grid cells with no corners are not

shown.

3.3.2 Destination Flow

Once we have segmented the trajectories, we can estimate the transition

probabilities. We first assign each corner to a region r in the scene,

where we distinguish between entrance, exit and transition corners and

regions depending on whether they are at the beginning, in the middle

or at the end of the trajectories. In our experiments, we use square cells

to represent each region as shown in Fig. 3.3. The size of each region

cell affects the destination flows. Intuitively, a bigger cell size has more

corners in it. However, a bigger cell size over-smooths meaningful tran-

sition patterns. We found a good compromise at 2m edge size. We also

define two special regions, create and destroy to handle agents initializa-

tion and termination, respectively. The same solution can be used for
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different kind of region shapes, not necessarily square cells, as we show

in 3.3.3. The user could also interactively select, modify, move or discard

some of the regions.

In this chapter, we assume that a group of subjects always share the

same intentions, and therefore the same destination region r. The split-

ting described in Sec. 3.3.1 can be generalized to a group of trajectories

by simply averaging the transition costs in Eq. 3.1 of the subjects within

the same group. In practice, due to the problems produced by groups

that are at the edge of two cells, we count the transitions at the individ-

ual level. A region transition ra → rb is therefore defined by a pair of

consecutive corners in a subject trajectory. The transition probability

p(ra|rb) is estimated by the normalized count of the transitions ra → rb
that occur, with each subjects contribution divided by the size of the

group he belongs to, to account for overcounting.

The probabilities, however, might change over time based on the events

that are active. For instance, people that walk to a tram stop might

wait until the tram arrives to decide for a new destination. We there-

fore model the transition probabilities for each active event set At, by

accumulating in each pA
t

(ra|rb) only the transitions that are observed

when the corresponding event set is active. We call the set of regions

and transitions the destination flow of a region.

3.3.3 A Clustering Variant

In the previous section we introduced the destination flow using square

cells. However the method does not rely on the cells being square cells

in a grid layout. An alternative solution would be to cluster the corners

of the trajectories. Clustering might indeed highlight relevant regions

of the image and suffers less of the border effects discussed above. As

it often happens with clustering, a first drawback is that the number

of clusters is not known in advance. While clustering methods like k-

mean can be adapted to cope with such situations by introducing a score

that accounts for the number of clusters, we decided to use Dirichlet

Process Mixture Model [Rasmussen, 2000], using the a publicly available

library [Eisenstein, 2007]. This stochastic method has the advantage

that it does not require knowing in advance the number of clusters. We

use the assumption that the populations within a cluster are normally
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Figure 3.4: Four samples from the DPMM method. For each cluster

we plot the elliptical region within 2 standard deviations. The color code

is the same used in 3.3.

distributed. We show the results of this clustering method in Fig. 3.4,

where we ran the method once for the turning points (red) and once for

the entrance and exit points (green and blue, respectively). Note that

while the clustering method produces robust results for the entrance

and exit points, this is not true for the turning points. This happens

because these points do not seem to be normally distributed. While the

transitions could be defined on random clusters of the corner points, we

preferred to use the square cells in the grid layout because they offer a

simple, stable, reproducible solution.

3.3.4 Simulation

The simulation of a group of people g starts with a transition from the

create region to an entrance region, according to the transition probabil-
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ity pA
t

(rg|create) . The composition of the group and the time at which

a new group is created, can reflect the distributions of these quantities

in the scene, or be arbitrary. Every time a new transition rg is sampled

for a group, for each subject i in the group a new destination point zti is

sampled uniformly from the destination region rg. The motion from the

starting region to the end region is demanded to the steering model of

Sec. 2.2. Note that no navigation skill is used for the virtual agents, as

the destination flow is made mostly of straight paths.

A group reaches the destination when each subject i in the group indi-

vidually reaches her destination point zi, e.g. when the distance d(pti, z
t
i)

is small. We define an indicator binary variable ntg, that is 1 when the

group reached destination, otherwise it is 0. A group selects a new region

ri (possibly the same) at time t only when nt−1g = 1. More formally, the

region transitions that determine the motion pattern of simulated pedes-

trians is modeled as

p(rtg|rt−1g ,At, nt−1g ) =

{
δrti ,r

t−1
i

nt−1g = 0

pA
t

(rti |rt−1i ) otherwise
(3.2)

where δi,j is the Kronecker function that is 1 if i = j, and 0 otherwise.

The dependencies of the variables described in this section are shown in

the graphical model in Fig. 3.5. Note how the groups share the same

quantities.

3.4 Mixed Reality

While learning the scene motion behavior helps capturing some of the

scene semantic without the limitation of sticking to a collection of tra-

jectories, it might still not be sufficient to reproduce the variety and the

uniqueness of real trajectories. Adding real agents to a simulated scene,

or the other way around, can be beneficial to enrich the simulation. The

main problem is that the real agents are not aware of the simulated

ones. Simply adding them together, results in general in unlikely con-

figurations, especially when the density of the simulated scene increases.

For example, a real agent might collide with slower simulated agents

when the former is not in the field of view of the latter. We propose two

possible solutions to address this problem.
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Figure 3.5: The graphical model shows the dependency of the variables

of the destination selection layer. Here we use plates to simplify the

model. G is the number of groups and Ng is the number of subjects in

the g-th group. Shaded nodes are observed variables.
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Sampling: The scene model presented in this chapter is composed by

a probabilistic destination selection layer Sec. 3.3 and a deterministic

steering one Chapter 2. Sampling from the model is relatively straight-

forward, as the model dependencies contain no directed cycle; see Fig. 2.6

and Fig. 3.5. As the samples are extracted from the same distribution,

they are all valid candidates for the scene simulation. Our first solution

is therefore to sample from the model until a certain criterion is met.

In this chapter, we use as a criterion the number of collisions between

real and virtual agents. A collision is counted every time the distance

between two subjects is less than 0.4m.

Path-following: Another solution is to allow real agents for small de-

viations from their real trajectory. We implement this solution by using

a path following strategy for each subject. In particular, each real sub-

ject becomes a simulated one with the position of the following time step

as destination. The desired speed is the speed necessary to complete the

real step within one time step. In this way, the real subject still follows

the original trajectory, but the limited freedom granted by the path fol-

lowing strategy favors a reduction in the number of collisions. Fig. 3.6

shows an example of the benefits coming from this strategy. While a

reduction in the number of collision seems to be expected, one needs to

check also that the deviations are not too big (see Sec. 3.5). Finally, this

strategy can be combined with the previous one, by repeatedly sampling

in order to minimize the number of collisions.

3.5 Experiments

In this section, we evaluate the motion model. We first compare LTA

with other steering models. Next, we analyze the different mixing strate-

gies proposed in Sec. 3.4. Finally, we provide the results of a user study

that we carried out to investigate the user perception of the scene repro-

duction and mixed simulation.

3.5.1 The Circle Experiment

[Ondřej et al., 2010] propose an interesting synthetic experiment to show

some properties of their motion model. The experiment consists in hav-
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Figure 3.6: An illustration of the path-following strategy behavior.

The simulation show the real agents (green) in the same group using

the path following strategy while avoiding a simulated agent (red). The

dashed lines and the transparent subjects show the original trajectory

and position, respectively, of the real agents.

ing a number of subjects starting in a circle configuration (see Fig. 3.7).

Each simulated subject must reach the diametrically opposed point in

the circle. One of the interesting properties of this experiment is that it

highlights the difference between reactive and anticipating models. An-

ticipating models are able to avoid getting stuck in the center of the

circle. Many agents avoid passing through the center and this reduces

the density at the middle, thus creating no blocking situation.

Fig. 3.7 shows the result of our model (top row) when using a big T and

compares it with the results of [Ondřej et al., 2010] (bottom row). For a

visual comparison to the Helbing’s model and the RVO library, we refer

to [Ondřej et al., 2010].

The reason why both models succeed in avoiding getting stuck in a high

density area is due to the fact that these models anticipate the colli-

sion and avoid it when it is still possible. To reproduce the problem

encountered by more reactive steering models, we lower the time hori-

zon T and show the result in Fig. 3.7 (middle row). Reducing the time

horizon to such a small value corresponds to taking away most of the
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LTA VB SF RVO

max. travel time 57s 53s 90s 63s

% of slow walkers 0.87% 0.97% 30.4% 13.0%

Table 3.1: Maximum travel time and percentage of slow walkers for the

circle experiments. We show the results for our steering model (LTA)

and compare it with the results reported in [Ondřej et al., 2010] for their

vision based model (VB), the Social Force model (SF) and the RVO

library.

prediction ability from the model. At each timestep, indeed, each simu-

lated subject feels comfortable, as in the short time horizon no collision

is predicted to happen. When the subjects, however, reach the center

and start feeling each other’s repulsion, it is too late to find an alterna-

tive route. Visual inspection of the first experiments shows a different

behavior of our model when compared to [Ondřej et al., 2010]. In the

latter, subjects behave in a more ordered way. Group of subjects with

similar motion patterns are clearly visible. In our model, instead, these

patterns are less clear and shorter, subjects change direction of motion

and sometimes stop. A reason why this happens might be that in our

results a bigger portion of agents pass through the center. Specifically

these are those agents that manage to get there first. In what circum-

stances one model is more realistic than the other is a question that

would deserve to be investigated by comparison with a real realization

of the experiment.

Tab. 3.1 shows the maximum traveling time and the percentage of slow

walkers in the circle experiment. We report also the results published

in [Ondřej et al., 2010] for comparison. The quantitative results confirm

what the qualitative analysis suggested, i.e. anticipating collision results

in smoother and more effective motion.

3.5.2 User Study

To validate the quality of the reproduced scene, we set up a user study.

We used 3 different video sequences (see Fig. 3.8):

Students : This ∼ 3.5 minutes outdoor sequence has been provided by

a third party [Lerner et al., 2007]. The scene represents people walking
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Figure 3.7: Circle experiment. Results for LTA with T = 15s (top

row), LTA with T = 0.1s (middle row) and the model [Ondřej et al.,

2010] (bottom row) at 3 different timesteps (in seconds). See text for

comments.
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Students Meeting Street

Figure 3.8: A frame from the image sequences used for the experiments.

freely as there are almost no obstacles. Ground truth trajectory were

available. Grouping relations have been manually annotated.

Meeting : This 10 minutes sequence has been recorded in an indoor hall

during the coffee break of a project meeting. The main motion pattern

is the one of people coming from the meeting room to the coffee table

and then to the small tables. Ground truth was extracted with the help

of the tracker.

Street : This sequence contains people walking in a busy street. Beside

people walking along the street, there is also the motion pattern of people

waiting and using the tram. Furthermore this sequence shows the event

“tram”, that is active when the tram is at the stop with open doors.

We annotated the frames at which this happens. The ground truth was

extracted with the help of the tracker.

Five mixtures of real and virtual agents were generated for these se-

quences: 0% (purely simulated), 25%, 50%, 75% and 100% (real sequence

without the path-following strategy of Sec. 3.4). Each simulation lasts 45

seconds. For each simulation, the entrance time and the composition of

the group was decided by the real sequence. For instance, if a group of 2

people enters at frame 500 in the real sequence, in each mixed simulation

a group of 2 people is initialized in the create state at frame 500 and from

there it would enter the scene in the region r sampled from p(r|create).
This was done in order to keep the different mixtures comparable. We

render2 the sequence in 3D with [Zhao et al., 2009]. A simplified recon-

struction of the environment has been used and the static obstacles have

been modeled using the second alternative described in Sec. 2.3, i.e. we

2We recently conducted a similar study in 2D with similar results. Details can be
found in [Pellegrini et al., 2012].
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regularly sample points along the obstacles boundaries and use them all

in the simulation.

The interaction parameters were set to match those of the simulated

scene. In Fig. 3.9, we report the 2D histograms that show the frequency

of the displacement of two subjects, one of which sits in the center of the

histogram p = 0 with velocity positive only along the horizontal axis.

Left-right symmetry (with respect to the subject in the middle of the

histogram) is enforced. These histograms were used to fit the interac-

tion parameters λI,1, λI,2, λG,1, λG,2, while we manually set for all the

sequences λS = 0.7 and λD = 0.3. To fit the interaction parameters, we

use a Gibbs measure interpretation of the energy terms, and we minimize

the sum of squared residual between the histogram and

(1/Z) exp (−ω(I(d) +G(d))) (3.3)

where I and G are from Eq. 2.7 and Eq. 2.12, respectively, and Z is a

normalizing constant to ensure that Eq. 3.3 sums to 1. ω is a parameter

that is used for the conversion from energy to probability. The minimiza-

tion of energy in Eq. 2.16 used during the simulation is invariant with

respect to a multiplication by a factor. The ω parameter is therefore

only used for the fitting. Note that we use the energy terms I and G

here as function of distance directly, rather than velocity. Fig. 2.2 shows

the result of the fitted energy for the Street sequence.

The user study was made available to volunteers on the web. There

were two different settings. In the first, the users were given a sample

of the original sequence and in the next page they were shown all the 5

mixed simulations. This setting was repeated for the Students and the

Street sequences. In the second setting, after the sample video of the

original sequence, we show the user 3 videos of 45 seconds: the 100%

real, the simulated one (0% real) and a completely simulated with a

random transition matrix3. In this second setting, we used the Meeting

sequence. The users could watch each video several times. The question

was always: “The videos below refer to the scenario shown in the video

of the previous page. How realistic does it look to you?”. The users

had to answer with a score from 1 to 10 for each video. 28 people gave

an answer for the Students sequence, 24 for the Street and 26 for the

3We still kept the feasibility of the transitions, for example, we allowed the tran-
sition to the destroy region only from the exit regions.
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Figure 3.9: The occupancy histogram, in egocentric reference system,

for the sequences Street and Students. See text for comments.

Meeting one. The results are shown in Fig. 3.10. For the first setting,

the p-value is greater than 0.05 for both sequences (0.601 for Students

and 0.053 for Street). For the second setting the analysis returns a

p-value less than 0.05. This is true also when comparing the sequence

simulated with the random transition matrix and the one simulated with

the learned transition (p-value equal 0.02). Examples of the sequences

used in the user study are shown in Fig. 3.12, Fig. 3.13. An example of

the 2D rendering is shown in Fig. 3.11.

3.5.3 Mixing Real and Simulated People

As discussed in Sec. 3.4, an interesting possibility is that of using real and

simulated agents in the same simulation. There we proposed 2 possible
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Figure 3.10: The results of the user study for the first setting (left,

center) and the second one. The central red bar is the median and the

box extends from the 25-th to the 75th percentile. The dashed lines go

to the most extreme data points not considered as outlier.

25% real 50% real 75% real

Figure 3.11: Three different blends of real (squares) and virtual (cir-

cles) agents for the simulated scene. The dotted lines shows the destina-

tion of the simulated agents. The numbers associated with each agent

show the current speed and the desired speed for each agent.

strategy (and their combination) to achieve such goal. Fig. 3.14, left,

shows the comparison of the strategies. In detail, we extract 100 sample

simulations of the Students sequence, with a 50% mixture, once with

(red histogram) and once without (blue histogram) the path-following

strategy, and for each sample we collect the number of collisions between

real agents and virtual ones. The effect of the path-following strategy

in reducing the collisions is evident. This, however, comes at the cost

of slight deviations from the real agent’s original trajectory. This is

shown in Fig. 3.14 right. The mean of the histogram is 0.22m, while the

median is 0.12m. This suggests that the path-following strategy is to be
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Figure 3.12: Two frames of the Street sequence. The left column shows

the 3D rendered simulation, while the right column shows the 2D one.

Note that the 3D rendering causes a small delay for the agents. Also the

tram is treated as a static obstacle here. See Fig. 3.11 for an explanation

of the 2D map symbols.

preferred when no particular restriction is imposed on the fidelity of the

real agent trajectories.

3.5.4 Timings and Limitations

In reproducing a specific scene, the most time consuming phase is cer-

tainly the track extraction from the real sequence. For the Meeting se-

quence, it took about 4 hours to extract tracks and group memberships,

although most of the time the tracker requires no interaction. The pro-

cessing of the trajectories and the computation of the transition matrix
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Real agents Random transitions

Simulated agents Modified scene

Figure 3.13: Examples from the Meeting sequence. Top-left: the

position of the agents are obtained from the real trajectories. Note that

the agents are divided between the big and the small tables. Top-right:

the simulation is obtained by randomly changing the transition matrix.

Note that the agents ignore the tables. The low density is due to the fact

that agents leave the scene too early. Bottom-left: when the transition

matrix extracted from the scene is used, agents repeat the motion pattern

of the real scene. In this case more agents are at the small table with

respect to the real sequence. Bottom-right: the user can interact and

change the scene layout and the transition matrix. In this example, the

transition matrix has been modified so that the agents are attracted by

only one of the four small tables.
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Figure 3.14: Left: The number of collision per frame when using the

path-following strategy (red) and without (blue). Right: The distribu-

tion of the deviation of the real agents from the original trajectory when

using the path-following strategy.

require little time, in the order of seconds, like the parameter estima-

tion described in the previous section. The simulation of the Students

sequence, 5400 frames, with an average of 40 agents per frame requires

about 45s on an Intel i7 CPU @ 2.67GHz.

One limitation of our system is the first order assumption of the des-

tination selection model, which is not always adequate. For instance,

the area in front of the tram stop is used both by people entering the

tram, waiting for the tram, and people getting off the tram. Since the

first order model does not distinguish between these people, it averages

the probabilities. Therefore, agents in the simulation that get off the

tram might wait some time before they leave to another destination in

the scene. Although this can be realistic as well, the probability with

which it really happens is likely different from the one we captured in the

transition matrix. A higher order model would alleviate this problem.

However, the higher the order, the greater the need of real data, as the

meaningful transitions become sparser in the set of possible ones.

Similar to other works, we rely on a linear velocity prediction model due

to efficiency. Although the model shows a reasonable prediction accuracy

of real trajectories, it needs to be investigated in the future whether

non-linear models would improve the simulations. Since our simulation

currently provides trajectories, the agents have been rendered after the
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simulation and do not follow exactly the trajectories. Although this

introduces some artifacts that could be compensated by a more advanced

renderer, the results demonstrate the capabilities of the proposed model.

3.6 Conclusions

In this chapter we have presented a scene dependent crowd simulation.

Our goal was to produce a model that could adapt to the semantics of

a particular scene, and reproduce it with small effort. Once the virtual

agents behave similarly to real people, it is easier to integrate them in

the same environment. We validated this possibility by conducting a

user study. Users do not seem to be able to tell apart different mixtures

of virtual and real agents. This is instead not true when the scene

transitions do not reflect the semantics of the scene, as it is shown by

the user replies for the Meeting sequence.

Even if the goal selection layer in this work is reduced to a destination

selection, a series of interesting behaviors emerge. For example, people

gather around tables thus forming new groups, even if we have no notion

of group merging in our model. The action of getting in a tram when it

comes, is also the pure result of a learned ”go-to” behavior. Although

probably less visible, the customization of the steering model to the

particular scene has been effective in reproducing its features.
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Tracking with LTA

4.1 Introduction

Object tracking has seen considerable progress in recent years, with cur-

rent systems able to handle long and challenging sequences automati-

cally with high precision. The progress is mostly due to improved object

models—either generic appearance models or detectors for specific kinds

of objects—or better optimization strategies. One aspect that was hardly

explored so far however is the dynamic model, another key component of

every tracking approach. Typically, a standard first-order model is used,

which does not account for the real complexity of human behavior.

In particular, physical exclusion in space is often modeled only indirectly,

by allowing at most one detection to be assigned to a trajectory, while

at the same time making sure that detections are sufficiently far from

each other. In practice this amounts to non-maximum suppression in

2D image space. In situations where full occlusions are common (e.g .

in street scenes seen by a street-level observer), such an image-based

approach fails to adequately differentiate collisions from occlusions.

We believe that one main problem in this context is the dynamic model,

typically a first- or second-order approximation applied independently

to each subject, e.g . using an Extended Kalman Filter (EKF). The fact

that people proactively anticipate future states of their environment dur-

ing path planning, rather than only react to others once a collision is

imminent, has largely been ignored in the literature. This goes to the

extent that standard motion models do not even take into account the

elementary fact that people have a destination, and hence steer back to
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Figure 4.1: While walking among other people, several factors influence

short-term path planning. Smoothness of motion, intended destination,

and interactions with others limit one’s choice of direction and speed. In

the example (same scene, two pedestrians’ perspectives), blue indicates

good choices for velocity, red signals “no-go”s. The white cross shows

the actually chosen velocity.

their desired direction after deviating around an obstacle.

Due to the complexity of human motion patterns, longer prediction hori-

zons become unreliable; very short ones do not require sophisticated

models, since displacements are so small that linear extrapolation is suf-

ficient. Hence, the effect of LTA is best seen in busy scenarios with

frequent short-term occlusions, or when framerate is low and the data

association procedure is less reliable.

The steering model (Chapter 2) operates in physical world coordinates

and can be applied to any tracker which operates in a metric frame. We

show how the model parameters can be learned from birds-eye view data

(Sec. 4.4), and apply it both in a simple patch-based tracker operating

on oblique views, and in a detection-based tracker operating on footage

from a moving camera (Sec. 4.5).

4.2 Related Work

Tracking is one of the core problems in the computer vision community

(see [Yilmaz et al., 2006] for a survey on object tracking). Early the-

oretical works on the topic can be tracked back to the work of [Sittler,
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1964], where most of the multi-target concepts are introduced. In this

section we review the literature related to the arguments treated in the

next three chapters, putting more emphasis on the applications that use

interactions within their framework.

Data Association. When multiple targets need to be tracked, the

problem of associating new observations to tracks (possibly to no track,

i.e. a false alarm) arises. This is a combinatorial problem [Morefield,

1977] that has been tackled in different ways in the literature [Cox,

1993]. [Morefield, 1977] proposes to first construct feasible tracks and

then choose the best non-conflicting ones by formulating the problem

as an integer programming one. [Reid, 1979] introduces the multiple

hypothesis tracking (MHT) algorithm, later improved in [Cox and Hin-

gorani, 1996], where the data association is carried out over multiple time

steps. A set of hypotheses is maintained, where each hypothesis repre-

sents a possible assignments of measurements to targets. However in

this approach the number of hypothesis quickly increases exponentially,

and pruning strategies must be used to achieve feasibility. With em-

phasis on performance instead, the Joint Probabilistic Data Association

(JPDA) [Fortmann et al., 1983], proposes to use a weighted combination

of all measurements for all the targets. More recently, in their “space-

time event-cone tracking”, [Leibe et al., 2008] explicitly model physical

exclusion between subjects in world coordinates.

Data association is usually carried out at the level of the single target.

In [Gennari and Hager, 2004] the authors instead describe an extension

of the JPDA based on group of individuals. Group merging and split-

ting are also handled by the method. Linear dynamics are still assumed,

and false measurements and missed detections are not taken into ac-

count. With the same motivation, [Lau et al., 2010] extend the MHT

algorithm by hypothesizing both over data association and interaction

events, like group splitting or merging. Both works carry out clustering

of the observations at each time step.

In the approaches just described, the physical exclusion is restricted

to the selection of the best trajectory hypotheses only—the important

step of creating these hypotheses is done independently and does not

cater for interactions, as we instead do in the work presented in the

next chapters. In this respect, also the work of [Khan et al., 2005]

accounts for interactions within the motion model. The work proposes
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a joint particle filter, where the avoidance behavior is modeled with a

Markov Random Field that penalizes overlapping targets configurations,

i.e. a reactive repulsion based on distance only. The approach that we

describe in Chapter 7 is similar to the one just described. A different

model is however employed that, e.g ., includes grouping interactions and

a different, distributed, inference strategy is used.

Motion model. When designing the motion model of a tracker, the

classical approach is to assume linear dynamics and use a Kalman Fil-

ter [Welch and Bishop, 1995]. Extensions to this method have been pro-

posed to handle some degree of nonlinearity, like the Extended Kalman

Filter or the Unscented Kalman Filter. All these methods have prob-

lems when the system significantly violate the non-linearity assumption.

An approach devised to handle such non-linearity is the to use particle

filters [Isard and Blake, 1998] and its variants [Cappe et al., 2007]. This

method has been successfully used for tracking (e.g . [Breitenstein et al.,

2011]) and we describe a related approach in Chapter 7.

Beyond the choice of how to propagate the uncertainty in the system,

there is the problem of deciding where subjects are headed to. The

knowledge that subjects are headed toward goal points has been used

to influence tracking in several works [Ali and Shah, 2008; Huang et al.,

2008; Kaucic et al., 2005; Pellegrini et al., 2009; Antonini et al., 2006].

More interestingly, the specific motion patterns of a scene have been

used to influence the target motion. The work of [Ali and Shah, 2008] in

crowded scenarios is an interesting example of how scene constraints can

help a tracking application. Inspired by cellular automata for evacuation

dynamics (see Chapter 2.1), they use a set of Floor Fields as a prior for

pedestrian motion. While this is directed at scenarios with a single

dominant motion pattern, the work of [Rodriguez et al., 2009] proposes

an elegant solution to exploit the multiple patterns of motion in the

scene. In both these works the inferred motion patterns are tied to a

specific scene. More recently instead, [Rodriguez et al., 2011] propose to

use a video database of crowd behaviors to learn several possible motion

priors.

Some other works have instead focused on building motion model in-

dependently of the specific scene. The work of [Antonini et al., 2006],

similarly to what we present in this chapter, improves the tracking per-

formance by using a more informative motion prior. The modeling of
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the prior is however different from ours, as the authors use a discretiza-

tion of the possible choices for the target, limited to a time horizon of

about 1 second. Similar results to what we reported in [Pellegrini et al.,

2009], have later been confirmed by [Luber et al., 2010], that show that

substituting the constant velocity model with the social force model in

the MHT framework results in better tracking performance.

Observation model. Fostered by recent progress in object detec-

tion [Dalal and Triggs, 2005; Felzenszwalb et al., 2008; Gall and Lem-

pitsky, 2009; Dollár et al., 2011], there is an impressive body of work in

people tracking-by-detection [Breitenstein et al., 2011; Ess et al., 2008;

Li et al., 2009; Okuma et al., 2004; Wu and Nevatia, 2007; Zhang et al.,

2008]. All propose different ways of handling the data association prob-

lem (see below), but do not take advantage of any social factors beyond

spatial exclusion principles.

In some circumstances, e.g . when there are not many targets in the

scene or when the appearance is discriminative enough, trackers often

rely mostly on the appearance model. One of the most promising ap-

proach to build such appearance model is that of online selecting the

best features to track. In this context, [Grabner et al., 2010] propose

to use online boosting to do feature selection. [Kuo et al., 2010] use

AdaBoost to online learn discriminative appearance models, where the

appearance model are then used to determine the association among the

extracted tracklets. Pure appearance based trackers however suffer from

the drift problem over long sequences. [Santner et al., 2010] alleviate

this problem by combining template matching, online random forests

and optical flow in a cascade. Another way of combining trackers has

been proposed by [Kwon and Lee, 2011]. In this work the uncertainty

of the tracker is accounted with a sampling method that samples not

only the states of the targets, but also the appearance model and the

motion model. Using the appearance to discriminate between targets is

not always a viable option. In some situations low resolution or similar

target appearance [Khan et al., 2005] prevent from relying on appear-

ance only. To reduce this problem, [Stalder et al., 2010] propose to use

scene information, such as ground plane or background model, to further

improve the detector output.

Some authors have investigated the possibility of exploiting low level

information for tracking. An interesting approach to couple low-level
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image segmentation and high-level occlusion reasoning and tracking has

been proposed in [Wang et al., 2009]. The authors use a graphical model

framework to jointly process the image support and enforce ordering

constraints. [Andriluka et al., 2008] instead carry out tracking together

with a simplified articulated pose detection that enables their approach

to exploit gait information for walking pedestrians.

Trajectory Prediction. Predicting future locations of people is inter-

esting both for computer vision and robotics. In robotics, predicting peo-

ple motion is used in path-planning applications. In this context, [Ziebart

et al., 2009] learn people interaction with environment features and use

this information during path-planning to avoid the robot hindering peo-

ple natural behavior. With a similar motivation, [Trautman and Krause,

2010] proposes an elegant solution to account for the fact that when robot

plans its path through the crowd, also the people in the crowd coopera-

tively avoid the robot. They use Interactive Gaussian Processes to model

the predicted path, and employ importance sampling to carry out the

inference. [Scovanner and Tappen, 2009] propose a steering model simi-

lar to LTA. The main difference is in the way the avoidance component

is built. In their case the avoidance accounts for the next position of the

steering subject together with a sequence of positions of the pedestrian

to be avoided, obtained through linear velocity prediction. LTA instead

uses only a single point for interaction, namely the point of maximum

approach, possibly within a time horizon. It must be noted that their

model is designed to allow parameter learning, in their case carried out

with Mode Variational Learning. [Vasquez et al., 2008] predict trajecto-

ries with a Hidden Markov Model, but do not account for interactions

among agents. Furthermore their system is scene specific. [Yamaguchi

et al., 2011] build a prediction model that explicitly exploits grouping

and destination estimates. They show how the destination prediction

accuracy does not improve significantly when more frames from the past

are available, while an improvement is observed in the group prediction

accuracy.

Tracking with Interactions. Recently, some works have shown the

benefits of exploiting grouping interactions for tracking [French, 2006;

Pellegrini et al., 2010; Pellegrini and Gool, 2012; Choi and Savarese,

2010; Gennari and Hager, 2004; Lau et al., 2010]. In particular the work

of Choi et al . [Choi and Savarese, 2010], published contemporary with
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ours [Pellegrini et al., 2010], is closely related to our approach. Among

the differences that separate the two works, we propose a model that

propagates the grouping interactions and uses a different inference strat-

egy. Albeit with a different motivation, the work of [Grabner et al., 2010]

exploits the correlation among features to predict the position of possibly

invisible targets. A Generalized Hough Transform is used to let these

correlated features vote for the target of interest. Similarly, [French,

2006] exploits the correlation among targets by having one target using

the motion parameters of another target with probability proportional

to the correlation between the two.

Recently several authors tackled the multi-target tracking using a graph

formulation of the problem, by representing single or sequence of de-

tections as graph nodes and modeling interactions through, possibly

weighted, edges. In this context [Brendel et al., 2011] build a graph

with tracklets as nodes and edges connecting two tracklets that have at

least one detection in common. The set of nodes that (approximately)

solve the maximum weighted independent set problem on this graph is

then used to carry out multi-target tracking. Interactions such as group-

ing or avoidance are not explicitly modeled, but tracklets that rapidly

change the velocity correlation over time are penalized by connecting

them with a weighted edge. [Yang et al., 2011] also cast the multi-target

tracking problem in a graphical model framework. Differently from the

approach we propose in the next chapters, their nodes represent pairs of

tracklets built on the output of a detector. The learned pairwise terms

among the nodes encode both motion and occlusion dependencies. Fi-

nally, the problem is solved using simulated annealing, starting from

an initial solution obtained by applying the Hungarian algorithm on a

unary-only instantiation of the graph. Single tracklets are modeled in-

stead by nodes in [Song et al., 2010], while the edges associate pairs of

tracklets. In their paper, the prediction in motion and feature space of

one tracklet is used to compute a similarity measure with other track-

lets. This similarity is then used as a weight for the graph edges and the

optimal solution is computed using the Hungarian algorithm. Incorrect

associations are compensated for by using a graph evolution strategy

that adapts the weights of the graph based on long-term consistency

of the connected tracklet features. Other authors [Zhang et al., 2008;

Leal-Taixé et al., 2011; Pirsiavash et al., 2011] use a minimum cost-flow
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algorithm. [Leal-Taixé et al., 2011] take into account both avoidance,

similarly to the Social Force model, and some form of grouping behav-

ior. These approaches, differently from what we propose in this work,

solve for the Maximum A Posteriori (MAP) estimate of their equivalent

probabilistic formulation of the problem.

Understanding interactions. Tracking is often used as a preprocess-

ing step to carry out scene analysis. The knowledge of people tracks

is an effective input for understanding people interaction and analyzing

group composition. In Chapter 6 and Chapter 7 we show how we can

extract and use similar information while tracking, and not after.

Few works have focused on the task of interaction classification. [Oliver

et al., 2000] uses Coupled Hidden Markov Model to model five simple pair

interaction patterns like “approach, meet and go separately”. The au-

thors use a Kalman filter and background subtraction to extract trajecto-

ries that are used to build the feature vector employed in the interaction

classification. While in this work the possible interaction behaviors are

manually specified, in [Galata et al., 2002] a set of pair interaction pat-

terns are learned using a variant of Vector Quantization. These learned

prototypes are then employed as states in a Variable Length Markov

Model. This work is applied in the context of traffic surveillance, but

the formulation is general and applies to other types of targets. [Bose et

al., 2007] track foreground blobs in the scene and then use proximity and

coherent motion to classify the tracked blobs into fragments of objects,

objects and group of objects.

Other works have instead directly carried out group detection, i.e. ex-

traction of the groups in the scene. [Ge et al., 2009] uses a bottom up

clustering algorithm to discover the groups in the crowd while in [Ryoo

and Aggarwal, 2011] the group detection is carried out jointly with group

activities. In [Cristani et al., 2011] the groups are detected using the

head orientation in a voting scheme. A probabilistic group relationship

is instead used in [Chang et al., 2011] to recognize group behaviors.

In these works tracker is applied before the interaction classifications

and the features used for the task are simple quantities, like relative

distance, velocities and accelerations. We also show in Chapter 6 that

when trajectories are available the task of classifying whether two sub-

jects belong to the same group or not is generally feasible. Furthermore,

we investigate to what extent the prior knowledge about interactions can
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be built into the tracker (Chapter 7).

4.3 Model Setup

In this chapter we use the steering model introduced in Chapter 2 for

a tracking application. In particular, we use a simplified version of the

model, as no grouping term is used (λG,1 = λG,2 = 0) and the interac-

tion term behaves symmetrically (λI,1 = λI,2). Also, for the visibility

discussed in Sec. 2.2.2 we did not use a Delaunay triangulation, rather

all the subjects within a certain distance and a certain angle are visible

to the steering pedestrian. More details are given below. For the static

obstacles, we use the first alternative described in Sec. 2.3, i.e. the sin-

gle closest point to the steering pedestrian represents the static obstacle

at each timestep. Finally the time horizon is not truncated to a finite

value (T = ∞). The LTA minimization, as in Chapter 2, is be carried

out using gradient descent. The model parameters are learned from real

data, as it is explained in the next section.

4.4 Training

The model, as defined in Chapter 2 and further specified in the previous

section, has six free parameters, which need to be learned from train-

ing sequences: the interaction parameter λI , the direction weight λD
(Eq. 2.14) and the speed weight λS (Eq. 2.15), the radius of interest σw
(Eq. 2.10), the “peakiness” β of the subject’s field of view (Eq. 2.11),

and the update rate α (Eq. 2.1). We fix ∆ (Eq. 2.2) to 0.4 seconds.

To train our model, we have recorded two data sets from birds-eye view

and annotated them manually. This gave a total of 650 tracks over 25

minutes.1 A sample image including annotation can be seen in Fig. 4.2.

In both scenes, goal points were labeled and the desired direction for

each subject was set towards the closest goal. For each pedestrian, the

1Data and videos available at www.vision.ee.ethz.ch/̃ stefpell/lta
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Figure 4.2: Sample frame from one of the training sequences.

λI σW λD λS β α

3.84 2.088 2.33 2.073 1.462 0.730

Table 4.1: Model parameters obtained from training sequences.

desired speed was set to the mode of his speed histogram. The field-of-

view was restricted to ± 90 degrees (i.e., ν = 0 for |φ| > π
2 in Eq. 2.11).

People standing or strolling aimlessly were ignored.

To find an optimal set of parameters we have experimented with two

optimization strategies, namely gradient descent starting from multiple

random initializations, and a variant of genetic algorithms (GA). We

found that among the returned local optima of the parameters vector,

several performed equally well. For the following experiments, we always

use the local optimum with the lowest error (which resulted from the GA

optimization).

In one iteration round, each subject is simulated in turn, holding the

others fixed at the ground truth. The simulation is started every 1.2

seconds along the subject’s path, and continues for 4.8 seconds, similar

to [Johansson et al., 2007]. The sum of squared errors (distances to

ground truth) over all simulations in the round is minimized.
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Figure 4.3: The interaction energy as function of the distance of max-

imum approach (see Eq. 2.7). Note that here we set λI,1 = λI,2 = λI

We obtained the parameters given in Tab. 4.1. At first glance, λI = 3.84

looks reasonable (see Fig. 4.3), as it suggest that at an expected distance

of about 1.3m almost no repulsion is felt; σw = 2.1 means that people

further away than ≈ 6 meters do not influence path planning; β suggests

a relevant peak of attention in the center of the field of view. Note that

the restricted field-of-view and the value of σw imply that pedestrians

are actually only aware of a limited portion of the scene.

4.5 Results

To experimentally evaluate the trained steering model, we test it in three

different settings. First, we measure its mere quality as a predictor,

which is e.g . of interest for path planning in robotics. Then, we apply it

inside two tracking methods, a simple patch-based tracker, as well as a

state-of-the-art multi-person tracking system.

4.5.1 Prediction

To test the prediction performance of our model, we use annotated data

provided by the authors of [Lerner et al., 2007]. The video shows part of
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a shopping street from an oblique view. We evaluate on a subsequence

of about 3 minutes @ 2.5 FPS containing 86 trajectories annotated with

splines. With the same simulation setting used during training (see

Sec. 4.4) this yields ≈ 300 simulations. A homography from image to

ground plane was estimated from four manually clicked points on the

footpath to transfer image to world coordinates. As destinations we

chose two points far outside the left and right image borders, which

holds for most subjects.

We compare our model with a simple baseline (“LIN”), that merely ex-

trapolates using the previous velocity, and with a re-implementation of

the social force model (“SF”) with elliptical potentials [Johansson et

al., 2007]. Parameters for the latter are learned using the procedure

discussed in Sec. 4.4. For our LTA model, we explore two possible pa-

rameter sets: the first one was trained without interaction term, adding

only the drive towards a destination (“DEST”), whereas the other one

(“LTA”) also caters for interaction among subjects.

As error measure, the average Euclidean distance between predictions

and ground truth is measured in each simulation step. The experiments

show an improvement of 6 % in prediction error for the LTA model

compared to SF and DEST, and of 24% compared to the LIN model.

A closer look at the distribution of the errors sheds more light on the

differences between models. For this purpose, we define a trajectory as

correctly predicted when for each timestep of its simulation, the distance

from prediction to ground truth lies within a threshold H. The curve

in Fig. 4.4 shows the result of this analysis, plotting the percentage of

the correctly predicted trajectories over varying H. At a threshold of

1 meter, ≈ 50% of the trajectories are already correctly predicted using

linear extrapolation (LIN). Adding goal-direction (DES) increases the

correctly predicted trajectories to ≈ 63%. The SF model performs only

slightly better than the DES model. Another ≈ 7% boost is achieved

using LTA, reaching a total of ≈ 70%.

There are two issues to note here. Firstly, the scene is only moderately

crowded, and a large part of the trajectories are almost straight. For

these, all models give satisfactory results, which washes out the aver-

age difference. Secondly, the error distribution of LTA has a light but

long tail with a small number of very large errors. These happen when

the model in its present deterministic form avoids other pedestrians by
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Figure 4.4: performance of the LTA model (solid red) against a trained

model that uses destinations but no interactions (crossed green), the

social force model [Johansson et al., 2007] (dashed blue) and simple

linear extrapolation (dash-dot black).

walking around the wrong side, see Fig. 4.5. Although from a tracking

perspective, bumping into an obstacle is a no less severe failure than

passing it on the wrong side, the latter adds twice as large errors and

thereby distorts the comparison. A stochastic variant of the model could

help here, as we show in Chapter 5.

4.5.2 Patch-based Tracking

To highlight the effect of the dynamic model and compare it to the

LIN model, we have implemented a simple patch-based tracker, using

the normalized cross-correlation (NCC) as similarity measure. In the

first frame a rectangular patch is manually initialized at each person’s

location p0
i as appearance model, and the speed of all targets is initialized



58 4. Tracking with LTA

100 200 300 400 500 600 700

50

100

150

200

250

300

350

400

450

500

550

100 200 300 400 500 600 700

50

100

150

200

250

300

350

400

450

500

550

100 200 300 400 500 600 700

50

100

150

200

250

300

350

400

450

500

550

100 200 300 400 500 600 700

50

100

150

200

250

300

350

400

450

500

550

Figure 4.5: Example extrapolations: the model smoothly avoids the

standing crowd (top left, yellow=groundtruth), sometimes however sug-

gests meaningful, but wrong paths (bottom left). Using only goal-

directed prediction is effective in some cases (top right) but in general

better prediction is obtained by taking into account interaction among

pedestrians (bottom right).

to ‖vi‖=0. At each new time step t, the target location pti is predicted

with the dynamic model, and a Gaussian centered at the prediction gives

the location prior Ppred(p) = 1
Z exp

(
−(
‖p−pt

i‖
2σpred

)2
)
. In the surroundings

of the predicted location, the squared exponential Pdata(p) = 1
Y exp

(
−

(NCC(p,p0
i )−1)2

)
is employed as data likelihood, and the maximum of

the posterior Ppred · Pdata gives the new target location.

This simple tracker was applied to short, interesting sub-sequences of the

footpath sequence (non-overlapping with the ones used above). For the

dynamic model, we plug in either the LIN (constant velocity) model or

our LTA model, leaving the other parameters unchanged. For the LTA

model, the desired direction (standing, left-to-right, or right-to-left) is

set for each person according to their last displacement, and the desired

speed is set to a constant value for all people.

Tracking was performed at 2.5 FPS, leaving 0.4 seconds between consec-

utive frames. In this scenario with low framerate, multiple interactions,
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Figure 4.6: LTA model vs. constant velocity (LIN) model. Selected

frames from two tests with the patch-based tracker. Top: When using

the LTA model, the pedestrian marked in red is constrained by people

walking nearby. The LIN model overshoots when he maneuvers around

an oncoming person and loses track. Bottom: the LIN model for the

person marked in red makes a significantly wrong prediction and loses

track, whereas the LTA model tries to avoid oncoming people and pre-

dicts correctly. Note also how in both examples the persons marked

in cyan drift away at the end, because they are not steering towards a

target direction.

and low data quality, a strong dynamic prior is important to enable

tracking at all. As can be seen in the examples of Fig. 4.6, the simple

constant-velocity model loses track of several targets, when they pass

others and have to adjust their speed and direction. The examples also

show how the trajectories fail to swing back without a target direction.

On the other hand, LTA successfully tracks all people in the two exam-

ples.
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4.5.3 Tracking with a Moving Observer

To further demonstrate the versatility of the approach, we apply the

LTA model (as learned from birds-eye view) to tracking from a moving

observer. We use the tracking-by-detection framework [Ess et al., 2008],

and plug in both the LIN and the LTA models for modeling pedestrian

dynamics. Both versions are then evaluated on two (publicly available)

sequences from that work.

In a nutshell, the approach projects the output of a pedestrian detector—

in our case the HOG framework [Dalal and Triggs, 2005]—to 3D world

coordinates with the help of visual odometry and a ground plane assump-

tion. The tracking system then generates a set of trajectory hypotheses

based on the object detections and a dynamic model, and prunes that

set to a minimal consistent explanation with model selection. This prun-

ing relies on the assumption that all actual trajectories are present in

the set of hypotheses, thus requiring correct tracking even when no data

is available to immediately correct the motion model, mainly during to

occlusions. Here the LTA model comes into play.

To make the method amenable to our problem formulation, we adapt as

follows: first, instead of creating all trajectory hypotheses independently,

we introduce a trajectory extension step that updates all currently ac-

tive object hypotheses in parallel, making them fight for available detec-

tions similar to the greedy approaches used by [Wu and Nevatia, 2007;

Okuma et al., 2004]. This then allows the second, crucial change: in

the extension step, we apply the LTA model for each hypothesis in turn,

making them anticipate the other subjects’ movements in order to avoid

them. Especially during occlusion, this ensures that blind trajectory ex-

trapolation takes into account other subjects, and increases the chance

that a subject’s trajectory leaves the occlusion at the right position, so

that tracking can continue correctly. To also detect static obstacles,

we additionally project the depth map from stereo images onto a polar

occupancy map.

LTA requires a desired orientation and velocity. Assuming very little

scene knowledge, we set the desired orientation parallel to the road,

pointing in the respective pedestrian’s previous direction. The desired

velocity is set to the last measured speed of the hypothesis.
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As the tracker builds on a quite reliable set of pedestrian detections,

we expect an advantage of the LTA model mainly in case of occlusion.

The improvement is therefore bounded by the frequency of occlusion

events. Then, LTA’s extrapolation which is constrained by other agents

should outperform a standard linear model, thus preventing possible

data association problems when the occlusion is over.

To quantitatively relate the two approaches with each other, we com-

pare tracking output with annotated ground-truth using the CLEAR

evaluation metrics [Bernardin and Stiefelhagen, 2008], which measure

ID switches and the percentage of false negative / false positive bound-

ing boxes. In Tab. 4.2, we compare the two dynamic models by varying

the threshold on the Mahalanobis distance d used in the data associa-

tion. The reasoning behind this procedure is the intuition that a larger

search area could possibly compensate for the disadvantages of a less

accurate prediction. When using LTA, the number of ID switches is

constantly lower, while the number of misses and false positives stays

about the same. While consistent, the automatic evaluation tends to

over-estimate the number of ID-switches with increasing number of oc-

clusion events. For d = 3, we thus manually re-counted the ID switches

for the two sequences. In the first sequence, using LTA yields 31 as op-

posed to 36 ID switches with LIN. In the second sequence, these figures

are 18 (LTA) and 26 (LIN). Here, many people leave the field of view

and enter again, which is always flagged as a new ID by the tracker.

Leaving out these “unrecoverable” cases, the last comparison gets down

to 10 (LTA) vs. 18 (LIN), a 44% improvement.

ID switches misses false positives
1.5 2.0 2.5 3.0 1.5 2.0 2.5 3.0 1.5 2.0 2.5 3.0

Seq#1

LIN 55 55 51 48 0.29 0.28 0.28 0.28 0.19 0.19 0.19 0.19
LTA 48 42 45 41 0.28 0.28 0.28 0.28 0.19 0.19 0.19 0.19

Seq#2

LIN 35 33 31 31 0.21 0.21 0.21 0.21 0.08 0.08 0.09 0.09
LTA 31 30 26 25 0.21 0.21 0.20 0.20 0.08 0.09 0.08 0.09

Table 4.2: Comparison of the dynamic models for differing data asso-

ciation thresholds based on the CLEAR evaluation metrics.
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Tracking output LTA

LTA(birds-eye view) LIN (birds-eye view)

Figure 4.7: Examples where LTA improves the performance of multi-

body tracking. First row: short sequences with occlusion events, track-

ing results with LTA. Second row: birds-eye view for the middle frame,

using LTA(left) and using linear model (right). Black areas are static

obstacles, red arrows mark ID switches, dotted lines show the pre-switch

trajectories still being extrapolated—these disappear after ≈5 frames as

they fail to find supporting detections. Note that the man on the left is

successfully recovered from occlusion.

A few interesting situations from the two sequences are shown in Fig. 4.7,

Fig. 4.8 and Fig. 4.9. The first row shows the sequence including the

occlusion event as tracked by LTA, then in the second row two plots

in birds-eye view contrast the results for LTA with those for LIN. Note

the ID switches (red arrows), and the missing track in the third exam-

ple(Fig. 4.9). This last example is especially interesting, because the

person in the very front is only detected as a static obstacle. Neverthe-

less it influences the man in the striped sweater, who successfully steers

around it, whereas LIN looses track.
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Tracking output LTA

LTA(birds-eye view) LIN (birds-eye view)

Figure 4.8: Constrained by the oncoming person, both ladies and the

oncoming man are picked up again.

4.6 Conclusion

In this chapter we have presented the integration of the steering model

of Chapter 2 in a tracking application. The LTA model is not dependent

on any specific tracker or scene, it merely needs the subjects to reside in

a space that allows one to calculate metric distances.

The LTA model takes into account both simple scene information in

the form of destinations or desired directions, and interactions between

different targets. As it operates in world coordinates, the model can

be trained offline on training sequences, and then applied elsewhere.

We have also shown experimentally that the model yields better pre-

dictions, and consistently improves tracking performance compared to

dynamic models which disregard social interaction. The improvement

comes at negligible computational cost (less than 10 ms for a frame with

15 subjects).

We draw attention to an additional lesson learned from the study: a

person’s destination is valuable information and should always be used.
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Tracking output LTA

LTA(birds-eye view) LIN (birds-eye view)

Figure 4.9: While the man in the front is not detected, he is inte-

grated into the obstacle map, thus constraining the man in the red-black

sweater.

While this finding is by no means new, e.g . [Kaucic et al., 2005; Huang

et al., 2008], we emphasize that it is true even when the destinations

are incomplete or inaccurate. We have shown that even roughly guessed

target directions help to make more meaningful predictions. This is par-

ticularly interesting for the case of mobile cameras, where the destination

cannot be learned from continuous observation.

In the present state, we do not model groups of people walking together.

This would be possible, as the steering model supports this feature.

However it still remains the problem of how to assign people in the scene

to the same group. In Chapter 6 and Chapter 7 we propose a solution to

this problem. A further interesting direction is the stochastic application

of the proposed energy functional. We explore this possibility in the next

chapter.



5
Stochastic LTA for Prediction

5.1 Introduction

The behavioral patterns that regulate pedestrian interactions have been

studied in the field of social psychology for a long time [Hall, 1966;

Freedman, 1975; McPhail and Wohlstein, 1982; Goffman, 1971]. We

know from several studies that these patterns are subject to variation

that depend on culture, gender and other factors. Nevertheless, to a

certain extent, it is possible to exploit this knowledge by the means of

models for pedestrian motion prediction whose goal is not only that of

describing, but also and moreover, of synthesizing and predicting. Ac-

curately modeling a pedestrian’s future path in a deterministic way is

extremely difficult: on the one hand, the observed information is in-

complete, either because it is invisible to the camera (but visible to the

pedestrian in the scene), or because it is part of a pedestrian’s individ-

ual preferences (e.g . some people like to walk in the shade, others do

not). On the other hand, model complexity is limited by computational

power and inclusion of further elements should be handled with care.

Instead of modeling more and more such elements, e.g . individual pref-

erences or scene specific behaviors, an alternative approach is that of

making the model more robust. A probabilistic motion model is robust

to fluctuations in the behavioral patterns of the modeled pedestrians.

In the following, we show how a stochastic motion model can handle

situations as those depicted in Fig. 5.1, where the two possible evading

trajectories seem equally likely. We use the stochastic formulation of the

LTA model presented in Chapter 2, referred to as sLTA. sLTA uses the
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Figure 5.1: When moving through a scene, a person takes a variety

of factors into account, such as steering clear of other people. In many

cases, the prediction of the motion cannot be well described by a deter-

ministic algorithm: in the above example the pedestrian on the left hand

side could either evade the group by going on its left or right side, as in-

dicated by the yellow lines. We therefore propose a stochastic extension

of LTA that can deal with the uncertain future motion of a pedestrian.

same energy potential formulation of the original LTA model, but within

a Gibbs measure to turn the potential into a probability.

One specific question that is then addressed is the usability of the mo-

tion model for tracking. In Chapter 4, it has already been shown that a

motion prior has better predictive power than linear extrapolation and

that a tracker can benefit from its use in situations where the obser-

vation is unreliable (e.g ., during occlusions). Here, we investigate this

issue further by conducting a set of systematic experiments using an

appearance-based tracker.

5.2 Stochastic LTA

To account for the uncertain future motion of a pedestrian, we extend

LTA in a multi-hypothesis fashion. We term the new model sLTA. In

this chapter we use the simplified version of the steering model described

in Sec. 4.3. The joint state of all the subjects at time t is given by St =

[pt1,v
t
1, . . . ptN ,v

t
N ]. We call such a joint state a world model. To make

explicit the dependence of the energy from the past world model, we
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refer to it as E(vti ; S
t−1) 1. Therefore we still assume that a pedestrian,

at each time step t, makes a decision for his next velocity based on

its past observations of the environment (see Fig. 2.6). As opposed

to standard LTA however, we allow multiple hypotheses [ptih,v
t
ih] with

h ∈ {1 . . . Ht} to represent the state of subject i at time t. We assume

that the number of hypotheses is the same for all the subjects, only

for ease of explanation. By using a mixture of Gaussians to model the

subject state, we can associate a weight and an uncertainty to each

hypothesis. We model therefore the distribution over the state for each

subject as

p(pti,v
t
i) =

Ht∑
h=1

whN (pti,v
t
i ;µ

t
ih,Σ

t
ih) . (5.1)

At time t we factor the distribution p(St) over the world models as

p(St) =

N∏
i=1

p(pti,v
t
i) . (5.2)

Therefore also p(St) is a mixture of Gaussians

p(St) =

Mt∑
m=1

wmN (St;µtSm
,Σt

Sm
) . (5.3)

with M t = (Ht)N . In order to account for multiple velocity choices for

each subject, we move towards a stochastic formulation of Eq. (2.16).

1In the original model, the desired velocity is linearly filtered for smoothness (see
Eq. 2.16). Here, we use an equivalent energy potential that includes already the same
smoothing, by introducing a simple coordinate transformation:

E(vt;St−1) = ELTA(
vt − α ∗ vt−1

1 − α
;St−1)

where ELTA is the formulation of the energy given in [Pellegrini et al., 2009]. Note
that this is an entirely equivalent formulation, but has the advantage of being more
compact.
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Based on the energy potential formulation, we define the posterior prob-

ability of a pedestrian’s velocity p(vti |St−1) as a Gibbs measure, for each

pedestrian as

p(vti |St−1) = e−ωE(vt
i ;S

t−1)/Z , (5.4)

where Z is a normalization constant and ω is a free parameter that is

discussed later.

Rather than working directly with Eq. 5.4, we fit to Eq. 5.4 a mixture

of Gaussians

p(vti |St−1) ≈
K∑
k=1

wkN (vti ; ṽ
t
ik, Ψ̃

t

ik) , (5.5)

where wk, ṽtik and Ψ̃
t

ik are estimated from 5.4, as discussed next. In

Eq. 5.5 each mixture component represents a choice of subject i for the

next velocity 2. This mixture could be fit with standard methods such as

Expectation Maximization or iterative function fitting techniques. How-

ever, to keep the system applicable to real-time scenarios, we opt to use

the following heuristic to estimate the mixture parameters:

1. Discretize the distribution of Eq. (5.4). The number of components

K of the mixture is decided by counting the local maxima in the

discretized distribution.

2. Run a BFGS [Nocedal and Wright, 2000] maximization for each

mode to refine the mode estimate. These mode estimates are as-

sumed to be the locations of the means ṽtik of the mixture compo-

nents, with k ∈ {1 . . .K}.

3. Compute the gradient in the central point of each cell of the dis-

cretized distribution of Eq. (5.4). Assign the cell to the mode with

the smallest angle between the gradient vector and the vector orig-

inating from the cell center and ending in the mode. Be this mode

k. Estimate the covariances Ψ̃
t

ik by fitting a Gaussian distribution

to the central points of the cells assigned to the mode.

2We assume that K and N are time independent and the same for all the subjects.
This need not to be the case. However, we drop the dependencies for the sake of
readability. The generalization is straightforward.
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Figure 5.2: The energy

potential is brought into

an analytical form by fit-

ting a mixture of Gaus-

sians using a fast approx-

imate method (see text).

4. The weight wk of each mode is computed for each component in-

dependently, by setting the kth component’s mode of the mixture

equal to the energy at that point

wk =
exp(−ωE(ṽtik))/Z

N (ṽtik; ṽtik, Ψ̃
t
ik)

. (5.6)

These weights are finally normalized so that their sum is one (there-

fore, the equality in Eq. 5.6 does not necessarily hold anymore (see

also Fig. 5.2).

This is obviously a rough estimate of the parameters, that becomes worse

the less the Gaussians are separated. Nevertheless, it turned out to be

sufficient for our purposes (see Fig. 5.2 for an example fit). In Sec. 5.4,

we explain why the algorithm is robust in this respect.

We are ultimately interested in the probability p(pti,v
t
i) of the state

for a subject i at time t. From Eq. 5.1 we know that it is a mixture

of Gaussians, but we need to find an explicit formula for the mixture

parameters. We can write the state distribution as

p(pti,v
t
i) =

∫
p(pti,v

t
i ,S

t−1)dSt−1 (5.7)

=

∫
p(pti|vti ,pt−1i )p(vti |St−1)p(St−1)dSt−1 . (5.8)
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Note that we already have an approximation for p(vti |St−1) from Eq. 5.5.

For p(pti|vti ,p
t−1
i ), by modeling the update of the position as the linear

process

pti = pt−1i + ∆vti + γ with γ ∼ N (0,Γ) , (5.9)

we can write

p(pti|pt−1i ,vti) = N (pti; p
t−1
i + ∆vti ,Γ) . (5.10)

Finally, we can use Eq. 5.5, Eq. 5.10 and Eq. 5.3, to write

p(pti,v
t
i) ≈

Mt∑
m=1

K∑
k=1

wmkN (pti,v
t
i ;µ

t
imk,Σ

t
imk) . (5.11)

where

µtimk =

[
µt−1pim

+ ∆ṽtimk
ṽtimk

]
, (5.12)

Σt
imk =

[
Γ + ∆2Ψ̃t

imk + Σt−1
imk ∆Ψ̃t

imk

(∆Ψ̃t
imk)T Ψ̃t

imk

]
. (5.13)

(The complete derivation of this approximation is given in App. A). As

Eq. 5.1 shows, the distribution over the subject position has the form of a

mixture of Gaussians with M t−1K = Htcomponents. As a consequence

of Eq. 5.11 and Eq. 5.2 the distribution over the world models has now

(M tK)N mixture components. This is the number of world models in

the next iteration. This clearly leads to a combinatorial explosion of the

number of state mixture components, or world models. Fig. 5.3 shows

an example of this process. To prevent this from happening, we limit

the maximum number of world models to a value M̂ . If the splitting

process at a certain time step generates more than M̂ world models,

the most likely M̂ are used, while the others are discarded. Further, we

limit the combinatorial explosion in Eq. (5.11) by pruning the mixture

components when wmk < ε = 0.1. Since the value of wmk decreases with

time because of the splitting, at a certain point the splitting ceases.
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Figure 5.3: A toy illustration of the state evolution. A red circle rep-

resents a subject position and the arrows show the subject velocities.

For each subject, a circle together with one of the corresponding arrows

represents a single hypothesis. Uncertainties and hypotheses weights are

not shown. Left: the state at time t − 1. Center: the world models

at time t − 1. Each world model is a 3-tuple in the Cartesian product

of the subject state hypotheses. Right: the state at time t after the

propagation from the previous time step. The position is updated with

Eq. 5.10 while the new velocities are computed with Eq. 5.5. Note the

growth in the number of subject hypotheses.

Note that in the special case when M̂ = 1, the model is deterministic

and almost the same as the original LTA . The main difference is that

in the original LTA, the next velocity v̂ was computed with a gradient

descent over the energy potential ELTA, while now the heuristic just

described is used.

Note also that this general approach of handling multiple possible world

states is conceptually similar to multi-hypothesis tracking [Reid, 1979],

in which each world corresponds to a possible data association between

trajectories and observations.

5.2.1 Why not a Particle Filter Framework?

Eq. (5.4) could be easily used in a particle filter framework as a propaga-

tion function (see Fig. 5.4). It is reasonable to expect that the results, for

a sufficient number of particles, are more accurate than those obtained

with an approximation by a mixture of Gaussians. However, there are

at least two reasons why to refrain from taking this approach.
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Figure 5.4: Particle filter experiment: when simulating a person (yel-

low circle) given the other people (green circles) using a particle filter

embodiment of the model, multiple modes (red particles) form naturally.

While both options of steering clear of the oncoming persons are found,

such a solution is computationally prohibitive (see text).

The first reason is related to computational requirements. Since we want

to represent the interactions between subjects, the state space cannot

be easily factored into independent particle filters. The state should

rather be represented jointly by the positions and velocities of all the

subjects. With the ensuing rapidly growing state dimension, the number

of particles increases exponentially. For each particle, the basic LTA

procedure should be evaluated for each subject, which is computationally

prohibitive. In contrast, in our formulation the LTA procedure is only

invoked for each mode of the mixture.

Even if a particle filter were computationally feasible, we believe that the

commonly used resampling stage [Arulampalam et al., 2002] introduces

a higher logic that we assume a pedestrian not to have in the LTA

model: if a mode of the sampled distribution happens to die out at some

point, e.g . due to higher likelihood of the other modes in the resampling

stage, the history of the particles belonging to the cloud until that point

is meaningless. Once an alternative has been created, it cannot cease

to exist simply because, a posteriori, other alternatives are more suited.

This would imply that pedestrians predict their complete possible future

trajectories in advance, even with information that is unavailable to them

at present, and then choose the feasible ones. This assumption is not

part of the LTA model and also does not seem to be realistic.

5.2.2 Training

The model parameters are set to the values learned with the procedure

described in Sec. 4.4. The stochastic variant presented in this chapter
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Figure 5.5: Negative

log-likelihood (vertical

axis) while changing the

number of world models

M̂ and free parameter

ω. Increasing M̂ always

improves the result.

introduces other two parameters, i.e. M̂ and ω. We inspect the effect of

these parameters in the experiments section.

5.3 Experiments

As noted before, a pedestrian motion model has a multitude of uses.

For instance, in robotics, its predictions can be used for path-planning

purposes. Alternatively, the model output can help improving data as-

sociation in a tracking context when appearance is unreliable. In the

following, we first evaluate the sLTA model, comparing its prediction

capabilities for different parameter settings. We then show the applica-

tion of the model in a tracking experiment, highlighting the importance

of a good motion model in data association. For these experiments, we

use annotated data provided by the authors of [Lerner et al., 2007]. The

video shows part of a shopping street from an oblique view. A homog-

raphy from image to ground plane was estimated using four manually

clicked points on the footpath to transfer image to world coordinates.

Standing and erratically moving people were marked; for these, a simple

extrapolation is used. As destinations we chose two points far outside

the left and right image borders, which holds for most subjects. Static

obstacles (i.e., the building and the parked car) were also annotated.

5.3.1 Prediction

To test the prediction capabilities of our model, we evaluate on a subse-

quence of about 3 minutes @ 2.5 fps, containing 86 trajectories annotated
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with splines. We simulate all the subjects in parallel. Note that this is

different from the prediction experiment in Sec. 4.5.1, where each sub-

ject was simulated in turn, while using the ground truth positions and

velocities of all the others. Starting one simulation every 1.2 seconds

with a prediction horizon of 4.8 seconds yields ≈ 200 simulations. To

highlight the importance of using multiple modes, as well as the effect

of the parameter ω, we run multiple simulations over all subjects, vary-

ing both the maximum number of world models M̂ , as well as the free

parameter ω. For each simulation, we report the negative log-likelihood

log p(GT |M̂, ω) of M̂ and ω based on the ground truth trajectories GT ,

Fig. 5.5. As can be seen, increasing the number of world models, and

therefore of modes, always improves the prediction result, irrespective of

the chosen ω: this indicates that even with multiple modes, the model is

conservative enough as not to allow completely improbable predictions.

The parameter ω relates to how certain each hypothesis is. When ω

is zero, the probability becomes uniform, while for bigger values of ω,

the uncertainty around each mode decreases. Fig. 5.5 shows a small yet

interesting positive correlation between the value of ω and M̂ . This can

be interpreted saying that when increasing the number of world models,

less uncertainty per mode is allowed.

Some example images when using 10 modes are shown in Fig. 5.6. Red

lines indicate the ground truth, yellow lines indicate the predicted path

of a person, blue circles correspond to the standard deviation of the fitted

Gaussians at the respective end positions. Green lines indicate the linear

extrapolations of people that are standing or moving erratically, white

boxes the set of used obstacle points. Please note that the model operates

in ground-plane coordinates, hence all drawings correspond to people’s

feet in the image. For each image, we show the final image after 4 s of

extrapolation. As can be seen, the model manages to find the correct

extrapolation for almost all persons in one of its modes, while keeping the

number of modes at a minimum. Multiple possibilities can be especially

seen when people are walking towards other groups of people.

In the deterministic setting (M̂ = 1), extrapolations in easy situations

remain the same (Fig. 5.7, left; these images correspond to the left col-

umn of Fig. 5.6). In more difficult situations, only the stronger mode

remains, which can either be correct (middle) or wrong (bottom). Thus,

from a prediction point of view, it is indeed beneficial to use multiple
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Figure 5.6: Example extrapolations. The possible paths for a given

person are shown in yellow, with blue circles indicating the σ-confidence

of the fitted Gaussians. Note that the model operates in ground-plane

coordinates, the lines and circles thus correspond to people’s feet. Also

note that all the subjects are simulated in parallel.

modes in a stochastic fashion. Finally, Fig. 5.7, right column, shows

some typical failures of the model. These are not all failures in the hard

sense, as the stochastic options often also includes the correct solution:

in the top-right image, the model splits too much because it is unsure

what to do with two persons walking with each other in a group, but

slightly changing positions to each other. It splits, but keeps the correct

hypothesis. In the middle image, another person is wrongly extrapo-

lated (green line in middle of image), causing a split, but the correct

hypothesis is also kept. In the bottom-right image, the lower extrapola-

tion is wrong, with the correct solution (going above the standing group)

not identified: this is a special case of the first case, where two people

walking in a group feel repulsion rather than staying together.



76 5. Stochastic LTA for Prediction

Figure 5.7: Left column : Extrapolations when just using one mode,

corresponding to a deterministic model. (see text). Right column:

Typical failures of the sLTA: (top, middle) unnecessary splittings can

occur due to other wrong extrapolations, but are handled in the multi-

hypothesis framework. (bottom) without the knowledge of people walk-

ing in groups, wrong extrapolations can occur. (see text for details)

5.3.2 Tracking

To explore the effect of a stochastic motion prior on tracking perfor-

mance, we present the following experiment: for each person, and for

increasing time horizons, we perform an NCC-based template matching

between a subject in a reference frame and its possible location in a

later frame. The chosen motion model defines the search radius for the

matching; the solution is found as the peak NCC-response, weighted by

the motion models’ uncertainty. The error in distance between this solu-

tion and the ground truth is accumulated for all persons and by starting
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Figure 5.8: (a) Mean error (in meters) of tracking using different motion

models, for increasing frame gaps. (b) Number of tracking failures (error

> 0.5 m) using different motion models, for increasing frame gaps.

the tracking every 1.2 seconds. As the model is trained in steps of 0.4

seconds (10 frames), we also keep this spacing for the experiment.

This experiment should highlight the advantage of a good motion model:

a correct search region should prevent the tracker from drifting by guid-

ing the data association. Instead of including the model into a com-

plicated tracker, where many side-effects can influence the result, we

therefore keep the experiment as simple as possible to see the real merit

of a motion model.

We specifically compare a simple Brownian motion model with a con-

stant velocity one, as well as different instantiations of sLTA. For the

experiment, we use templates of 30 × 30 pixels on people’s head posi-

tions. As an additional baseline, we use an adaptive tracker based on

online boosting [Grabner and Bischof, 2006] that uses all intermediate

frames (as opposed to steps of 10 frames). In the given sequences, purely

appearance-based matching is especially tricky due to low contrast, cast

shadows, and interlacing and compression artifacts. The motion model

uncertainty is chosen as follows: for the Brownian model, the uncer-

tainty is assumed uniform in the search region (which is bounded by a

statistic on the maximum walking speed); for the constant-velocity one,

we use a single Gaussian centered around the prediction (we plot results

for two choices of the uncertainty); for sLTA, the mixture of Gaussians
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as introduced above is used. In this systematic experiment, velocities

are inferred from the past frame’s ground-truth. While this does not re-

flect the actual tracking application, it still allows for a fair comparison

between the different models, and their (ideal) influence on appearance-

based tracking.

Fig. 5.8 (a) plots the mean error in meters for all approaches. We further-

more report the number of actual tracking errors (deviation from ground

truth > 0.5 m) in Fig. 5.8 (b). For increasing frame gaps, an uninformed

motion model makes tracking virtually impossible (“Brownian”, mean

error not plotted in (a) due to large error). For small time horizons, the

result of a constant velocity model (“Const. vel.”) is virtually the same

as with any more advanced model, as small motions can be sufficiently

approximated by a linear extrapolation. However, for increasing time

horizons, the positive effect of sLTA becomes more pronounced. This is

also in line with what we reported in Chapter 4, where the effects of the

strong motion model were mostly visible in cases of missing data, e.g .

due to occlusion.

As an additional baseline, we show the result of purely appearance-

based tracker, which uses all available intermediate frames while learning

the model of the appearance (“Boosting Tracker”). Using all available

data from the image produces fewer hard failures, still, the high mean

error indicates that when the tracker starts drifting, it’s totally lost. We

therefore believe a strong motion model to be important for tracking.

Accounting for a pedestrian’s future motion in a probabilistic manner,

i.e., using M̂ = 10 instead of M̂ = 1, does not seem to have a con-

siderable effect on tracking performance: both the mean error and the

fraction of tracking errors seems to only improve slightly when allow-

ing multiple modes. The important thing to note here is that in the

presented sequence, there is only a limited number of “splittings” in

general, and only in a fraction of these, the deterministic model chooses

the wrong mode. While the effect thus seems limited, this still means

that in such cases, the tracker would fail and lose an object for mul-

tiple seconds, searching in the wrong location. Employing a stochastic

model therefore definitely helps in extreme situations, which can also be

expected more frequently in more crowded scenarios.
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5.4 Discussion and Conclusions

This chapter presented a stochastic simulation-based motion model for

pedestrians. The probabilistic formulation is based on using the LTA

energy function in a Gibbs measure. Then, by using a multi-hypothesis

approach with uncertainty propagation, a set of possible future world

states is obtained. To achieve a good compromise between accuracy and

tractability, we fit a Gaussian mixture model to the Gibbs measure. Al-

though the fitting is rather approximate, we found it to work well in our

experiments. This is due to the fact that the actual choices of pedes-

trians seem to be limited to one or two, for each timestep. Therefore

the potential function has only one or two modes. Furthermore, the

modes corresponding to alternatives of a choice for a pedestrian, tend

to separate apart with time. This allows us to wait for the modes to be

well separated before fitting the mixture (when their distance is below

an empirical threshold, we group them and consider them as a single

mode).

In our prediction experiments, we showed that the log-likelihood of the

prediction increases considerably as we go from a deterministic instantia-

tion to a stochastic one, showing the benefits of such a non-deterministic

solution.

For tracking, a clear advantage over simpler motion models was demon-

strated, the effect of a stochastic model is however not as pronounced

as expected. While more complicated scenes would probably show an

advantage of using a probabilistic formulation, this difference is only

present at higher frame gaps, which could be e.g . due to occlusion. Gen-

erally, it thus seems that the prediction would be more suited to tasks

in, e.g ., robot navigation, where safety is a crucial issue.





6
Towards Joint Grouping and

Tracking

6.1 Introduction

Tracking algorithms are an indispensable prerequisite for many higher-

level computer vision tasks, ranging from surveillance to animation to

automotive applications. Advances in observation models, such as object

detectors or classification-based appearance models, have enabled track-

ing in previously infeasible scenarios. Still, tracking remains a challeng-

ing problem, especially in crowded environments. Tracking high numbers

of pedestrians in such cases is even hard for humans. Usually, a manual

annotator has to rely on higher-level reasoning, such as temporal infor-

mation (that can go into the future) or social factors. Recent advances in

the literature suggest that the latter can improve tracking performance.

Typically employed social factors include a pedestrian’s destination, de-

sired speed, and repulsion from other individuals (see Chapter 4). An-

other factor is grouping behavior, which so far however has been largely

ignored. For one, this is due to the fact that the grouping information

(do two persons belong to the same group?) is not easily available. Still,

groups constitute an important part of a pedestrian’s motion. As we

show in this chapter, people behave differently when walking in groups

as opposed to alone: when alone, they tend to keep a certain distance

from others, passing by closely only if necessary, but mostly at differ-

ent speeds. When in groups, they try to stay close enough with other

members, walking at the same speed.
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In this chapter, we investigate the group classification problem and its

relation to tracking. First we look at the problem when the trajectories

of people are given (Sec. 6.2. Then we exploit the interaction between

different people for data association (Sec. 6.3), having in mind a fully

functional tracking application (see Chapter 7). In particular, for this

second problem, we model group relations and study their effect on tra-

jectory prediction. The grouping between pedestrians is treated as a

latent variable, which is estimated jointly together with the trajectory

information. Our model of choice is a Conditional Random Field (CRF),

with nodes in the lower level corresponding to pedestrians, connected by

third-order links that represent possible groupings. Recent advances in

discrete optimization provide powerful tools for carrying out (approxi-

mate) inference in such models (Sec. 6.5).

6.2 Group Classification

Although they seem to represent a significant aspect of social walking,

groups have largely been ignored. Probably one reason is that the knowl-

edge of whether two people belong to the same group or not is not di-

rectly available in the image, but requires further processing. Here, we

want to show some preliminary studies on the group classification task

in order to suggest the amount of effort that is required for such a task

and the results that one might expect. We use only a proximity clue to

perform the classification. In detail, we look at the distances among pair

of subjects across time, and try to answer the question whether the two

subjects belong to the same group or not. Let us call dtij the Euclidean

distance among two subjects i and j at time t. If, starting from t, we

concatenate dtij in a vector over time, let us say over a time window of

l time steps, we get dt,lij = [dtij . . . d
t+l−1
i,j ]. If the time window is longer

than the subject trajectories, the vector dij is opportunely trimmed to

the shortest of the two trajectories.

Instead of using directly the whole dt,lij , we use simple features extracted

from it. The feature vector used for the group classification task is

[ mean(dt,lij ), max(dt,lij ), min(dt,lij ), std dev(dt,lij ), length(dt,lij )) ] .

(6.1)
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Figure 6.1: Group classification results. From left to right we report

Fscore, precision and recall for different time windows and noise values.

Noise values refer to standard deviation of the Gaussian noise (in meters)

and the time window is measured in seconds ( at 2.5 frames per second)

We used an off-the-shelf SVM library [Chang and Lin, 2001] to perform

the classification. For the evaluation, we performed a 20-fold crossvali-

dation on the ETH dataset [Pellegrini et al., 2009], and we averaged the

results for F score, precision and recall. We repeated the same experi-

ment for different values of the time window l and for changing Gaussian

noise added to the d vector. The results are reported in Fig. 6.1. As

one can see, the proximity alone, based on simple statistics over time,

is already a powerful clue for the classification task. As one might ex-

pect, the results degrade rather quickly with a shorter time window l,

but already after ∼ 5 seconds the precision of the classification reaches

∼ 70%.

These preliminary results suggest that grouping might be included in the

model with a reasonable effort. Other clues could be used together with

proximity. For example one could try to estimate whether two subjects

are talking or at least looking at each other. Further investigation is

clearly required to better understand costs and potentialities of including

this aspect in a pedestrian motion model.

6.3 Group CRF

In the previous section, we have seen promising results for the group

classification task when trajectories are given. Unfortunately this is

rarely the case. In the remaining of the chapter, we investigate the



84 6. Towards Joint Grouping and Tracking

χ

ψ
φ

γ

Figure 6.2: Assumed higher-order model for joint trajectory and group

finding (see text).

interplay between tracking and group classification. To improve data

association in crowded scenarios, we want to jointly estimate pedestrian

trajectories and their group relations. Fig. 6.2 shows the factor graph

for the third-order CRF model we assume for this problem.

Given a starting frame, each tracking target i (i = 1 . . . N) is mod-

eled as a variable node (red empty circle, Fig. 6.2), where each possi-

ble state corresponds to the choice of one local trajectory hypothesis

hmi ∈ Hi = {hmi }m=1...Mi , with Hi the set of hypotheses for one person.

As a trajectory hypothesis hmi , we consider a single subject’s possible

future within a short time window. A joint assignment of hypotheses

to all the subjects is defined as Hq = [h
q(1)
1 . . .h

q(N)
N ], where q is an

assignment function that assigns each target i to one hypothesis in Hi.

To set up the links between individuals, Delaunay triangulation is per-

formed on the subjects positions in the input frame. Links longer than

3 meters are canceled. This results in a set D of pairs {i, j} that are

mutually connected. For each pair, the group variable gij (green filled

circle, Fig. 6.2) indicates the group relation among the subjects i and j,

gij =

{
1 if subject i and j belong to the same group

0 otherwise
. (6.2)

Two subjects i and j and the group variable gij are linked by a factor ψ

(blue factor in Fig. 6.2). This link variable is essential to take advantage

of grouping relations in our model. The joint assignment of grouping

variables gij is defined as L = [gij . . . ] with {i, j} ∈ D.

In our definition, grouping is an equivalence relation, i.e. it fulfills re-

flexivity, symmetry, and transitivity. While reflexivity and symmetry
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are enforced by the graph construction, the transitivity constraint is en-

coded in a factor χ (black factor in Fig. 6.2). We define the set T of

triples {i, j, k}, such that {i, j} ∈ D, {i, k} ∈ D and {k, j} ∈ D. The

transitivity constraint is then applied to each {i, j, k} ∈ T as

(gij ∧ gik)→ gkj . (6.3)

The log-probability of a set of trajectories Hq and a set of grouping

relations L, given an image sequence I and parameters Θ, is given by

logP (Hq,L|I,Θ) =

N∑
i=1

(
φmot(h

q(i)
i |Θφmot) + φapp(h

q(i)
i |I,Θ

app
φ )

)
+

∑
{i,j}∈D

γ(gij |Θγ) +

∑
{i,j}∈D

(
ψpos(h

q(i)
i ,h

q(j)
j , gij |Θpos

ψ ) + ψang(h
q(i)
i ,h

q(j)
j , gij |Θang

ψ )
)

+

∑
{i,j,k}∈T

χ(gij , gjk, gki|Θχ)− logZ(I,Θ), (6.4)

where φapp and φmot model, respectively, the appearance and motion of a

trajectory, γ models the prior over a relation being of type group or not,

ψpos, ψang model the grouping relation and Z(I,Θ) is the usual partition

function making sure that the probability density function sums to one.

6.4 Learning the parameters

Learning the parameters of the model in Eq. 6.4 could be done by maxi-

mizing the conditional likelihood of the parameters given the data. How-

ever, this is hard because of the partition function Z. Instead, inspired

by piecewise training [Sutton and McCallum, 2005], we learn simple

statistics from the data and define the terms in the Eq. 6.4 as a com-

bination of these statistics. In particular we overparametrize the tra-

jectory h as a sequence [p0, s0, α0 . . .pT−1, sT−1, αT−1] of, respectively,

position, speed and orientation and extract simple statistics over these

terms, rather than over the whole trajectory. In doing so, we use a non-

parametric approach, by building histograms to estimate densities. The

parameters Θ can be interpreted as the entries of these histograms. To
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reduce the notational clutter we drop in the following the dependence

on Θ.

In the analysis of the data, we make, when appropriate, a distinction be-

tween people walking and people standing. Besides believing that these

two classes can have different statistics indeed, we are motivated for mak-

ing this distinction by a technical limitation: the orientation estimate is

hard and unreliable for standing people, while it can be approximated

by the direction of motion for moving people. We therefore choose an

empirical threshold of 0.15m/s to distinguish between the two modes.

In the following, we show the relevant statistics that we used in our

model.

6.4.1 Dataset

The data used to extract the statistics has been kindly provided by

Lerner et al . [Lerner et al., 2007]. The employed sequence shows a busy

square from a stationary camera, oblique view, with a total of 450 sub-

jects in 5400 frames. Most of the subjects walk from one of the borders

of the scene to another and stay within the scene for about 15 seconds,

while some stand longer in the scene talking to other subjects or waiting.

An example frame is shown in Fig. 3.8, left. The sequence is particularly

challenging due to low image resolution, interlacing and compression ar-

tifacts, cast shadows, as well as the large number of people. We manually

annotated the head position of each subject and estimated a homogra-

phy matrix to retrieve metric properties. In a second step, we annotated

groups in the sequence, by relying on several cues, such as people talk-

ing to each other or holding hands, for example. For our purposes, we

split the sequence in a training (3400 frames) and testing section (2000

frames).

6.4.2 Independent Motion and Appearance

Pedestrians change the walking direction smoothly. Furthermore, the

walking speed is not arbitrary. This information is commonly exploited
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Figure 6.3: Statistics over a person’s movement: Left: the distribution

P (st) over speeds shows two peaks for people standing and walking.

Right: the figure shows Pst≥0.15(αt|αt−1). For walking people, there is

a preference to keep the current heading. Red indicates the original data

points, blue the histogram estimate.

in motion prior for pedestrians in a constant velocity model. To model

these factors we define the motion term of Eq. 6.4 as

φmot(h) =

T−1∑
t=0

log[Pst<0.15(αt|αt−1)+Pst≥0.15(αt|αt−1)]+

T−1∑
t=0

logP (st) .

(6.5)

Pst<0.15(αt|αt−1) is assumed uniform while P (st) and Pst≥0.15(αt|αt−1)

are estimated by building a normalized histogram (smoothed with a

Gaussian kernel) of the angles and speeds extracted from the training set

and are shown in Fig. 6.3. As one can expect, from the speed statistics it

is easy to distinguish two modes, corresponding to standing and walking

people. Fig. 6.3 shows also that the the choice of 0.15m/s for telling

apart walking and standing pedestrian is a reasonable one.

For the appearance term, we directly use the output of the tracker (see

Sec 6.6).

φapp(h|I) = log fapp(h|I) . (6.6)
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6.4.3 Grouping Relations

Given two pedestrians, one of the obvious features that makes it possible

to guess whether they belong to the same group or not, is proximity. So,

when two pedestrians belong to the same group, their distance is kept

to a certain value. If they are walking, the estimate of the orientation

can give us further information on how they are positioned with respect

to each other. For two pedestrians belonging to the same group, we

therefore define

ψpos(hi,hj , gij = 1) = (6.7)

T−1∑
t=0

log[Psti≥0.15∧stj≥0.15(pti|ptjαtj , gij) + Psti<0.15∨stj<0.15(dtij |gij)] ,

where dtij is the Euclidean distance between the positions pti and ptj .

As we did before, we estimate Psti≥0.15∧stj≥0.15(pti|ptjαtj , gij = 1) and

Psti<0.15∨stj<0.15(dtij |gij = 1) using histograms and we shown them in

Fig. 6.4. For pedestrians that do not belong to the same group, we found

it unnecessary to distinguish between walking or standing. The main

feature, when dealing with the position of two individual pedestrians,

seems to be the repulsion effect: individuals try not to come close to

each other unless necessary. In this case, we define the motion term as

ψpos(hi,hj , gij = 0) =

T−1∑
t=0

logP (dtij |gij = 0) , (6.8)

where P (dtij |gij = 0) is again estimated using histograms and shown in

Fig. 6.4. Another important feature of people when walking in the same

group, is that they have the same orientation. We therefore define

ψang(hi,hj , gij = 1) =

T−1∑
t=0

logP(sti≥0.15∧stj≥0.15)(α
t
i, α

t
j |gij = 1) . (6.9)

As before, this term is estimated with a smoothed histogram approach.

The density is shown in Fig. 6.4 and, as expected, shows that subjects

that walk together keep the same orientation. We did not observe an

interesting orientation pattern among pedestrians that are not in the

same group, therefore we assume uniform P(sti≥0.15∧stj≥0.15)(α
t
i, α

t
j |gij =

0) .
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Finally, γ(gij) could be set by looking at the fraction of grouping rela-

tions over the total number of relations. Although the correct value for

the fraction would be ∼ 23% for our dataset, we vary this value to mea-

sure the robustness of our model in the experiments below (see Sec. 6.6).

6.4.4 Transitivity Constraints

The hard constraint in Eq. 6.3 is modeled by penalizing impossible con-

figurations with an opportunely large constant cost.

6.5 Inference

We are looking for the most probable joint assignment of the trajectories

Hq together with the grouping relations L in Eq. 6.4. Exact inference

is intractable, as the graph contains cycles and the potentials are not

restricted to a particular kind (e.g., submodular). For the inference,

we use Dual Decomposition (DD) [Komodakis et al., 2007], building

on the code made available by [Torresani et al., 2008]. DD optimizes

the Lagrangian dual of the LP-relaxation of the original problem, by

decomposing the problem into a set of subproblems, each of which can

be solved efficiently. By optimizing the dual, it gives a lower bound that

can be used to check whether the method converged to a global optimum

(i.e. when the solution given by the primal has the same energy as the

solution of the dual problem).

In our case, we decompose the original graph first into a constraint layer

containing only transitivity constraints factors and a data layer contain-

ing all the other factors. Then these sub-graphs are further decomposed

into spanning trees. We optimize each tree separately using max-product

algorithm, using publicly available code [Mooij and al., 2010]. The pri-

mal solution, and therefore the upper bound to the optimal solution, is

found by using a heuristic similar to that described in [Komodakis et al.,

2007].
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Figure 6.4: Statistics over interacting people. Top-left:

Psti≥0.15∧stj≥0.15(pti|ptjαtj , gij = 1) in polar coordinates, such that radius

is the distance dtij and the angle is the angle under which j, with abso-

lute orientation αtj sees i. When moving in groups, people keep a low

distance from each other, trying to walk side by side. Top-right: the

figure shows P(sti≥0.15∧stj≥0.15)(α
t
i, α

t
j |gij = 1). As expected, people that

walk together are headed in the same direction. Bottom-Left: the fig-

ure shows Psti<0.15∨stj<0.15(dtij |gij = 1). The distribution is less peaked

than the distribution shown in the top-left figure, probably reflecting the

fact that when people are standing in groups, they allow for more flexible

configurations. Bottom-Right: the figure shows P (dtij |gij = 0). Like

for groups, the repulsion effect between individuals is evident from the

low value around 0.
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6.6 Experiments

The proposed model requires a set of hypotheses to choose from. In this

section, we therefore first describe how to build up the model given an

input frame, before presenting experiments on real-world data.

6.6.1 Model Construction

Hypothesis Generation. Given a starting frame t0, a separate set

of hypotheses Hi is generated for each currently tracked person i. Each

hypothesis hi describes a possible motion of the subject between t =

t0 . . . tT−1. To this end, we start a single-person tracker for each person i

at t0, at each time step following the cost function recursively according

to a best-first paradigm. Following at each time step t the M best

options therefore yield a maximum of MT hypotheses per person. As

a cost function, we employ several cues: as a motion and appearance

model, we use a constant velocity assumption, respectively an HSV-color

histogram ati on the subject’s head. The product of the Bhattacharrya

coefficients b(·, ·) along the trajectory is then used to define fapp(hi|I) =∏T−1
t=1 b(ati|a

t−1
i ).

As a third cue, we consider a discrete set of detections in the current

hypothesis’ vicinity. The detections are obtained from a voting-based

detector [Gall and Lempitsky, 2009], trained on both head and upper

bodies from a total of 1145 positive and 1208 negative examples. Even

though specifically trained on the same setup’s data, the detector only

reaches an equal error rate of 0.65 (head) respectively 0.76 (torso). The

reason for this low performance is a higher number of false positives on

strong cast shadows, as well as some false negatives when people are

standing very closely together. To account for frequent false negatives,

up to 50% of missing detections are allowed inside a trajectory, where

the missing parts are interpolated using the constant velocity model.

To handle the case of persons leaving the scene, we introduce a set of vir-

tual detections at the border of the image. Once a tracker selects such a

detection, it is terminated, and the corresponding trajectory corresponds

to a linear extrapolation starting from that time step.
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Figure 6.5: Left: RPC curves for head detector (red) and torso detec-

tor (blue). Right: Sample hypotheses for one frame, with blue corre-

sponding to low confidence and red to high. Especially in crowded areas,

many possible hypotheses can be generated.

For computational reasons, in the presented experiments, we use a time

step of 0.2 seconds, and set T = 10 (thus always considering time win-

dows of 2 seconds) and M = 4, yielding an average of 147 hypotheses

per subject. We run the experiment each 2 s for all pedestrians, start-

ing from 40 different frames. This results in 1236 subject tracks (see

Fig. 6.5).

6.6.2 Ground-truth

Before using an actual detector to drive hypothesis generation, we per-

form a baseline experiment, where we use the ground-truth annotations

as detections (note that we are operating on the test sequence, i.e., the

training of the model did not use this data at all). To measure the effect

of the proposed model, we compare the output of the inference stage

with locally selecting the best trajectories (i.e., the hypothesis with the

maximum unary term). We report the number of correctly selected tra-

jectories as the ones that coincide with the ground-truth completely. In

Fig. 6.6 (left), we run this experiment for different values of the grouping

prior γ. As can be seen, the model does not blindly trust the prior (un-

less set to the extreme positions), but moves towards the true fraction

of groupings (0.23) disregarding the starting position. The performance

of the model with respect to trajectory selection is hardly affected by
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Figure 6.6: Left: Estimate of groups relations while varying the group-

ing prior γ. Right: precision and recall curves for group relations for

different γ values.

the grouping: the unary makes 34 mistakes, whereas the full model,

depending on the chosen grouping prior, performs considerably better

with 12 ± 2 mistakes. Only when γ = 0, our model makes 22 mistakes.

In Fig. 6.6 (right), we furthermore plot recall and precision of finding

groups, again varying over the prior γ. The numbers stay quite constant

for a large range of γ, underlining the stability of the model. Choos-

ing extreme values naturally also leads to inferior results, either in favor

of groups or not. In the upcoming experiments, we use an uninformed

prior, γ = 0.5.

6.6.3 Detector

When starting from a ground-truth point and generating hypotheses

using detections, the generation step has to deal with a considerable

number of false positives (generating excess wrong trajectories) and false

negatives (in the worst case, missing an entire trajectory). Due to these

inaccuracies, we change the notion of correct trajectory to an error <

0.5 m from the ground-truth at the last trajectory position. The subject

errors and the group statistics are reported in Table 6.1. Note that this

experiment is considerably harder, so the number of errors in absolute

terms increases. Still, our method improves ≈ 10% w.r.t. using only

the unary terms, i.e. without grouping. The group statistics show a

precision of 46% (about twice above the chance level of 23%) and 82%
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Wrong Trajectories Groups

TP TN FP FN

Local 401 - - - -

Group CRF 363 389 1526 449 84

Table 6.1: Performance of model when using raw detections as input.

The proposed model not only improves the correctly chosen trajectories,

but also recovers groups with high recall and good precision.

recall. Note that this performance is similar to the one obtained in the

previous experiment, using ground-truth detections. Considering also

the results of Sec. 6.2, we can conclude that group classification can be

carried out effectively also when trajectories are not very accurate.

Some example images, comparing the two methods, are shown in Fig. 6.7.

For each sample, we report both the trajectories found by either choosing

the local optimum or the group CRF, as well as the recovered grouping

by our model. In the top row, the grouping information gives a twofold

improvement, encouraging the two persons to move together to the left

side, as opposed to choosing intersecting trajectories (yellow arrows).

One single wrong link between the two correctly inferred groups spurs

the creation of additional wrong links through transitivity. In the second

row, grouping correctly enforces the two people in the middle to walk

together to the left as opposed to the local solution, which erroneously

goes to the right (yellow arrows). In the third row, the joint reasoning

keeps the group CRF from choosing the wrong path leading through all

the pedestrians (yellow arrows), thus highlighting the spatial exclusion

constraint. Finally, in the last row, grouping encourages smoother tra-

jectories that stay well separated, with the group on the left correctly

estimated.

6.7 Conclusions

In this chapter we investigated the influence of pedestrian interactions on

data association in crowded scenes, having in mind a tracking applica-

tion. Statistics learned on natural video data show that people walking

in groups behave differently from people walking alone. Commonly hard-
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Figure 6.7: Example situations (close-ups). Left: trajectories, with

ground truth (red) and solutions found by the unary term alone (green)

and the group CRF (blue). Right: grouping, with ground truth (white),

true/false positives (green/red) (see text).

coded effects such as repulsion/avoidance were also clearly visible in the

data. These statistics were used to train a graphical model encoding

the interactions between pedestrians in a principled manner. The model

was optimized for the MAP estimate with a state of the art approximate

inference engine, giving a joint estimate about correct trajectories and

group memberships in the data.
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The preliminary results reported in this chapter, show that interactions

should be taken into account when reasoning about people trajectories.

We not only showed that joint optimization is beneficial in terms of track-

ing error, but we were able to recover, with a good recall and a sufficient

precision, group statistics. Such statistics are relatively easy to extract

once the trajectories are available, as we reported in Sec. 6.2. In this

chapter we wanted to show that it is possible to tackle the joint problem

of estimating the trajectory and grouping in a uniform framework.

The running time depends on the number of people in the scene. Our

current implementation of the system, far from being optimized, takes

few minutes ( ≈ 10 ) to output trajectories of length 2 seconds and

grouping relations.

The focus of this chapter was rather the effect of interactions as opposed

to a complete tracking application. We therefore only showed results on

short time windows initialized from ground-truth locations, not forming

entire trajectories automatically. A full tracker needs however to output

the whole trajectory over a longer time. Furthermore, automatic initial-

ization and termination of targets is a necessary feature of a complete

tracking system. In the next chapter, inspired by the results presented

here, we describe a tracking application that includes all the mentioned

requirements.



7
Tracking with Interactions

7.1 Introduction

The performance of a tracker is greatly affected by the target density

in the scene. We can call a scene sparse, when the low target density

causes very few occlusions and for a short period of time. Targets in a

sparse scene move freely toward their destination and little intra-target

interactions can be observed. On the other end of the spectrum, we have

a crowded scene, where no subject is fully visible and each target motion

is constrained by the motion of other targets. Our work focuses on the

gray area between these two extremes. Our goal is to tackle those sce-

narios where there is more than a single dominant scene motion pattern

and the targets interact with one another while moving towards their

destinations. We call this scene a busy scene.

A multi-target tracker is a complex system. Among the many modules

that usually collaborate in a successful tracker, we have :

• an observation model, to search the images for likely target posi-

tions based on what we know about the target appearance,

• a motion model, to exploit the temporal correlation among succes-

sive target positions,

• a way to associate the available observations to the multiple tar-

gets.
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Furthermore, a fully autonomous tracker should be able to initialize and

terminate tracks for targets entering and leaving the scene, respectively.

Given the need to employ such heterogeneous components, a tracker

often resorts to ad-hoc solutions and scene specific customizations to

improve the performance.

In contrast, we propose here a single model that contains most of the

tracker components just introduced. We aim to define simple functions,

each of which models a particular aspect of the tracker. One such func-

tion, for instance, models the appearance similarity of a target with a

certain portion of the image. Another function models the temporal cor-

relation of the tracks. More interestingly, we define functions to model

the interactions among targets, based on position and velocity config-

urations. The challenge that we face is how to combine these many

functions. To do this in a principled way, we use the graphical model

formalism as our language. One of the contributions of this work is the

construction of an easily configurable, extensible and modular tracking

model.

At design time, the model has been built mostly disregarding inference

feasibility, as the focus has been kept on making it accurate and rich

with features. However, a functional tracker needs to provide results

in a reasonable time. In a second contribution, starting from a gen-

eral inference technique, we propose a customization that exploits the

application structure to achieve better performance.

This chapter builds on the work presented in Chapter 6. However it

strongly differentiates from it for several aspects:

• The model comprises of continuous state variables for the targets,

repeated at each time step, rather than only discrete ones rep-

resenting candidate trajectories provided by an external tracker

module. Tracking is therefore done inside the proposed framework.

• In this chapter, we propose a fully autonomous tracker, capable of

initialization and destruction of targets, in contrast with a ground

truth based initialization and a lack of termination mechanism.

• As a consequence of the presence of continuous variables, we need

to employ a different inference method.
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• We still perform, albeit differently, inference within a time win-

dow, but we propose a way to concatenate the results in a fully

functional tracker and we show human intervention free results on

minutes of video.

This chapter is structured as follows. We show how to model a tracker

in a probabilistic framework in Sec. 7.2. While describing the model-

ing phase, we pay little attention at the computational constraints and

focus only on modeling accurately the main aspects of a tracker. In

Sec. 7.3 however, when describing the inference phase, we have to relax

some model constraint in order to achieve feasibility. We do this in a

principled way, trying to keep as much as possible of the original model.

Finally, we show the experimental results in Sec. 7.4 and we conclude in

Sec. 7.5.

7.2 Model

We use graphical models, and in particular factor graphs [Bishop, 2006],

to write as many tracker components as possible, including the observa-

tion model, the motion model, the interaction model and the termination

procedure. We use a log-linear Conditional Random Field [Lafferty et

al., 2001]

p(a|D; θ) =
1

Z(θ)
e

−
∑
k

fk(ak) · θk
, (7.1)

where a is the vector that concatenates all the model variables, D =

[D0 . . . DT ] is the vector of the evidence, θ is the vector of model param-

eters, Z(θ) is the partition function and fk are the feature functions on

a subset ak of variables, with the corresponding subset of parameters θk.

Casting the problem in a well known and studied framework makes it

easy to exploit the techniques and state of the art methods that have

been developed for that framework. Furthermore, although sometimes

underestimated, re-usability, extensibility and modularity are positively

affected by this choice.

The effort in writing the tracker as a graphical model consists of defin-

ing the variables of interest a (the nodes of the graph) and specifying
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Figure 7.1: The model sub-structures. Upper left: the chain portion

of the graph that represents a target i. The ψo factors implement the ob-

servation model, while the ψt ones implement the motion model. Lower

left: the portion of the graph the deals with modeling the interactions

between two targets i and j. Note that all the interactions factors ψl

are connected with the unique time independent variable gij . Right:

the portion of the graph that handles the consistency among the group

assignments with the transitivity factor ψc together with the prior ψp

on the group assignment.

feature functions fk (the links of the graph) to model the properties of

individual, and group of, variables.

7.2.1 Model Variables

The core variable of interest is the position at timestep t for a target

i = 1 . . . N . A target is represented by the 2D projection on the plane of

a reference point pt : [ptx p
t
y]. We do not use a scale parameter to model

the appearance, but this extension is possible and straightforward. In

order to better exploit temporal consistency, it is very useful to also

include in the state an estimate of the target velocity vt : [vtx v
t
y].

We want to account for false positive initialization and in general of

tracker mistakes in a coherent way. Once again, we would like to keep this

reasoning within the graphical model framework. In order to do so, we

define a binary variable ut for each target. This variable takes the value
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1 when the estimate, for any reason, is believed to be unreliable. All the

subject specific variables can be concatenated in the mixed continuous-

discrete state vector

st : [pt vt ut] . (7.2)

Note that the positions and velocities, albeit continuous, are assumed

to be bounded by a limited region of the world and by a maximum rea-

sonable speed, respectively. sti is represented as a node in the graphical

model, as can be seen in Fig. 7.1.

The other variable that we are interested in estimating is the grouping

variable. The group membership among two targets i and j can be rep-

resented with a binary variable gij , that takes value 1 if the two subjects

are in the same group and 0 otherwise. As in Chapter 2, we say that

two people belong to the same group if they walk or stand together.

We can finally concatenate all the state and group variables to write

a = [s0i . . . s
T
i . . .gij ], with i, j = 1 . . . N .

7.2.2 Motion Model

For each target, a pair of temporally consecutive state variables are

strongly correlated. This correlation is usually exploited in a tracker

by means of a motion model. The most common choice of a motion

model in this regard is represented by a constant velocity model with

some added noise, often normally distributed. We have shown that us-

ing a more complex motion model can lead to better performance in

certain circumstances (see Chapter 4 and Chapter 5). In this chapter we

separate the motion model from the interaction model. Therefore, we

use a constant velocity model in the form of pairwise energy functions

fm(st, st+1)→ R, that assign low energy to pairs of arguments that de-

viate little from a constant velocity assumption (see Tab. 7.1 for more

details). We also need to deal with the case of unreliable estimate. If at

time t a target i is believed unreliable (uti = 1), we forbid a possible re-

covery by assigning an infinite cost to the transition uti = 1→ ut+1
i = 0.

This is done in order to avoid modeling the target motion when a track is

lost, which is particularly complex, since we make no assumptions about

the circumstances that caused the tracking loss. We prefer to re-initialize

the track for the target as a means to recover from failure.
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The graphical model factor that represents the motion model is defined

as

ψm(sti, s
t+1
i ) = e−fm · θm (7.3)

with

fm =

[
fmp (sti, s

t+1
i )

fmv (sti, s
t+1
i )

]
θm =

[
θmp
θmv

]
where fmp and fmp are defined in Tab. 7.1. The factor ψm is shown in

Fig. 7.1.

7.2.3 Observation Model

A crucial part of every tracker is the observation model. This component

scores state hypotheses by evaluating feature correspondences between

the target model and the data. As the observation model operates in-

dependently for each subject and each timestep, we represent it with

unary energy functions of the form fo(st) → R. In particular, we use a

target-class specific detector trained offline [Gall and Lempitsky, 2009]

and then wrapped in a trained logistic function. The detector function,

fod , assigns low energy when the detector output is high. Also, we model

the appearance by encapsulating an on-line classifier [Saffari et al., 2010]

in another feature function, foa . Finally, with the function fou, we model

within the observation model the cost of being in the unreliable state

(see Tab. 7.1).

The graphical model factor that represents the observation model is de-

fined as

ψo(sti|D) = e−fo · θo (7.4)

with

fo =

 foa (sti)

fod (sti)

fou(sti)

 θo =

 θoa
θod
θou


where the fo functions are defined in Tab. 7.1.

7.2.4 Interaction Model

The model described so far is a simple chain graph (Fig. 7.1, upper left),

where each target is modeled independently from all the others. As we
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are interested in multi-target tracking, it is reasonable to consider what

kind of interactions we might exploit. One first kind of interaction is

the physical one that forbids two targets to occupy the same position at

the same time. But there is more to the simple exclusion, as we already

mentioned in Sec. 7.1. In particular, it is reasonable to expect that the

interaction is different when the two subjects belong to the same group

than when they do not know each other [McPhail and Wohlstein, 1982].

We define a set of energy functions f l(sti, s
t
j , gij) → R that assign a

low value to more likely configurations of state and grouping variables.

As mentioned we are interested in modeling the physical avoidance or

repulsion (f lr), but also the attraction when two subjects belong to the

same group (f la) and the fact that two people in the same group have

similar velocity (f ls). See again Tab. 7.1 for the specific choices of the

feature functions.

Note that the interaction functions all return a fixed cost when one

of the interacting arguments is in the unreliable state. The reason for

this choice is that the interaction, while propagating useful information

from one variable to the neighboring ones, can lead to wrong estimates

when erroneous information is propagated during inference. Say, for

instance, that there is a target that is estimated to occupy a certain

position pti. According to the interaction model that we are describing,

we want to forbid any other target to get too close to the same region of

space in the same time. Now, if the estimate pti is unreliable and there

is actually no real target in that location, this limitation is a mistake.

We want therefore to turn off this interaction whenever we infer that

an estimate is unreliable. Assigning a fixed cost κ in the interaction

functions whenever one of the two arguments is in the unreliable state,

allows to achieve the desired result.

The graphical model factor (see Fig. 7.1) that represents the interaction

term is defined as

ψl(sti, s
t
j , gij) = e−f l · θl (7.5)

with

f l =


f lr(s

t
i, s

t
j , gij)

f la(sti, s
t
j , gij)

f ls(s
t
i, s

t
j , gij)

f lb(s
t
i, s

t
j , gij)

 θl =


θlr
θla
θls
θlb


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We choose not to integrate out the grouping variable gij in order to be

able to explicitly model some relational properties on it, similarly to

other works [Black and Rangarajan, 1994; Stein et al., 2007]. In our

definition, grouping is an equivalence relation, i.e. it fulfills reflexivity,

symmetry, and transitivity. While reflexivity and symmetry are enforced

by the graph construction, the transitivity is not. We therefore define a

function f c(gij , gjk, gki) → {0, 1} that assigns zero energy to triplet of

arguments that respect the transitivity property. In other words, when

i and j are assigned to the same group (so that gij takes the value 1)

and j and k belong to the same group (gjk takes values 1), then k and

i must also belong to the same group (therefore gik should be 1).

The graphical model factor that encodes this constraint is defined as

ψc(gij , gjk, gki) = e−f
cθc (7.6)

Finally, we also define a function fp(gij)→ {0, 1} that acts as a prior on

the grouping variable. The graphical model factor for the group prior is

defined as

ψp(gij) = e−f
pθp (7.7)

7.2.5 Connectivity

So far, we deliberately decided not to specify which pairs of subjects

nodes are connected to each other (and to the corresponding grouping

variable). We could indeed use link ψl to connect all the pair of subjects

that co-exist in the same time step (as a consequence, we could connect

all the possible triplets of nodes gij). Doing so would mean that the

interactions occur regardless of the distance and the reciprocal visibility

of a pair of targets. Furthermore, the increase in connectivity, would

increase the inference computational requirements. We instead assume

that a target i interacts only with the neighboring targets j. Let us

define the set Dt(Pt) as the set of pairs of targets i, j that are connected

after a Delaunay triangulation on the target positions Pt := [pt1 . . .p
t
N ].

We can now define the set N t of neighboring targets at time t as

{i, j} ∈ N t if {i, j} ∈ Dt ∧ d(pti,p
t
j) ≤ λcon (7.8)

where d(·, ·) is the Euclidean distance function and λcon is a threshold

parameter. We also choose to apply the transitivity constraint locally.
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In particular we add a transitivity function for a triplet of subjects re-

ciprocally connected by the Delaunay triangulation. While this solution

still enforces the property locally, it does not model global transitivity, as

Fig. 7.2 shows. We could prevent this violation by increasing the number

of ψc factors to connect more and more grouping nodes. However, we

believe that the local transitivity is a sufficient constraint and further

complexity would offer little benefit.

7.3 Inference

In Sec. 7.2 we focused on building a model that could properly represent

the main component of a multi-target tracker. In this section we deal

with how to estimate the model variables. We did not concern ourselves

with the computational feasibility issues so far. It turns out that the

model that we described is inherently complex. One first issue is the

connectivity of the graph. In the general case, the graph contains loops.

Also, no assumption was made on any particular structure for the feature

functions. Another, more important obstacle for exact inference lays in

the fact that some of the variables of interest are, at least partially,

continuous, albeit bounded. This is the case for the position p and the

velocity v variables. Discretizing this variables jointly would require

choosing a proper resolution parameter and, above all, would probably

have unfeasible memory requirements. Finally, there is a problem due

to the size of the problem itself. Multiple targets can be present in the

scene for a long time. For each target we have a node at each timestep.

We tackle all these problems in this section.

7.3.1 Belief Propagation with Continuous Variables

A common strategy to adopt when dealing with loopy graph, is Loopy

Belief Propagation (LBP) [Murphy et al., 1999]. Although in the general

case it gives no optimality guarantees, this method and its variants have

led to good results in the literature. In our case, as already mentioned,

we have the additional problem that some the variables are continuous.

Let us consider, as an example, the messages m exchanged between a

state node of a target i and one of the neighboring interactions link ψl
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Figure 7.2: The grouping nodes with bold borders are assigned a value

1, meaning they assign the two neighboring target nodes, e.g. s1 and s4,

to the same group. The others are assigned a value of zero. Dotted

lines connect grouping nodes to transitivity factors ψc. Note that g1,2 is

assigned a zero value, implying that the subjects 1 and 2 do not belong

to the same group. However, we could as well infer that subject 1 and

4 belong to the same group (g1,4 = 1), that subjects 4 and 3 belong to

the same group (g3,4 = 1) and that subjects 3 and 2 belong to the same

group (g2,3 = 1). Therefore, assuming a transitivity property for group

membership, we would conclude that also subjects 1 and 2 belong to the

same group. However this is not true in our model. Global transitivity

is not enforced, only local transitivity (by means of the ψc factors) is.

This example was built with the purpose of showing this aspect of the

model, but such situations are in fact extremely rare.
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at a certain time. The message passing adopted in belief propagation

strategies could be generalized to the presence of continuous variables as

follows

mi→ψl(si) =
∏

ψ∈ne(i)/ψl

mψ→i(si) (7.9)

mψl→i(si) =∑
gij∈{0,1}

∫
ψl(si, sj , gij)mj→ψl(sj)mgij→ψl(gij)dsj , (7.10)

where ne(i) is the set of neighboring factors of the state node of target i.

The integral in Eq. 7.10 is intractable in the general case. One solution

is to resort to sampling in alternation with belief propagation [Ihler and

McAllester, 2009; Sudderth et al., 2003]. We use the Particle Belief

Propagation (PBP) [Ihler and McAllester, 2009] for our purposes. The

idea behind this method is to approximately solve the integral in Eq. 7.10

with importance sampling. Given an importance function q(si) we can

derive the sampled approximation to Eq. 7.10

mψl→i(si) ≈∑
gij∈{0,1}

∑
sj∈Sj

ψl(si, sj , gij)
mj→ψl(sj)

q(sj)
mgij→ψl(gij) , (7.11)

where Sj is the set of samples on the state of target j drawn from q(sj).

Note that the elements of the summation are now divided by the impor-

tance weight q(sj). Also, note that the message can be evaluated on any

value in the continuous range of the variable si.

We have therefore a way to compute the messages m, but we did not

specify the importance distribution q. We discuss this in the next sub-

section.

7.3.2 Sampling Strategies

In [Ihler and McAllester, 2009], the authors show that the best choice of

importance distribution q(si) is the marginal distribution b(si) for the

variable si. This distribution is not available however, and the best ap-

proximation is only available at the end of the inference process. An
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increasingly more accurate approximation b̃(si) to this marginal distri-

bution is however available at each iteration of the belief propagation,

simply obtained by multiplying the incoming messages at each node

b̃(si) =
∏

ψ∈ne(i)

mψ→i(si) . (7.12)

As shown in [Ihler and McAllester, 2009] this is a effective choice. Note

that this product is a continuous function.

Sampling from the product of incoming messages, in the continuous case,

is not a trivial task. A possible solution is to use a Markov Chain Monte

Carlo (MCMC) sampling method, such as Metropolis-Hastings.

While perfectly valid, this strategy requires using MCMC to sample from

each target node at each iteration of the algorithm. This is significantly

demanding in terms of computation. We are not forced in principle to

use the product of messages as the sampling distribution. The MCMC

sampling works in the general framework of PBP, but it does not exploit

all the structure of the specific problem, in our case, the tracker applica-

tion. It was already mentioned that there is a strong correlation among

two consecutive state nodes for each target. We exploit this temporal

correlation to propagate the samples from one to the next target nodes.

We therefore devise an importance sampling scheme, similar to Briers et

al . [Arnaud et al., 2005], but within the PBP framework.

The nodes that we need to sample are the target nodes. The grouping

node indeed represents a binary variable that needs no sampling. The

idea here is to sample from the target nodes sequentially. Let us assume

a directed graphical model like the one in Fig. 7.3 for each target. This

model does not need to be identical to the one in Fig. 7.1, top-left. Let

us define the distribution from which we would like to sample as

q∗(st|D0...t) (7.13)

where D0...t is the vector of the available evidence up to the current

timestep t. Assuming the model of Fig. 7.3, we can rewrite the distribu-

tion as follows

q∗(st|D0...t) =

∫
q∗(st, st−1|D0...t)dst−1 (7.14)

=
q∗(Dt|st)
q∗(Dt)

∫
q∗(st|st−1)q∗(st−1|D0...t−1)dst−1 (7.15)
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Figure 7.3: The directed graph model for sequential sampling. Rather

than sampling from the individual belief estimates as in the PBP frame-

work, we propose to use sequential sampling to exploit the sequential

structure of the problem. The chain in the figure is used for this pur-

pose. Here q∗(sti|s
t−1
i ) is the time propagation density and is defined

in Eq. 7.17, while q∗(Dt|st) is the observation density and is defined

in Eq. 7.18.

If, for the moment, we assume that samples St−1j are available from the

distribution q∗(st−1|D0...t−1), then we can write

q∗(st|D0...t) ≈ q∗(Dt|st)
q∗(Dt)

∑
st−1∈Sj

q∗(st|st−1) (7.16)

Eq. 7.16 has the form of a mixture model. Note that the denominator

q∗(Dt) is not dependent on st and therefore it can be treated as a con-

stant. Sampling from Eq. 7.16 therefore reduces to a weighted sampling

of the propagation density q∗(st|st−1). We see how to this below. Now,

to finish showing that we can sequentially sample from this distribution,

we need to show that we can sample from q∗(s0|D0). We can assume

that the first node of the chain for each target, is a discrete node, there-

fore we can always sample from it. In Sec. 7.3.4 we see that the target

initialization provides us with a state from which we can easily sample.

Finally, we need to define the propagation density q∗(st|st−1) and the

observation density q∗(Dt|st). We keep in mind that our goal is to

have the importance function as similar as possible to the marginal for

st [Ihler and McAllester, 2009]. For the propagation function, we use a
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function similar to the motion function described in Tab. 7.1. These en-

ergy functions implement a motion model from which we cannot directly

sample, because of the presence of the unreliable state. We use instead

the following propagation function

q∗(sti|st−1i ) = αδ(sti − ŝt−1) + (1− α)

 N
([

pti
vti

]
;µti,Σ

)
δ(uti − u

t−1
i )

 (7.17)

with

ŝt−1 =

 pt−1i

vt−1i

1

 µti =

[
pt−1i + ∆vt−1i

vt−1i

]

Σ =
1

2


(θmp )−2 0 0 0

0 (θmp )−2 0 0

0 0 (θmv )−2 0

0 0 0 (θmv )−2

 ,

where δ(·) has value zero everywhere except when its argument is 0, α

is a parameter that regulates the random switch from the reliable to the

unreliable state and the variance parameters Σ are the same parame-

ters that are used to multiply the motion functions in the motion factor

ψm. Notice that in the propagation function of Eq. 7.17, the ui can only

change to 1 and never to 0, in accordance with the motion model energy

functions. We can sample from Eq. 7.17 by randomly choosing one of the

two terms: we choose the first term with probability α and the second

term with probability (1 − α). If the first term is chosen, there is only

one choice for the sample of the state st, i.e. ŝt−1. If the second term

is chosen, position and velocity are sampled from a multivariate normal

density function, while the uti keeps the old value uti.

The observation function q∗(Dt|st) acts as a weight for the samples from

Eq. 7.16. As we already described for the MH sampling strategy, at each

iteration of the belief propagation algorithm, we have a set of messages

being sent to all the nodes. It seems therefore reasonable to use the mes-

sages coming from the neighboring factors of node sti, with the exclusion
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of the time factors ψm (that are already accounted for in the propagation

function), to implement the observation function

q∗(Dt|st) =
∏

ψ∈ne(i)/ψm

mψ→i(si) . (7.18)

Here, slightly abusing the notation, we included the messages in the

available evidence. In this way the weights convey the information com-

ing not only from the images, but also from the interacting targets.

7.3.3 Splitting the Inference

So far we have seen how to adapt LBP to a graph with continuous vari-

ables. There are two further considerations. The first is that performing

inference for all the graph at the same time might be prohibitive, espe-

cially in terms of memory requirements. The tracker might be used for

long sequences, depending on the task, and the amount of data (samples

and images) necessary for the inference might be too big to fit in mem-

ory. The other consideration is that, sometimes, tracking applications

require an estimate as soon as new data becomes available. Therefore

waiting for the end of the sequence to perform inference would not be

appropriate in these situations.

The solution we employ is to perform the inference in temporal windows.

The idea is to split the graph into partially overlapping subgraphs, and

perform inference on each of these. Fig. 7.4 shows an illustrative exam-

ple. For the sake of clarity we show only the portion of the graph relative

to a single target (i) for the first 3 time steps. The graph is split in such

a way that the all the target chains end at a certain time (time 1 in

the figure) and restart with the same node in the next subgraph. Note

that the grouping nodes, like gij , are repeated in all the subgraphs. The

splitting shown in Fig. 7.4 detaches the first graph slice from the whole

graph. The procedure can be repeated (on the rightmost subgraph in

figure) to obtain the other time slices.

The inference is carried out for each graph slice in chronological order.

To exploit the information coming from previous slices of the graph, the

messages to overlapping nodes (gij and s1i in the figure) coming from

factors ψ that are not repeated in the successive slice are multiplied and

collected in special connection factors ψ̃. This is not the same as per-

forming the inference with the whole graph at the same time. The main
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difference is that the information can propagate only from one graph slice

to the following ones, but not backwards. Also, the overlapping target

nodes are sampled only in the first graph slice in which they appear.

At the end of the inference for that slice, the samples and the sampling

weights are stored. When the overlapping nodes are used again in the

following graph slice, they are not resampled, but the stored values are

re-used.

The sequential sampling scheme introduced in Sec. 7.3.2 is also adapted

to cope with the graph splitting. Since the samples and the sampling

weights of the overlapping target nodes (s1i in figure) are stored for the

PBP on the next graph slice, they can also readily be used for sequential

sampling.

We employed this approximation also to be able to provide an estimate

at the end of each graph slice. Sometimes, for example for visualization

or for evaluation purposes, a hard decision for each variable is necessary.

Rather than a max-marginal estimate for each node, we use dynamic pro-

gramming for each target chain within the graph slice to obtain smoother

results. The dynamic programming uses Eq. 7.18 to compute the unary

costs for each chain node, thus accounting for observation model and in-

teractions. The transition costs from one node to the next are evaluated

using the ψm factor of the model. In particular, if the estimate returns

the unreliable state for a target, that target is not propagated to the

next graph slice.

7.3.4 External Modules

In this subsection we discuss the tracker components that we did not

manage to include in the graphical model framework.

One external component is initialization, that is, the component that de-

cides whether one or more targets have to be initialized for tracking. We

have already seen that the inference is not carried out in one single step

for all the graph, but rather it is performed in a temporal window. When

a new inference window is initialized, new targets might have entered the

scene. We use an external module that, given the detector output and

the target estimates until the current time step, infers whether there are

new targets to be initialized. This is done by looking at the local max-
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Figure 7.4: Graph slicing. The undirected graphical model on the left

shows a section of the graph built for an entire sequence (See Sec. 7.2).

Both because of the limited computational resources and to allow the

method to return results as new data becomes available, we extract and

compute the result for one slice at a time (center). This slice contains all

the subject nodes for a certain time window and all the grouping nodes.

In this figure, the slice contains only two consecutive time-steps, but this

need not be the case in general. As the rest of the graph (right) is not

used for the current computation, it does not even need to be known.

This is the reason why we can apply the method sequentially as new

data becomes available. Once the inference stage is complete, we repeat

the same slicing operation on the remaining graph. The slices are not

treated completely independently however. The result of the inference on

previous slices is propagated to the following ones, as illustrated by the

A,B,C (for the grouping variables) and D,E,F (for the subject variables)

messages that are sent from one slice to the next. Note, however, that

the information does not travel backwards.
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ima of the detector image, and while visiting them in order of decreasing

detector score, accepting only those that do not overlap with more than

a certain threshold to those that have already been initialized. This pro-

cess is performed only at the beginning of each inference window. Since

from the single detector image we have no estimate of the velocity of

the newly initialized target, we initialize the first state samples for each

target with the position given by the detector and the velocity sampled

uniformly in all directions and within a reasonable speed. The first node

can be considered therefore a discrete node, with all the discrete choices

equally likely and therefore easy to sample from, as required in Sec. 7.3.2.

Finally, to be robust with respect to poor initialization, the target for the

first inference window is not linked by interaction factors ψl to the other

targets. In other words, for the duration of the first inference window,

it is tracked independently.

The other component that we could not cast into the framework is the

one responsible for updating the appearance model. Once a target is ini-

tialized, the appearance model is built by using as a positive example the

initialized position, and as negative examples positions taken at random

in the vicinity of the positive example. The appearance model needs to

be updated however, because of the well known appearance change that

targets undergo. These updates are carried out using the same strategy

employed for building the appearance model, but as positive examples

we use samples with high detector score, similarly to [Breitenstein et al.,

2011].

7.3.5 Implementation Remarks

Finally, in this section we account for some technical non-trivial caveats

that are necessary to properly implement the tracker.

With regard to propagation to the unreliable state ( Eq. 7.17), when

a certain number of samples are propagated to the unreliable state, the

effective number of samples that represent the position and velocity part

of the state decreases. Therefore the accuracy of the representation

decreases and it becomes more likely for the samples to be propagated

to the unreliable state. This process can favor the premature termination

of a target. In order to avoid this, while resampling in Eq. 7.17, we try

to keep the number of samples that are in the reliable state equal to
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their initial number, by increasing the number of output samples as new

unreliable samples are drawn. However, we do not sample more than

twice the initial number of samples.

The sampling procedure described in the previous section, both in the

MCMC form and in the sequential sampling one, are parallelizable. In

the former case, each node can be sampled independently, while in the

latter this is true for each target chain. In the same way, the caching

of the energy function values, as described above, can be carried out in

parallel. With the widespread growth of parallel computing, and seen the

resource requirement of the tracker presented in this work, this becomes

necessary, rather than an option.

7.4 Experiments

In the following we show the experiments we carried out in order to eval-

uate the tracker. For the evaluation, we need data that can challenge

all the major aspects of a multi-target tracker. In particular, the tracker

should work on a scene with several naive targets. Instructing targets

to walk in various configurations might fail in reproducing those interac-

tion patterns that we want to model. Furthermore, since we need many

targets to be visible in the scene at the same time, we chose sequences

with cameras set high enough to capture a big portion of the scene.

7.4.1 Datasets and Setup

Students. This is an outdoor sequence provided by a third party [Lerner

et al., 2007] that we manually annotated to collect ground truth. The

sequence is particularly challenging due to the high number of subjects

in the scene, the multiple patterns of motion, the compression artifacts

and the strong shadows. Although the background is static, we do not

use this information and rely on a person detector [Gall and Lempitsky,

2009]. Given the position of the camera, the detector was trained on

the same scene from a small set of frames (50). We used another small

subset of the frames (300) to choose the best parameters θ, κ and λ. To

choose the parameters we used a simple gradient descent with fixed step
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Figure 7.5: A result frame from the Students sequence. The white line

connecting the bounding boxes shows the group relationship estimate.

The thicker the line, the stronger is the estimate that the two connected

subjects belong to the same group.

size, one coordinate at the time, optimizing for accuracy. After removing

all the frames used for training, we were left with 4400 frames at 25fps

(i.e., about 3 minutes of video) that we used for testing. Fig. 7.5 shows

a screenshot of the tracker results. The darker area in the image has

not been used for tracking. This was done both to avoid border effects

and to avoid dark shadows and stairs (for the top and left part of the

images).

BIWI-Walking. These sequences have been made available by [Pel-

legrini et al., 2009]. They have been captured with almost top-view

cameras and show people walking in a busy street (Fig. 7.6) and at the

entrance of a public building (Fig. 7.7). We kept the parameters used

for the Students sequence. The detector has been re-trained for the busy

street sequence on a portion of the data while for the building entrance,

because of low resolution and compression artifacts, a simple background

subtraction has been employed.

Mycoplasma. We also used a video sequence from [Uenoyama and Miy-
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ata, 2005], showing moving bacteria. As a detector we used a logistic

function (trained on a single frame) on the intensity on the image. The

bacteria intensity is substantially different from the background and pro-

vides a simple but effective detector. Like before, we cut out the borders

of the image to overcome border effects. No ground truth was avail-

able for this sequence. For the parameter settings, we used the same

parameters from the Students sequence, with the only exception of the

velocity parameter θmv that was reduced to account for more irregular

target motion.

For the following experiments, we set the size of the inference window to

5, as a compromise between the computational requirements, the need of

producing results as soon as new data becomes available and the desire

of exploiting the temporal correlation. We use a fixed aspect ratio and

scale within each sequence for all the targets, as these quantities do not

vary much in the images. Finally, we use 100 samples per target and we

set the interaction threshold λcon from Eq. 7.8 to 2m.

7.4.2 Grouping Influence

To highlight the importance of the grouping component of the tracking,

we show the output of the system when tracking groups with two differ-

ent setups. In the first we manually set gij = 1 for all the pair of subjects

i and j within the same group. In the second, we instead manually set

all the groups relations to 0, that is gij = 0 for all i and j in the scene.

A first example is shown in Fig. 7.6. The sequence is extracted from the

BIWI-Walking dataset. Note that subject 1 is tracked properly in both

setups, while 2 is not. The observation model is indeed weaker because

of the partial occlusion of the tree branches. In the setup with the group

correctly initialized the failure is avoided because the velocity of subject

2 is affected by the velocity of subject 1, that, as stated, is well tracked

and pushes 2 forward.

Another example is shown in Fig. 7.7. This sequence is extracted from

the same dataset as the previous one and shows the entrance of a public

building. The two tracker settings are the ones used in the previous

experiment, with the difference that now several groups are extracted.

The figure shows the comparison of the two tracker setups. While in this
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Figure 7.6: Two subjects belonging to the same group. Two setups are

compared: the one with the group correctly initialized (top row) and the

one in which the two subjects do not belong to the same group (see text

for more details). Note that subject 1 is properly tracked in both setups.

The grouping component of the tracking uses the velocity of subject 1

to estimate the velocity of subject 2 when the observation model is weak

due to the partial occlusion of the tree branches.

sequence, because of the poor quality of the background subtraction, the

trajectory precision is much lower, the difference in accuracy still favors

the setup with the groups correctly initialized. Note how the group prior

favors the cohesion of the trajectories.

7.4.3 Group Formation and Splitting

Although our modeling of groups is only static and no merging or split-

ting are explicitly defined, we observe similar dynamics emerging from

the inference strategy that we use. In particular, by doing inference on a

time window basis, we actually update the estimate of the group relation

as new evidence becomes available. Fig. 7.8 shows the progressive esti-

mate of the grouping relation among few subjects. Note that eventually

the local transitivity property holds for all the triplets of subjects in the

figure. The group relationship is a result by itself that can be used, for

example, for scene understanding [Chang et al., 2011].

Group splitting is also not directly modeled in our framework. However
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Figure 7.7: Several groups interacting while walking in opposite direc-

tions. Subjects within the same group are assigned similar colors and

ID number. In particular, we have the following groups: {1, 2, 3, 4, 5},
{7, 8}, {9}, {10, 11}, {12, 13, 14}, {15, 16} and {17, 18}. Two tracker

settings are compared (see text and Fig. 7.6 for more details). Note that

subject 9, in the second image, is incorrectly estimated going through

the left-most group in the setup without groups.

Figure 7.8: Group formation. The thickness of the white line is pro-

portional to the estimated probability of the two subjects being in the

same group. The frames being shown are, from left to right, 4000, 4100,

4300, 4320 and 4350.
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Figure 7.9: Tracker errors. Some of the tracker errors are caused by a

wrong initialization. In the left figure, the shadow is detected instead of

the person. Furthermore, the shadow moves indeed like a human, and

this makes it harder for the inference to infer that there is a failure. The

right figure shows another mistake. This time is the bag that is being

recognized as a person and is also being assigned the same group as the

other two subjects.

group sometimes split and the model should not hallucinate members

walking together. If the observation model is reliable enough, this does

not happen. Fig. 7.10 shows a case in the Students sequence. This is

also an example of recovery from wrong initialization. One major reason

for false positives in the tracker is given by wrong initialization, as the

detector fires often on shadows and backpacks (see Fig. 7.9). The tracker

is anyhow capable of alleviating this problem by not trusting completely

the initializer. The inference is indeed able to assign the unreliable state

to those tracks that violate the interaction model and/or do not have

much support from the observation model.

7.4.4 Avoidance

While the appearance model provides already a means for disambigua-

tion among targets, when the targets look similar and the resolution

is relatively low, the appearance model is not enough to prevent the

stronger observation explaining multiple tracks. In Fig. 7.11 we compare



7.4. Experiments 123

Figure 7.10: Tracker failure detection. Sometimes, the initialization or

the tracker itself lead to a wrong estimate. The leftmost figure shows

such a case, where for the two subjects with ID 28 and 35, there is another

pair of wrong estimates, namely 50 and 46. The tracks of interest are

represented with a shaded bounding box. The tracker finds out that the

estimates are wrong in the following frames. This happens because the

wrong tracks violate the avoidance behaviors, since they overlap with

other tracks and lack of a strong observation support. We show frames,

from left to right 1175, 1200 and 1250.

the result of the tracker when using the interaction terms as previously

described and when not using them.

In Fig. 7.12 we show few frames from the result of the bacteria tracking

experiment. In the right part of the figure we follow a single bacterium,

from the initialization to when it leaves of the scene. Each frame reports

an interaction with other bacteria. Even if they come very close to each

other, the id of the targets are preserved. Note that there is no group

formation in the bacteria experiment. This happens because these kind

of bacteria rarely move together.

7.4.5 Quantitative Results

The output of the tracker strongly relies on the quality of the detector.

In Fig. 7.13 we plot the precision and accuracy for the detector alone

for the Students sequence. We also evaluate the tracker as a detector

by using the best estimate (see Sec. 7.3.3) of tracked targets at each

frame. The results show that our system is capable of keeping track of

the targets also when these are not clearly visible to the detector.

We finally evaluate the performance of the tracker on the Students
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Without interactions

With interactions

Figure 7.11: Top: results when using no interaction terms. When

the appearance difference is not strong enough, as it happens for the

two similarly looking subjects, the tracks overlap as the one with the

stronger observation support (ID 26, in this figure) attracts the other

(23). Bottom: this problem is solved using an interaction term, in this

case specifically the avoidance term.

sequence, using the CLEARMOT metric [Bernardin and Stiefelhagen,

2008]. We compare our method with a baseline instantiation of the

tracker that does not use the interaction model The tracker relies there-

fore on the detector and on the online classifier to disambiguate multiple

tracks. We also use an instantiation of the tracker that assigns all the

subjects to separate groups, so that group interactions are not used.

The result are shown in Tab. 7.2. As discussed already in the previous

subsection, interactions, especially the avoidance behavior, are indeed

necessary to avoid multiple tracks being explained by the same observa-
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Figure 7.12: The figure on the Left shows a screenshot of the tracker

applied to the Mycoplasma dataset. The red bounding box identifies the

bacterium with ID 78 at the moment of initialization. The bacterium is

followed in the right side in the smaller images. Note that the bacterium

approaches other almost identical bacteria.

Figure 7.13: Recall/(1 - Precision) curve for the detector. The red

cross shows the result of the tracker output when treated as a detector.
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Method MOTA MOTP FN FP MM

Full 67.3% 75% 21.7% 9.4% 1.6%

No Group 65.3% 74% 26.2% 6.9% 1.7%

No Int. 52.5% 70% 20.2% 25.2% 2.1%

Table 7.2: CLEARMOT [Bernardin and Stiefelhagen, 2008] evaluation,

showing accuracy (MOTA), precision (MOTP), false negative rate (FN),

false positive rate (FP) and the mismatches rate (MM). We compare the

results of the full tracker presented in this chapter (“Full”), with an

instantiation that does not use grouping (“No Group”) and with one

that does not make use of interactions at all (“No Int.”).

tion. Grouping offers a marginal improvement, due mostly to a reduction

in false negatives, while it produces more false positives.

In our previous work [Pellegrini et al., 2010], we present a data associ-

ation method that we apply on short (2 seconds) sub-sequences of the

Students dataset. Although the tracker we presented is capable of auto-

matic initialization and can cope with longer sequence, we use the same

initialization from ground truth and the same experiment length in order

to compare the two performances. Using the same test set (2000 frames,

from frame 1000 to frame 3000) we initialize the tracker at each of the

40 sub-sequences using the ground truth annotation. As the sequences

are short there is no need of using the unreliable state in the state vari-

ables for the subject. Using our approach we achieve ∼ 79% correctly

predicted trajectories1 when interactions are not used and ∼ 90% with

interactions. This offers a considerable improvement over the ∼ 70%

result reported in [Pellegrini et al., 2010].

As for the grouping results, we plot the precision and recall in Fig. 7.14.

We achieve an Equal Error Rate of ∼ 62%, compared to the ∼ 46% pre-

cision and ∼ 82% recall reported in [Pellegrini et al., 2010]. For the same

sequence, the authors of [Leal-Taixé et al., 2011] report 80.5% precision

1As in [Pellegrini et al., 2010], a trajectory is correctly predicted when the tracked
position at the end of the 2 seconds is within a threshold of 0.5 meters from the
ground truth.
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Figure 7.14: Recall/(1 - Precision) curve for the group classification.

To produce this result, the tracker has been run on 40 consecutive sub-

sequences of the Student sequence, each lasting 2 seconds. The targets

were initialized using the ground truth.

and 77% recall. When comparing the results we should note that in our

case, grouping variables are only present where a link of the Delaunay

triangulation is present. Therefore, we cannot achieve 100% recall no

matter what threshold we use. Furthermore, in our case grouping and

tracking are carried out jointly.

7.5 Conclusions

In this chapter we presented a principled model for a tracker that unifies

an observation model, motion model and interaction model within the

same framework. We cope with initialization errors and with tracker

failures in the same way by means of an additional state variable. The

target tracks and the group memberships are estimated jointly, so that

each of them can propagate information to the other during the infer-

ence. The interactions themselves, namely the grouping relationship,
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are also propagated by means of an additional layer of connections that

models local transitivity.

The proposed system can be seen as a generalization of Particle Filters,

in that it uses a sequential sampling scheme. However it is different from

a Particle Filter solution in many aspects, including the use of Particle

Belief Propagation and the interaction factors.

One of our goals was to propose a model that is modular, suitable to

extensions and modifications. It should be easy, as a result, to add other

functions to represent more properties. In our tracker we used a rela-

tively small number of functions, and training the parameters has been

carried out with a simple search on a validation set. While adding many

other functions is possible, with the increasing number of parameters,

a different, more efficient learning strategy must be planned. Since a

log-linear model has been used, learning strategies like Contrastive Di-

vergence [Hinton, 2000] might be exploited.

Another advantage of modeling the whole tracker as a graphical model,

is that it can readily deal with externally provided information, such as

user annotation. This allows to easily extend the tracker to an interac-

tive one. The user annotation forces the node variables to a particular

state and the rest of the inference process stays the same. We developed

such an interactive interface and we are currently using it to assist the

tracker.

The tracker presented in this chapter is not capable of real-time per-

formance. The computational time depends on the number of samples

used, but also on the number and density of targets in the scene. As

an example, for the Students sequence, with about 30 people per frame

in the scene and 100 samples per target, the full tracker requires about

3 seconds per frame. Code optimization and more parallel computation

would alleviate this limitation.



8
Conclusions

The aim of the research in this thesis has been to investigate the bene-

fits of using social interactions for a series of applications, from tracking

to simulation. We first proposed a novel steering model that accounts

for the anticipation with which people carry out obstacle avoidance and

interact with other people in the same group. We further extended this

model to include a goal selection layer and demonstrated its capability

to simulate specific real scenes with minimal effort. This allowed us to

build a mixed reality simulation, with both simulated and real agents.

The motion prior knowledge has been then used for tracking, in a com-

bined multi-hypotheses system, and for trajectory prediction. Finally,

we investigated the interplay between tracking and interactions (group-

ing in particular). We now conclude the thesis discussing the presented

contributions and giving an outlook of possible research directions.

8.1 Discussions

When designing LTA (see Chapter 2), we accounted for the way that

people anticipate static or dynamic obstacles. In doing so, we used a lin-

ear velocity predictor and focus on the moment of maximum approach,

as estimated through this predictor. In this dissertation, we showed that

we can reproduce walking paths similar to those of humans (see Chap-

ter 3, Chapter 4 and Chapter 5). Also, properties like elliptical personal

area, that naturally arise from the specification of the LTA avoidance

component, have been confirmed by other studies [Gérin-Lajoie et al.,

2005]. Furthermore, we showed that we can include this knowledge in
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a tracker motion model (Chapter 4 and Chapter 5) to improve its per-

formance. Predicting the target future path using LTA is expected to

improve the tracker performance when the observation is unreliable for

a longer time period, for example when occlusions occur.

LTA has been designed also to allow for easy extension. Including or not

group membership in the model can be done without affecting the model

architecture. Other features can be included to build a more accurate

model. Personal, gender or cultural factors are known [Patterson et al.,

2007] to affect the individual’s walking behavior. It is unlikely, however,

that increasing the model complexity horizontally would yield signifi-

cantly better results, while would certainly increase the computational

cost. Rather then exploring this direction, we preferred extending the

model in a stochastic way (Chapter 5), accounting for multiple alterna-

tives for each pedestrian. We deem this approach more robust and still

computationally feasible and we showed promising results in predicting

trajectories within a time horizon of about five seconds.

Another direction in which we extended the model is that of adding the

goal selection layer (Chapter 3). This vertical extension proved very use-

ful in the task of crowd simulation, as it allowed reproducing the motion

patterns for a specific scene with little effort. As a consequence, we were

capable of smoothly mixing real and virtual agents in our simulation.

This was possible because both kinds of agents behave in a meaningful

way, once interpreted in the context of the particular scene.

An important aspect of social walkers, is that they walk in groups of peo-

ple. Although this is a very common experience [Moussäıd et al., 2010],

it is rarely exploited in motion models. This might also be the case be-

cause the knowledge of whether two people are in the same group or not is

not immediately available in the image, but requires further effort, be it

processing or manual annotation. In this thesis we showed some prelim-

inary results on the task of group classification (Chapter 6). It appears

that once the trajectories are available, albeit not completely accurate,

the goal of extracting group membership is a feasible one. Unfortunately

trajectories are not available most of the time. It is reasonable to expect,

on the other hand, that if we knew already group memberships for the

targets, the tracking performance could be improved. This reasoning is

based on the observation that people in the same group walk together,

therefore the location of one target offers a prior on the location of the
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other targets in the same group. Therefore, rather than approaching the

two problems separately, we decided to cope with a joint inference prob-

lem for tracking and grouping. We showed that the group classification

performance was similar to the one obtained when the trajectories are

given. Furthermore, the tracking seems to benefit as well from the group

membership information.

The tracking system that we showed in Chapter 4 is a combined sys-

tem that uses many clues, such as ground plane or depth information,

to achieve a good performance. In many situations, however, it is not

possible to rely on a stereo camera or the camera might be far from

people, thus offering low resolution images of each target. We inves-

tigated whether in this situations it is still meaningful to use targets

interactions. Rather than a combined system, we decided to build the

interactions within the tracker (Chapter 7). One of our goals indeed, was

to build an extensible and modular tracker, where interactions could be

treated as any ordinary component, e.g . the observation model. The

system that resulted was a complex but accurate model of the space and

time behaviors of the targets. To cope with the complexity we devised

an inference strategy capable of exploiting the structure of this specific

problem. We were finally able to successfully track targets over different

and challenging sequences, showing the benefits of the chosen approach.

8.2 Outlook

We list now some research directions for future work.

Density and LTA. The LTA model has been tested in different scenes

and applications. As discussed, one of the main features of LTA is the

fact that the predicted trajectory anticipates the avoidance with other

obstacles. This is reasonable when the density of the scene is not too

high. In situations like those that arise in panic scenarios, probably

the behavior of pedestrians is better modeled by reactive models, like

the Social Force model [Helbing and Molnár, 1995]. In general LTA

does not explicitly account for density variations. The selection of T

in Eq. 2.5 implicitly allows to focus on a different time horizon. When

T is particularly small the model behaves reactively (see Chapter 3). In

this thesis we used a fixed value of T for all the subjects. To achieve
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a more flexible behavior, however, different values of T can be used,

based on the density or on the group relationship between individuals.

In general, a more explicit inclusion of density in the model might be

beneficial.

Cognitive LTA. In Chapter 3, we have shown how simple behaviors

emerge from goal driven simulations. The agents are not given any spe-

cific instructions about performing a particular action, yet they seem

behaving as if they are waiting the tram or gathering around a table.

This is possible because most of these behaviors are characterized by the

place in which they occur. More complex behaviors could be included in

the simulation by extending the goal selection layer, for example includ-

ing proper actions. One of the goals in the work we presented has been

that of showing the benefits of blending computer vision and computer

graphics techniques. Adding an action recognition within the framework

would then represent a continuation in the same direction.

Visual clues. In this thesis the grouping, both in synthesis and analysis,

has been modeled only through proximity features. People that belong

to the same group, both when walking or standing, often look at each

other, gesticulate and interact through body language. In those tracking

experiments where we employed grouping, the low resolution prevented

us from relying on detailed body pose information. If instead higher

quality image sequences are available, an interesting extension would be

to use visual clues to aid the task of group classification.

Pose and Scene. As discussed before, the tracker presented in Chap-

ter 7 has been built with the goal of realizing a modular and extensible

system. Beyond the improvement in the tracking itself, we believe that

an interesting research direction would be that of including more top

down information, like scene related knowledge and bottom up infor-

mation, e.g . by using articulated motion [Andriluka et al., 2008]. We

did some preliminary work in this direction [Pellegrini et al., 2008] but

further investigation is clearly needed.



A
Derivation of the marginal

probabilities

In this appendix we are going to show a derivation for p(pti,v
t
i), and

p(pti), from Chapter 5, Stochastic LTA for Prediction,.

We start by factorizing the probability of the state St

p(St) =

N∏
i=1

p(pti,v
t
i) . (A.1)

Now, we can assume that p(p0
i ,v

0
i ) is initially given as a mixture of Gaus-

sians (possibly with a single component). To show, by induction, that

the the marginal p(pti,v
t
i) will have the form of a mixture of gaussians,

we assume that at time t − 1 the distribution p(pt−1i ,vt−1i ) is already

a mixture of gaussians and prove that this is sufficient for p(pti,v
t
i) to

have the same form.

For the moment, the fact that the each factor of Eq. A.1 is a mixture

of gaussians, say with Ht component, means that P (St) will be itself a

mixture of gaussians with M t = (Ht)N components

p(St) =

N∏
i=1

Ht∑
k=1

wihN (pti,v
t
i ;µ

t
ih,Σ

t
ih) (A.2)

=

Mt∑
m=1

wmN (St;µtSm
,Σt

Sm
) , (A.3)
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where we use a mapping function φ : {1 . . . H}N → {1 . . .M} from each

N -tuple in the Cartesian product of the h indices to a single m and

we define wm = w1h1
w2h2

. . . w3h3
. µtih and Σt

ih are the mean and the

covariance matrix for the hth component of the mixture for subject i at

time t, and µtSm
and Σt

Sm
are the mean and the covariance matrix for the

joint state St. Note that µtSm
is obtained by simply concatenating the

µtihi
for each subject, and the covariance matrix Σt

Sm
is a block diagonal

matrix with blocks Σt
ihi

. Also, note that the φ mapping describes the

possible world models for the set of subjects, as in each component of

the mixture in Eq. A.3 there is a single component hi selected from the

mixture p(pti,v
t
i).

Now let us see how to derive a single marginal p(pti,v
t
i):

p(pti,v
t
i) =

∫
p(pti,v

t
i |St−1)p(St−1)dSt−1 (A.4)

to meet real-time requirements, here we simplify the mixture of Gaus-

sians in Eq. A.3 by substituting each normal distribution with a of Dirac

function:

p(St−1) ≈
Mt−1∑
m=1

wmδ(S
t−1
m − µt−1Sm

) , (A.5)

so that we can rewrite the integral in Eq.A.4 as

p(pti,v
t
i) =

Mt−1∑
m=1

wmp(p
t
i,v

t
i |µt−1Sm

) . (A.6)

By this approximation, we retain the mean and weight of the mixture

components, but we discard the covariances. We will compensate for this

in the empirical covariance that we will introduce later on. Continuing

with the derivation we have
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p(pti,v
t
i) =

Mt−1∑
m=1

wmp(p
t
i|vti , µt−1Sm

)p(vti |µt−1Sm
) (A.7)

=

Mt−1∑
m=1

wmN (pti;µ
t−1
pim

+ ∆vti,Γ)

K∑
k=1

wkN (vti ; ṽ
t
imk, Ψ̃

t
imk)

(A.8)

=

Mt−1∑
m=1

K∑
k=1

wmwkN (pti;µ
t−1
pim

+ ∆vti,Γ)N (vti ; ṽ
t
imk, Ψ̃

t
imk)

(A.9)

=

Mt−1∑
m=1

K∑
k=1

wmkN (pti,v
t
i ;µ

t
imk,Σ

t
imk), (A.10)

where

µtimk =

[
µt−1pim

+ ∆ṽtimk
ṽtimk

]
, (A.11)

Σt
imk =

[
Γ + ∆2Ψ̃t

imk ∆Ψ̃t
imk

(∆Ψ̃t
imk)T Ψ̃t

imk

]
(A.12)

and where we define wmk = wmwk. So we show that p(pti,v
t
i) has

a mixture of Gaussian form with Ht = M t−1K components. As we

noted above, because of the approximation in Eq. A.5, we are discarding

the uncertainty information included in the covariance matrix Σt−1
S . We

can partly compensate for this by appropriately modifying the covariance

Σt
mk. In particular we modify Eq. A.12 by adding the position covariance

at the previous time step as

Σt
imk =

[
Γ + ∆2Ψ̃t

imk + Σt−1
imk ∆Ψ̃t

imk

(∆Ψ̃t
imk)T Ψ̃t

imk

]
. (A.13)

Note that the velocity components of the covariance are in fact discarded,

but we partially account for this in the empirical setting of Γ.
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Finally, let us derive p(pti) as

p(pti) =

∫
p(pti,v

t
i)dv

t
i (A.14)

=

M∑
m=1

K∑
k=1

wmkN (pti;µ
t−1
pim

+ ∆ṽtimk,Γ + ∆2Ψ̃t
imk + Σt−1

imk) ,

(A.15)

where we made use of the marginalization property of the Gaussian

distribution.
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