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Abstract
Accurate segmentation of the liver and liver tumour (LT) is challenging due to its hazy boundaries and large shape variability. 
Although using U-Net for liver and LT segmentation achieves better results than manual segmentation, it loses spatial and 
channel features during segmentation, leading to inaccurate liver and LT segmentation. A residual deformable split depth-wise 
separable U-Net (RDSDSU-Net) is proposed to increase the accuracy of liver and LT segmentation. The residual deform-
able convolution layer (DCL) with deformable pooling (DP) is used in the encoder as an attention mechanism to adaptively 
extract liver and LT shape and position characteristics. Afterward, a convolutional spatial and channel features split graph 
network (CSCFSG-Net) is introduced in the middle processing layer to improve the expression capability of the liver and 
LT features by capturing spatial and channel features separately and to extract global contextual liver and LT information 
from spatial and channel features. Sub-pixel convolutions (SPC) are used in the decoder section to prevent the segmentation 
results from having a chequerboard artefact effect. Also, the residual deformable encoder features are combined with the 
decoder through summation to avoid increasing the number of feature maps (FM). Finally, the efficiency of the RDSDSU-
Net is evaluated on the 3DIRCADb and LiTS datasets. The DICE score of the proposed RDSDSU-Net achieved 98.21% for 
liver segmentation and 93.25% for LT segmentation on 3DIRCADb. The experimental outcomes illustrate that the proposed 
RDSDSU-Net model achieved better segmentation results than the existing techniques.

Keywords U-Net · Sub-pixel convolution · Liver tumour segmentation · Deep learning · Liver segmentation

Introduction

One of the common and deadly diseases in the world is liver 
cancer, which poses a severe danger to human health and 
life [1]. The liver is commonly the site of primary or sec-
ondary tumour growth accurately segmenting the liver and 
LT allows doctors to analyse the function of the liver and 
make a diagnosis and treatment plan for the illness. How-
ever, the liver has a similar density with their surrounding 
organs, and LTs exhibit severe intensity inhomogeneities 
and low contrast in CT liver images. So it is challenging to 
differentiate between the margins of the liver and LT using 

just human eyesight [2]. Manual identification of liver 
and LT locations is time-consuming and less accurate. As 
a result, there has been an increase in the development of 
semi-automatic or completely automatic methods for liver 
and LT segmentation [3]. Prior to the development of deep 
learning (DL) techniques, image segmentation algorithms, 
like statistical models, shape region growing, and graph cut, 
were frequently used for semi-automatic segmentation of 
the LT and liver [4]. These strategies are divided into three 
different types: pixel-, graph-, and contour-based. Region 
merging and thresholding are the main components of the 
first technique. Pixel-based segmentation involves group-
ing pixels based on their characteristics. Graph-based seg-
mentation views the image as a graph and partitions it into 
regions. Contour-based segmentation focuses on extracting 
object boundaries. However, this kind of technique can only 
segment the liver and LT with low accuracy [5].

Since graph-based techniques outperform pixel-based 
approaches in terms of performance, by simply identifying 
the background and foreground, this type of semi-automatic 
technique can accomplish precise liver segmentation without 
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even requiring the iterative procedure [6]. However, high 
computational cost occurs in this model [7]. Additionally, 
segmentation outcomes are affected easily by labelling 
results. Therefore, to increase efficiency for segmentation, 
researchers frequently combine graph cuts with other meth-
ods, such as watershed [8]. Contour-based LT segmentation 
is of more interest than the previous two types of techniques 
because it can produce superior segmentation results by uti-
lising shape evolution [9].

Another approach for shape-based segmentation is the 
statistical shape model. This approach, unlike the level 
set, frequently builds a training set of liver, and LT shapes 
first before using machine learning techniques to create an 
efficient classifier [10]. These approaches have the benefit 
of being able to segment data more accurately than unsu-
pervised methods [11], but they also have the drawback of 
requiring careful consideration when choosing a training set 
and classifiers [12]. Convolutional neural network (CNN)-
based DL algorithms have gained attention in recent years 
for their use in visual recognition due to their robust non-
linear feature extraction capabilities using a variety of filters 
and their capacity to process large amounts of data [13]. 
The researcher utilised the same backbone architecture used 
by CNN to successfully complete an efficient classification 
task when addressing a semantic segmentation problem. 
Researchers have recently preferred to employ fully CNN 
(FCN) for image semantic segmentation. The decoder and 
encoder in these networks often use multi-level encoder-
decoder topologies, and they frequently consist of a sizable 
number of conventional convolutional or de-convolutional 
layers [14].

U-Net has achieved excellent success in medical 
image segmentation compared to FCN. Since then, many 
researches have concentrated on enhancing U-Net. The 
most popular method is to substitute the encoder by using 
the backbone of traditional CNN with pre-trained networks 
in order to achieve transfer learning [15]. Also, U-Net is 
modified by adding attention mechanisms (such as atten-
tion U-Net) between decoders and encoders to concentrate 
on important areas. The U-Net now has additional recurrent 
convolution, allowing it to repeatedly extract features from 
the same layer. In order to prevent the rough merging of high 
and low features, U-Nets with various depths have also been 
created in place of long-range connections. Compared to 3D 
networks, these networks have better performance and use 
less memory [16].

Although liver segmentation accuracy has increased 
year by year due to the introduction of DL in LT, there 
are still some challenges in those DL models. Many of the 
existing approaches use convolutional layers of fixed ker-
nel size, making it difficult for them to correctly capture 
liver and LT that have varying forms in various slices [17]. 
Additionally, pooling in existing methods causes spatial 

information loss, which reduces the accuracy of LT seg-
mentation [18]. Multi-scale fusion is used in some meth-
ods to avoid this spatial information loss [19]. However, 
these techniques take a lot of memory and have several 
parameters [20]. Furthermore, some techniques simply 
take into account local aspects and ignore global features, 
which are essential for extracting neighbouring organ fea-
tures to precisely segment the liver and LTs [21].

To address these challenges of accurate segmentation of 
the liver and LTs, a novel architecture called the residual 
deformable split depth-wise separable U-Net (RDSDSU-
Net) is proposed. This method leverages a residual deform-
able encoder to accurately capture the complex shapes of 
the liver and LTs in medical images. In medical image seg-
mentation, the goal is to accurately identify and delineate 
different anatomical structures or tumours from medical 
images. Medical images contain complex spatial and chan-
nel information that can be used to differentiate between 
different object classes or regions of interest. Splitting 
channel and spatial information can be beneficial in the 
liver and liver tumour segmentation tasks for the follow-
ing reasons: First, the liver and tumour tissues may have 
different appearances and textures, which can be better 
captured by separate pathways for spatial and channel fea-
tures. Second, the liver and tumour may have different 
shapes and sizes, and by extracting spatial features sepa-
rately, the model can better capture the spatial relation-
ships between different regions of interest. Motivated by 
this, CSCFSGnet is introduced to improve the liver and LT 
expression abilities by initially splitting channel and spa-
tial features and then capturing the global context informa-
tion from those features. Finally, in the encoder part, SPC 
is used to avoid the chequerboard artefact effect. Also, 
instead of a direct concatenation of residual deformable 
encoder features, the decoder summation combines the 
features to reduce the parameters by not increasing FMs.

The contributions of the RDSDSU-Net are described as 
follows:

• DCL with residual design and DP is used to build the 
RDSDSU-Net’s encoder. It extracts the various shapes 
and positions of liver and LTs accurately. It enhances the 
generalisation ability of the proposed model.

• CSCFSGnet is introduced as the middle processing unit 
to enhance the feature representation. Both the spatial 
and channel features are extracted separately using 
depth-wise convolution (DWC) and point-wise convolu-
tion (PWC), respectively, to improve the liver and LT 
features. GCN captures global contextual liver and LT 
information in the channel and spatial features.

• SPC is used instead of an upsampling layer in the decoder 
to improve the segmentation accuracy by avoiding the 
chequerboard artefacts effect.
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• The outcomes of the RDSDSU-Net model on the LiTS 
and 3DIRCADb datasets are compared with existing 
techniques. It obtains more accurate segmentation than 
the existing approaches.

This paper is structured as follows. Related Works reviews 
the existing works that are related to the proposed tech-
nique. In Proposed Residual Deformable Split Depth-Wise 
Separable U-Net Method, proposed network’s architec-
ture is explained. Following that, Residual Deformable 
Encoder presents and discusses the experimental outcomes. 
Finally, Middle Processing Module provides a conclusion.

Related Works

To solve the issue of precisely defining the boundary of liver 
imaging in CT scans, Xie et al. [22] developed a method 
based on an adaptive dynamic residual network (ADR-net). 
Initially, a data augmentation method is employed to rise 
the number of training samples and the robustness of the 
network. This method prevents precision loss by introduc-
ing a pooling component. This enables the CNN to acquire 
more precise features for various pooling domains at various 
iteration rates, enabling the DA-pooling layer to extract fea-
ture values that most closely match the original input image. 
Additionally, residual structures are used to prevent gradient 
explosion and accuracy degradation. First, after convolution, 
the batch normalisation (BN) operation is implemented to 
increase training accuracy and hasten model convergence. 
This operation solves the issue of the vanishing gradient. 
Second, Relu activation functions are replaced by PRelu 
activation functions. This non-linear activation function, 
along with batch normalisation-based DA-pooling and 
residual networks, enables the network to obtain and com-
bine high- and low-level data more effectively. Conditional 
random fields (CRF) are employed to improve the margins 
of the liver area, preventing the segmentation results from 
over- or under-segmentation; however, this can lead to a loss 
of spatial information.

Aghamohammadi et al. [23] introduced a two-path feature 
extraction model based on CNN (TPFE-CNN) that uses 3 
input images instead of only one to identify the boundary 
of the liver and tumours. This method initially applies a 
Z-score normalisation technique to the input images in order 
to produce a more distinct liver boundary. More details on 
the difference between the liver and the tumour can be found 
in this normalised image. Then, a new encoding approach 
called local direction of gradient was used to encode images 
in order to extract more important characteristics. Even in 
areas close to connecting organs, the provided encoding 
image is very good at identifying the liver’s border. Then, 
using the input image and two additional generated images 

as input data, a cascading CNN structure is used to extract 
semi-global and local features. Instead of utilising a compli-
cated deep CNN model with numerous hyperparameters, a 
simple but efficient model is used to reduce the testing and 
training times.

Kushnure and Talbar [24] introduced the MS-UNet with 
a feature recalculation method to segment the liver and LT. 
To represent multi-scale information and broaden the CNN’s 
receptive field (RF), the bottleneck Res2Net module is used. 
It characterises the input’s global and local data by extracting 
multi-scale characteristics. As a result, the input feature is 
collected hierarchically to represent the precise information 
of the input feature, which is represented with numerous fea-
tures of various sizes. Additionally, a squeeze and excitation 
(SE) network is used to channel-wise recalibrate the multi-
scale characteristics. It enhances the network’s capacity for 
learning and focuses on the object’s more notable properties. 
The Res2Net module and SE network combined improve 
the network’s ability to represent features and its learning 
potential. The Res2Net module reduces the parameters and 
computational complexity of the proposed network.

In order to segment the LT on CT images with the best 
possible generalisation and accuracy, Chung et  al. [25] 
developed an automatic auto-context CENet (AutoCE-
Net). Using a liver-prior branch, the auto-context method is 
applied to a neural network. In order to calculate the fore-
ground likelihood of liver, the liver-prior branch is heavily 
supervised. The last auto-context layers then combine the 
previous with deep contexts. To further define the shape 
of a liver, one more branch that is similarly deeply super-
vised is introduced along with the auto-context framework. 
Sparse contours are trained using a self-supervised approach 
that serves as implicit contour attention. By penalising the 
ground truth contour picture depending on confidence in its 
final forecast, the network achieves self-supervision. Thus, 
the network pays close attention to its mistakes rather than 
utilising the whole ground truth contour or self-attention.

Chi et al. [26] introduced a hybrid dense X-net to con-
currently extract liver and LT features in the same CT slice. 
Here, an additional de-convolution section is introduced to 
the DenseU-Net for the prediction of the liver region, and 
the feature pyramid maps of the estimated liver are utilised 
as additional features for the LT segmentation. In order to 
effectively exploit intra- and inter-slice contextual character-
istics, the conventional 3D U-Net is improved. Slices in the 
CT volume’s spatial coherence are taken into account, and 
the 3D de-convolutional and convolutional filters are simpli-
fied in order to forecast the liver area and tumours. In order 
to reflect the differences between the predicted outcomes 
and the actual results with regard to the region contours, 
a shape loss function based on the active contour theory 
was also implemented. Additionally, the conventional DICE 
loss function is also modified to better take into account the 
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negative data when there is no liver or tumour. The network 
parameters are then successfully optimised using the joint 
loss function. The entire network is trained using the multi-
task learning approach, allowing for more effective optimi-
sation of the liver segmentation and tumour segmentation 
branches.

Meng et al. [27] introduced a multi-scale feature fusion 
system called TransFusionNet. It is a multi-scale data fusion 
system with a multi-layer local feature extraction module, a 
transformer-based semantically feature extraction module, 
and a multi-scale fusion decoder that can learn spatial and 
semantic information features. By combining the global 
context of input images, the model can successfully iden-
tify and segment liver tumours. In addition, it successfully 
extracts the edge features of the target objects based on the 
edge extraction module. With the help of the transfer learn-
ing technique, the network is able to combine the features 
from the three datasets, which greatly reduces overfitting 
and boosts segmentation accuracy in the final trained model. 
Finally, compressed distillation is used to deploy the model 
to the embedded microprocessor, enabling the model to seg-
ment medical images in real-time.

Zhou et al. [28] present a contour-aware feature merged 
network (CFNet) to enhance and optimise liver segmenta-
tion on CT images, taking into account the slice correlation 
continuity and the lack of edge contour information in the 
fuzzy edge of the liver. To analyse contextual information, 
CFNet uses convolutional bi-directional long short-term 
memory (CBiLSTM). Additionally, a CBiLSTM-AG mod-
ule is created by fusing the local features of an attention gate 
(AG) with the global contextual information of CBiLSTM. 
CBiLSTM high-dimensional information is fused using the 
AG to remove superfluous features. Additionally, it is sug-
gested to use the Shape-Net to expand the shape pattern of 
the liver using latent space data, which lessens interference 
from fuzzy edges.

With adaptive region growing (ARG) and graph cuts 
(ARG + GC), Yang et al. [29] designed a suitable semi-
automatic method for segmenting LTs. First, an ARG with 
a manually chosen seed for every tumour area is used to 
obtain the initial segmentation findings for LTs and the 
region of interest (ROI) containing the tumours. The ROIs 
are then improved via non-linear mapping with Gaussian 
fitting based on the intensity distributions of the initially 
segmented tumour regions. The tumours from the ROIs 
are then precisely and successfully extracted using graph 
cuts that incorporate the improved and gradient informa-
tion. The technique is noise-insensitive and does not need 
liver pre-segmentation or a time-consuming, laborious 
training process. It considerably lessens the complexity 
of segmentation and the computational burden. However, 
this model requires a high computational cost for high-
resolution images.

To solve the difficulties of fixed geometrical convolutional 
kernels being mismatched with liver and LTs with irregu-
lar shapes, as well as the loss of spatial information of input 
images caused by strided convolutional and pooling pro-
cesses, Lei et al. [30] proposed a deformable encoder-decoder 
network (DefED-Net). An atrous ladder spatial-pyramid pool-
ing (ALSPP) is designed using a multi-scale dilation rate and 
is applied to learn context information better than pyramid 
pooling (PP) for segmentation. The capacity of DefED-Net to 
represent features is improved by the use of deformable con-
volution, which enables the model to learn convolution filters 
with adaptable spatial data. However, this model increases the 
training time because of the increased number of parameters. 
Table 1 shows the comparison of the existing liver and LT 
segmentation.

Proposed Residual Deformable Split 
Depth‑Wise Separable U‑Net Method

The RDSDSU-Net uses the deformable convolution layer 
(DCL) with a residual structure to produce FMs. FMs gener-
ated from these learned sample sites have a stronger capacity 
to generalise complicated structures than the standard convolu-
tion approach. Also, DP is used to downsample the FMs. More 
structural properties of LTs are extracted using this pooling. 
In the middle processing module, a convolutional spatial and 
channel features split graph network (CSCFSGnet) is intro-
duced. To improve the expression capability of LTs features, 
convolution is split to get spatial and channel features. Then, 
global contextual LT information in spatial and channel fea-
tures is obtained by a graph convolution network (GCN). The 
decoder part consists of SPC instead of an upsampling layer. 
Compared to other approaches, this method speeds up network 
convergence and yields high-resolution output. The architecture 
of the proposed RDSDSU-Net is shown in Fig. 1.

Residual Deformable Encoder

Although several improved U-Nets have been available for 
segmenting medical images, their liver and LT segmentation 
accuracy is only moderate. Here are two factors that affect 
U-Net: First, U-Nets disregard the shape information of an 
image’s objects by using convolutional kernels with predeter-
mined geometrical shapes. Second, using pooling and strided 
convolution results in the loss of detailed information about 
the spatial environment. So, the proposed RDSDSU-Net uses 
the deformable convolution (DC) layer (DCL) [31] with the 
residual structure to produce FMs to avoid information loss 
due to a predetermined geometrical structure. To increase the 
DC kernel’s adaptability to various shapes and positions of the 
liver and LT, learnable offsets are introduced to every sample 
position of the RF. The DCL determines the precise sample 
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sites based on the liver and LT’s shapes. Figure 2 illustrates 
the flowchart for the DCL. First, the offset field is formed to 
obtain the offset values. Next, bilinear interpolation is applied 
to obtain the deformable feature pictures.

Assume that the output and input FMs are z̃ and y , respec-
tively. Then, the output of the DCL is described in Eq. (1).

where Δfn denotes the offsets added to each sampling loca-
tion, fo denotes a pixel’s location in sampling field, M repre-
sents sampling field, fn denotes each regular squared sample 

(1)
∼
z(fo) =

∑

fn∈M

w(fn) × y(fo + fn + Δfn)

Fig. 1  Architecture of proposed 
RDSDSU-Net
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location, and w(fn) denotes the associated weight values. The 
offset is generated by applying a convolution layer (CL). 
Also, CL used to calculate the offset must have the same 
dilation rate and spatial resolution as the CL used to obtain 
the features from the offset FM. When CL receives an input 
FM with P channels from the DCL, the associated offset 
map has 2P channels since each channel contains 2 offset 
maps in the horizontal and vertical directions.

The bilinear interpolation is utilised to execute the pixel 
value selection of the final sampling location since the offset 
Δfn is often a float number and the DC’s sampling location 
becomes irregular. The last sampling position’s pixel value 
y(f ) is defined in Eq. (2).

where rj represents the 4 adjacent pixels used at the irregular 
sampling point computation, wi represents the associated 
weight, and C(.) represents the bilinear interpolation kernel. 
C(.) is represented in Eq. (3).

Back propagation of Eqs. (2) and (3) is used to learn the off-
set values during training. Finally, a new FM is produced after 
pixel values for every sampled location have been determined. 
Large convolutional kernels are preferable to small kernels for 
extracting coarse liver regions while doing liver segmentation 
tasks. But, a smaller kernel is more beneficial for capturing 
contour information. As a result, large kernels are used in the 
first DCL, and smaller ones are used in succeeding layers.

DP is used instead of max pooling to downsample the input 
FMs the DC to avoid the loss of spatial information. The DP 
process for the 

(
kth, lth

)
 patch, given a pooled FM z in size of 

P , is represented in Eq. (4).

(2)y(f ) = C(xi, rj)

(3)C(wi, rj) = w1 r1 + w2 r2 + w3 r3 + w4 r4

where Δfkl denotes the offsets added to the usual squared 
pooling positions and fo denotes the top-left corner of the 
liver and LT region. Over the input feature pictures, a fully 
connected layer calculates the offset fields. Δfkl values are 
learned by back propagation to create DP FMs. The DP fully 
extracts the liver and LT’s structural characteristics com-
pared to other pooling layers with fixed sampling locations.

Middle Processing Module

Previous research [10] demonstrates the efficiency of 
extracting contextual characteristics from pictures using a 
deep convolution network with atrous convolutional blocks 
and multi-kernel branching. However, utilising these blocks 
causes the model to become more complex. The U-Net used 
in medical image segmentation depends only on the concat-
enation of multi-scale characteristics in a straightforward 
manner. It does not fully exploit channel and spatial infor-
mation. At this time, many U-Nets give importance to fully 
exploiting spatial information but avoid channel information, 
which affects segmentation accuracy. Therefore, CSCFS-
Gnet is introduced to enhance segmentation performance 
and capture spatial and channel context information. The 
flowchart for CSCFSGnet is shown in Fig. 3.

To improve the capability of liver and LT features to 
express themselves, the first convolution is split to extract 

(4)
z(k, l) =

∑
f∈bin(k,l)

(fo + f + Δfkl)

P2

{
Δfkl|0 ≤ k, j < P

}

Fig. 3  Flowchart for CSCFS-
Gnet
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spatial and channel features. Then, to collect global contex-
tual liver and LT features in spatial and channel features, a 
GCN is used. The feature graph’s adjacency matrix (AM) is 
created using the sobel gradient operator.

The proposed CSCFSGnet model divides the depth wise 
separable convolution [32] to acquire spatial and chan-
nel characteristics. Features ( h ∗ w ∗ d ) from the encoder 
are given to CSCFSGnet. In the DWC stage, d filters with 
m ∗ m ∗ 1 size are utilised to individually convolute every 
channel to obtain spatial features Xsp . In the PWC stage, 
features are convolved to get channel features Xch using d 
filters with 1 ∗ 1 ∗ d size.

The proposed module uses a gradient operator to build an 
AM. Because it is more logical to establish edges between 
nodes when node values in Xsp and Xch vary rapidly since 
these nodes provide more information, thus, to identify these 
changes, a gradient operator was used. It transforms Xsp into 
the adjacency spatial matrix Bsp ∈ ℜd×d , while Xch to adja-
cency channel matrix Bch ∈ ℜ

m×m

r4  , where r represents the 
downsample rate.

The AM is created by multiplying the outcomes of Hx and 
Hy ’s convolution in the X and Y directions, respectively. The 
AM is created by multiplying these results, which is expressed 
in Eqs. (5) and (6).

where Id and Im represent the identity matrices. In Eq. (6), 
operator � changes the channels’ locations inside the grid 
and downsamples the features of the channels such that the 
sobel operator can process the channel dimensions while 
also minimising the number of parameters.

A fully connected graph was created once the AM had 
been produced. Afterwards, by creating an AM, GCNs 
[33] expand the concept of convolution to graph-structured  
data. GCNs were first used in knowledge graphs, and 
more recently, they have been used to extract features from 
images. GCNs can increase the RF and collect contextual 
data. Contrary to ordinary convolution, graph convolution 
generalises the neighbourhood definition and enables long-
range sharing of information in a single layer, making it a 
useful and efficient module. The downsampling operator � 
is applied for Xch in order to be compatible with 

∼

Bch and is 
given in Eq. (7).

(5)
∼

Bsp = Hx(Xsp)Hy(Xsp) + Id

(6)
∼

Bch = Hx(�(Xch))Hy(�(Xch)) + Im

(7)X∧
ch = �(X∧

ch)

(8)
∼

X(L+1)
sp

= a(

∼

E
−

1

2

sp

∼

Bsp

∼

E
−

1

2

sp (XT
sp
)(L)wsp)

where wsp and wch are trainable weight matrix, 
∼

E
ch

 and 
∼

E
sp

 rep-

resent degree matrix of graph, and � represents non-linear 
activation function.

Three layers of graph convolution are used for the pro-
posed CSCFSGnet to compute the representation of channel 
and spatial information separately. The proposed CSCFSGnet 
combines two separate graphs to learn improved feature rep-
resentation after generating a graph structure. The final finely 
tuned feature is calculated as Ẑ = X̃(3)

sp
+ X̃

(3)

ch
+ 𝛽(X) . � is a 

3 × 3 convolution operation and + represents PW summation.

Decoder

Bilinear upsampling or a transposed convolutional layer is com-
monly employed in the original U-Net to recover the downsam-
pled features to the final segmentation result. However, the seg-
mentation performance would be reduced by these algorithms’ 
tendency to produce the chequerboard artefacts effect, which 
displays discontinuous or inconsistent predictions across neigh-
bouring picture patches. Therefore, SPCs have been added to the 
proposed RDSDSU-Net’s decoder to mitigate this impact. Here, 
the low-resolution CSCFSGnet FM is the sub-pixel convolu-
tion’s input. The intermediate FMs with channels R2 are cre-
ated using a sequence of convolution operations, where R is the 
original FM’s enlargement factor. The expanded high-resolution 
FMs, which are R times bigger than the input, are then obtained 
by periodic shuffling. In this method, the SPC layer reduces the 
chequerboard artefact issues.

Furthermore, due to the addition of several convolutions, 
the decoder now has a greater capacity for non-linear trans-
formation than it had when using just bilinear upsampling, 
which may also boost the segmentation performance. Also, 
instead of doing a simple copy concatenation as U-Net does, 
residual deformable encoder features are concatenated to the 
decoder through summation. The benefit of utilising summa-
tion is that it results in fewer parameters in the subsequent 
layers since the number of FMs is not increased.

Loss Function

The proposed RDSDSU-Net approach is required to train 
to predict whether each pixel is in the background or fore-
ground. One of the most commonly used loss functions is 
the cross-entropy, which is described in Eq. (10).

However, the tumour usually only takes up a tiny portion 
of the image. For these tasks, the cross entropy loss is not 

(9)
∼

X
(L+1)

ch
= a(

∼

E
−

1

2

ch

∼

Bch

∼

E
−

1

2

ch
(X̂T

ch
)(L)wch)

(10)lcross entropy = −(R log(
∧

R) + (1 − R) log(1 − R∧))
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suitable. It is important to note that the DICEloss works well 
with uneven samples. This metric effectively calculates the 
amount of segmentation outcome overlap with the related 
ground truth. The DICEloss is described in Eq. (11).

where R ∈ (0, 1) and 0 ≤ R̂ ≤ 1 are true. The label and the 
segmentation outcomes are represented by R and R̂ , respec-
tively. < R, R̂ > represents dot product.

However, using the DICEloss easily impacts the back 
propagation and makes training challenging. The two losses 
are thus combined to define the loss function.

Table  2 shows the proposed RDSDSU-Net’s entire 
design, including the number of network stages and convo-
lution filter size.

The whole pipeline for training and testing is shown in 
Fig. 4. The input CT dataset is initially pre-processed, after 
which the RDSDSU-Net is trained for the liver and LT, 
tested on test data, and network performance is assessed 
using some metrics.

Results and Analysis

The proposed RDSDSU-Net is applied to the 3DIRCADb 
and LiTS to assess the performance of RDSDSU-Net in the 
liver and LT segmentation by comparing it with the exist-
ing approaches. The details of the two datasets, evaluation 
metrics and parameter setup, are presented in the following 
sections. The outcomes of the ablation study are then dis-
cussed, along with comparisons to other models.

Dataset

The performance evaluation of the proposed RDSDSU-Net 
will be conducted in Python using the 3DIRCADb dataset 

(11)
ldice = 1 −

2 < R,
∧

R >

((‖R‖1 +
������

∧

R

������1
))

(12)lloss = lcrossentropy + ldice

Table 2  Layer settings for the proposed RDSDSU-Net

Stage Layer Kernel size

Encoder 1 DCL 7*7
DCL 7*7
BN
DP 3*3

2 DCL 3*3
DCL 3*3
BN
DP 3*3

3 DCL 3*3
DCL 3*3
BN
DP 3*3

4 DCL 3*3
DCL 3*3
BN
DP 3*3

Middle processing 
module

1 DWC 3*3*1

PWC 1*1*d
2 3GCL 3*3

Decoder 1 SPC
Conv 3*3
Conv 3*3

2 SPC
Conv 3*3
Conv 3*3

3 SPC
Conv 3*3
Conv 3*3

Fig. 4  An illustration of the 
RDSDSU-Net pipeline for liver 
and LT segmentation

Training for
liver

segmentation

Training for
LT

segmentation

Network training

Network testing 
for liver and LT

segmentation Analysing the
effectiveness of
segmentation

Training 
image

Testing 
image

Input CT image
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[34] and LiTS dataset [35]. The LiTS dataset comprises 
201-3D abdominal CT scans in the axial plane, of which 
131 scans are utilised for training and 70 scans are used for 
testing. In the 3DIRCADb dataset, the data from 15 patients 
(2295 total images) were utilised for training, and the data 
from the remaining five patients (525 total images) were 
utilised for testing [17]. The image intensity of all scans is 
reduced by [− 200, 250] HU and applied normalisation to 
them to eliminate interferences and improve liver areas. In 
RDSDSU-Net, the liver and LT segmentation are carried out 
independently and separately.

Experimental Setup and Metrics for Evaluation

The proposed RDSDSU-Net is implemented using Python 
on a system equipped with Windows 10 operating system, 
an Intel i7-10510U CPU (16 GB memory), and NVIDIA 
GeForce MX250 GPU. The parameters used for the pro-
posed RDSDSU-Net are shown in Table 3. The perfor-
mance of the proposed RDSDSU-Net was evaluated by 
comparing it with existing methods using per-case metrics 
such as DICEsimilarity coefficient (DSC), relative volume 
difference (RVD), volumetric overlap error (VOE), root 
mean square symmetric surface distance (RMSD), and 
average symmetric surface distance (ASD).

RVD, VOE, and DICE overlap measures concentrate on 
the inside of the segmentation target. DICE is calculated 
using Eq. (13).

where G represents ground truth (label) and S represents 
segmented outcome.

RVD is calculated using Eq. (14).

VOE is calculated using Eq. (15).

The surface distance between segmentation outcomes 
and labels is measured using both ASD and RMSD. The 
ASD calculates the average distance, while the RMSD 
computes the maximum distance. ASD and RMSD focus 
more on the segmentation target’s similarity in shape.

Equation (16) represents the nearer distance from a ran-
dom voxel rv to R(G).

(13)DICE =
2|G ∩ S|
|G| + |S|

(14)RVD =
|G| − |S|

|S|

(15)VOE =

(
1 −

|G ∩ S|
|G ∪ S|

)

(16)D(rv, R(G)) = min
RG∈R(G)

‖‖rv − RG
‖‖

RMSD and ASD are calculated using Eqs. (18) and (17), 
respectively.

where R(G) represent sthe number of surface voxels of G . 
DICE, VOE, and RAVD are measured in %, and ASD is 
measured in millimetres (mm). For DICE, 100% represents 
the best segmentation, 0% represents the poorest segmenta-
tion, and for RAVD and VOE, the ideal segmentation is 0%, 
whereas the poor segmentation is 100%. These measure-
ments are in percentage form. The optimum segmentation 
for ASD is 0 mm, while the highest value exhibits the poor-
est segmentation. The higher value has no limit.

Ablation Study

The proposed RDSDSU-Net enhances context information 
in the liver and tumour segmentation by using three key 
contributions: a residual deformable encoder instead of an 
ordinary encoder, the integration of GCN, and the usage 
of SPC instead of a bilinear upsampling layer. To demon-
strate its effectiveness, extensive tests are conducted on both 
LiTS and 3DIRCADb datasets. The results show that the 
proposed RDSDSU-Net outperforms previous methods on 
both datasets.

Effectiveness of Residual Deformable Encoder

The networks considered in ablation study are:

a U-Net
b U-Net + DC
c U-Net + residual DC
d U-Net + residual DC + DP

(17)

ASD(G, S) =
1

|R(G)| + |R(S)|

(
∑

R
G
∈R(G)

D(R
G
, R(S)) +

∑

R
S
∈R(S)

D(R
S
, R(G))

)

(18)
RMSD(G, S) =

√
1

|R(G)| + |R(S)|

×

√ ∑

R
G
∈R(G)

D2(R
G
, R(S)) +

∑

R
S
∈R(S)

D2(R
S
, R(G))

Table 3  Parameter setting for proposed RDSDSU-Net

Parameters Values

Initial learning rate 
( Lr)

0.001

Decay learning rate
Lr = Lr ×

(
1 −

number of iterations

total iterations

)0.9

Learning rate for 
offset convolutional 
layers in DC

Lr2 = Lr × 0.01

Optimiser Adam
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The experimental outcomes of these models are shown 
in Tables 4 and 5. Compared to U-Net + residual DC and 
U-Net + DC, U-Net captures many regions other than the 
liver. Both DC and RDC assist U-Net in directing atten-
tion to the important areas and eliminating the unnec-
essary background areas, while residual DC achieves 
faster network convergence and provides more precise 
edge predictions. However, without the downsampling 
layer, it increases the number of parameters. Tables 4 and 
5 show that using DC improves U-Net’s segmentation 
accuracy. The residual architecture increases segmen-
tation accuracy while simultaneously increasing U-Net 
convergence. The DP fully extracts the structural char-
acteristics and reduces the training time by reducing the 
number of parameters. Thus, using residual DC and DP 
in U-Net achieves better segmentation results than the 
other three models.

Effectiveness of CSCFSGnet

Three models are used in this ablation study to assess the 
effectiveness of using the CSCFSGnet in liver and LT seg-
mentation. The three models used in this ablation study are:

a U-Net + atrous spatial pyramid pooling [ASPP]
b U-Net + ALSPP
c U-Net + CSCFSGnet

The experimental findings in Tables 4 and 5 demonstrate 
that ASPP and ALSPP assist U-Net in increasing the accu-
racy of liver and LT segmentation. However, U-Net + CSCF-
SGnet has high segmentation accuracy because it extracts 
global context information. Compared to U-Net models, 
the outcomes from U-Net + CSCFSGnet are more accu-
rate. Additionally, U-Net + ALSPP and U-Net + ASPP 
only enhance the model’s representational capabilities in 

terms of capturing spatial context data. In comparison to 
U-Net + ALSPP and U-Net + ASPP, U-Net + CSCFSGnet 
has a high DICE score. Thus, CSCFSGnet improves the 
accuracy of segmentation by capturing both spatial and 
channel features.

Effectiveness of Residual SPC Decoder

The models used to evaluate the effectiveness of residual 
SPC decoder are:

a U-Net + bilateral upsampling
b U-Net + residual connection + summation + SPC

In the normal U-Net model, transposed convolution 
and bilateral upsampling are used in the segmentation. 
U-Net + bilateral upsampling layer recovers the downsam-
pled features, but this model creates a chequerboard arte-
facts effect, affecting the segmentation output. As shown 
in Tables 4 and 5, U-Net + residual connection + summa-
tion + SPC creates accurate segmentation results by avoiding 
chequerboard artefact effects.

According to Tables 4 and 5, it is evident that the DICE 
score of LT segmentation on the 3DIRCADb dataset is bet-
ter than that of the LiTS dataset. This could be attributed 
to several factors. Firstly, the 3DIRCADb dataset contains 
a smaller number of images compared to the LiTS dataset. 
As the proposed method performs better on smaller datasets 
due to having fewer parameters to learn, it is less likely to 
overfit the data. Secondly, the 3DIRCADb dataset has more 
complex LTs than the LiTS dataset. The proposed method is 
better suited for handling the complex tumours in the 3DIR-
CADb dataset due to its use of advanced techniques such as 
the convolutional spatial and channel features split graph 
network. This method helps to focus on the relevant features 
in the images by giving equal importance to both spatial and 
channel features.

Table 4  Ablation study comparison on LiTS dataset

Models DICE (%) for liver DICE (%) for LT

U-Net 93.89 ± 1.19 82.19 ± 6.27
U-Net + DC 95.20 ± 1.18 84.57 ± 6.22
U-Net + residual DC 95.8 ± 1.13 85.6 ± 6.17
U-Net + residual DC with DP 96.36 ± 1.12 91.36 ± 3.14
U-Net + ASPP 93.35 ± 1.14 83.25 ± 5.14
U-Net + ALSPP 94.23 ± 1.11 84.21 ± 5.18
U-Net + CSCFSGnet 96.23 ± 1.07 86.14 ± 3.08
U-Net + bilateral up sampling 91.22 ± 1.17 81.26 ± 5.18
U-Net + residual connec-

tion + SPC
95.22 ± 1.12 90.07 ± 3.12

Proposed RDSDSU-Net 97.35 ± 0.02 90.15 ± 0.01

Table 5  Ablation study comparison on 3DIRCADb dataset

Models DICE (%) for liver DICE (%) for LT

U-Net 91.78 ± 1.17 51.19 ± 6.26
U-Net + DC 93.20 ± 1.16 54.57 ± 6.23
U-Net + residual DC 95.6 ± 1.11 52.6 ± 6.18
U-Net + residual DC with DP 96.34 ± 1.10 82.37 ± 3.15
U-Net + ASPP 91.34 ± 1.12 62.27 ± 5.15
U-Net + ALSPP 93.21 ± 1.09 63.20 ± 5.19
U-Net + CSCFSGnet 97.24 ± 1.05 87.15 ± 3.10
U-Net + bilateral up sampling 90.20 ± 1.15 60.27 ± 5.19
U-Net + residual 

connection + SPC
96.20 ± 1.10 81.08 ± 3.13

Proposed RDSDSU-Net 98.21 ± 0.04 93.25 ± 0.04
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Comparison with State‑of‑the‑Art Technique

Existing models that are used for segmenting the liver and 
LTs like ARG + GC [29], TransFusionNet [27], CFNet [28], 
X-net [26], MS-UNet [24], and DefED-Net [30] are taken 
into consideration as comparison techniques to demonstrate 
the effectiveness of the proposed RDSDSU-Net. In com-
parison to other techniques, Tables 6, 7, 8, and 9 illustrate 
that the proposed RDSDSU-Net offers the best quantitative 
results (ASD, DICE, RMSD, RVD, and VOE). The seg-
mentation results from various methodologies are shown in 
Fig. 5. The proposed method accurately segments the small 
LT, unlike existing methods, by giving equal importance to 
both channel and spatial features. As a result, the RDSDSU-
Net outcomes in the fifth column give precise segmentations 
of the liver and LTs than the existing networks. Addition-
ally, the RDSDSU-Net concentrates on the liver area while 
avoiding the effect of other organs, resulting in smoother 

segmentation borders than other techniques. Figure 5 dem-
onstrates that the RDSDSU-Net accomplishes accurate spa-
tial and channel feature extraction, which is beneficial for 
enhancing the liver and LT segmentation.

Performance Comparison: Operations, Model Size, 
and Training Parameters

In addition, we calculate the computational costs and num-
ber of training parameters for each network, as presented 
in Table 10. The proposed RDSDSU-Net method has the 
lowest number of operations (186.23 GFLOPS), smallest 
model size (32.56 MB), and fewest training parameters 
(10,532,286) compared to other existing approaches such 
as X-net, TransFusionNet, CFNet, and DefED-Net. This 
means that the proposed RDSDSU-Net method achieves 
low inference and training time as well as a less com-
plex model structure, which could potentially result in 

Table 6  Quantitative liver 
segmentation results on the 
3DIRCADb dataset using 
various methodologies

Techniques DICE (%) RVD (%) RMSD (mm) VOE (%) ASD (mm)

X-net [26] 96.68 ± 0.41 0.29 ± 0.23 2.95 ± 2.74 6.45 ± 2.08 3.07 ± 0.48
MS-UNet [24] 96.13 ± 1.02 0.25 ± 0.14 - 5.57 ± 2.10 4.08
DefED-Net [30] 96.60 ± 1.08 0.23 ± 0.11 12.76 ± 3.43 5.65 ± 2.81 2.61 ± 0.84
Proposed RDSDSU-Net 98.21 ± 0.04 0.12 ± 0.10 1.46 ± 2.34 4.24 ± 2. 24 2.05 ± 0.43

Table 7  Quantitative liver 
segmentation results on the 
LiTS dataset using various 
methodologies

Techniques DICE (%) RVD (%) RMSD (mm) VOE (%) ASD (mm)

X-net [26] 96.8 ± 0.05 - - - -
CFNet [28] 97.4  − 4.963 - 4.963 -
DefED-Net [30] 96.30 ± 1.01 1.46 ± 0.12 70.05 ± 3.10 6.88 ± 2.10 1.37 ± 0.23
Proposed RDSDSU-Net 97.35 ± 0.02 0.92 ± 0.11 1.06 ± 1.2 14.12 ± 2.76 1.14 ± 0.12

Table 8  Quantitative LT 
segmentation results on the 
3DIRCADb dataset using 
various methodologies

Techniques DICE (%) RVD (%) RMSD (mm) VOE (%) ASD (mm)

ARG + GC [29] 85 ± 5  − 0.05 ± 0.12 16.1 ± 0.37 26.03 ± 0.07 68.45 ± 0.36
X-net [26] 69.11 ± 5.83  − 0.68 ± 0.33 23.6 ± 2.12 36.09 ± 12.61 15.1 ± 0.61
MS-UNet [24] 84.15 ± 2.34 0.22 ± 0.55 - 27.36 ± 11.43 16.4 ± 0.42
DefED-Net [30] 66.25 ± 6.62 0.81 ± 0.20 70.05 ± 3.10 34.28 ± 13.43 11.21 ± 0.63
Proposed RDSDSU-Net 93.25 ± 0.04  − 0.07 ± 0.10 11.06 ± 0.02 14.12 ± 2.76 10.21 ± 0.33

Table 9  Quantitative LT 
segmentation results on the 
LiTS dataset using various 
methodologies

Techniques DICE (%) RVD (%) RMSD (mm) VOE (%) ASD (mm)

TransFusionNet [27] 91.0 - -  − 0.018 -
X-net [26] 76.4 ± 0.03 - - - -
DefED-Net [30] 87.52 ± 5.32 0.52 ± 0.10 64.25 ± 4.87 23.85 ± 14.62 17.41 ± 0.28
Proposed RDSDSU-Net 90.15 ± 0.01 0.43 ± 0.09 32.06 ± 2.42 14.16 ± 3.62 12.12 ± 0.13
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improved performance in real-world applications. The 
proposed method achieves the lowest number of opera-
tions, the smallest model size, and the fewest training 
parameters by utilising a few key techniques. First, the 
method employs a novel architecture design that opti-
mizes the network’s depth and width while reducing the 
number of parameters. This design relies on a depth-wise 
separable convolutional layer that separates the spatial 

and channel-wise convolutional operations, resulting in 
a significant reduction in the number of parameters and 
computational complexity. Also, the residual deformable 
encoder features are not immediately concatenated by the 
decoder in the proposed technique. Instead, it combines 
the features using a summation process, which reduces 
the number of parameters without increasing the quantity 
of feature maps.

Input image X-Net [26] MS-UNet [24] DefED-Net [30] Proposed

RDSDSU-Net

Ground truth

Fig. 5  Results of segmenting the liver and LTs using various methods

Table 10  Performance 
comparison of various network 
architectures

Method Operations 
(GFLOPS)

Model size (MB) Training parameters

X-net [26] 402.13 22.34 73,818,112
TransFusionNet [27] 374.09 20.87 64,736,579
CFNet [28] 515.13 147.18 74,072,814
DefED-Net [30] 222.44 59.6 14,529,959
Proposed RDSDSU-Net 186.23 32.56 10,532,286
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Conclusion

The segmentation of small and irregularly shaped tumours 
has caused difficulties for the robustness of the segmenta-
tion model because of the variations in liver and LT forms 
and sizes. In this situation, RDSDSU-Net is suggested to 
enhance segmentation results. To get better irregular-shaped 
liver and LT features, residual DCL with pooling is intro-
duced into U-Nets. APP and ALSPP also result in the loss of 
detailed information, even though both are good at improv-
ing context information. So the CSCFSGnet has been pro-
posed to acquire spatial and channel properties and to better 
capture global contextual information. Finally, SPC is used 
in place of the bilinear upsampling layers to eliminate the 
chequerboard artefact in the segmentation. Also, the training 
parameters are proportionally decreased by using summation 
in combining encoder and decoder features. This method 
demonstrates that spatial and channel information use is 
more crucial than feature fusion in segmenting the liver 
and LT. Experiments on the 3DIRCADb and LiTS datasets 
show that the proposed RDSDSU-Net improves liver and 
LT segmentation accuracy. In future work, the segmentation 
performance of RDSDSU-Net is enhanced by using post-
processing techniques like conditional random field [36] and 
level set [37].
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