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Abstract: Deploying target detection models on edge devices such as UAVs is challenging due
to their limited size and computational capacity, while target detection models typically require
significant computational resources. To address this issue, this study proposes a lightweight real-time
infrared object detection model named LRI-YOLO (Lightweight Real-time Infrared YOLO), which
is based on YOLOv8n. The model improves the C2f module’s Bottleneck structure by integrating
Partial Convolution (PConv) with Pointwise Convolution (PWConv), achieving a more lightweight
design. Furthermore, during the feature fusion stage, the original downsampling structure with
ordinary convolution is replaced with a combination of max pooling and regular convolution. This
modification retains more feature map information. The model’s structure is further optimized by
redesigning the decoupled detection head with Group Convolution (GConv) instead of ordinary
convolution, significantly enhancing detection speed. Additionally, the original BCELoss is replaced
with EMASlideLoss, a newly developed classification loss function introduced in this study. This
loss function allows the model to focus more on hard samples, thereby improving its classification
capability. Compared to the YOLOv8n algorithm, LRI-YOLO is more lightweight, with its parameters
reduced by 46.7% and floating-point operations (FLOPs) reduced by 53.1%. Moreover, the mean
average precision (mAP) reached 94.1%. Notably, on devices with moderate computational power
that only have a Central Processing Unit (CPU), the detection speed reached 42 frames per second
(FPS), surpassing most mainstream models. This indicates that LRI-YOLO offers a novel solution for
real-time infrared object detection on edge devices such as drones.

Keywords: infrared object detection; YOLOv8; UAVs; lightweight network structure; real-time detection

1. Introduction

With technological advancements, Unmanned Aerial Vehicles (UAVs) have emerged as
a cutting-edge platform for image acquisition. Due to their small size, flexible and variable
flight altitudes, good concealment, high efficiency, and relatively low cost [1], UAVs are
increasingly utilized in both civilian and military environments. The use of drones allows
for efficient and flexible data collection over large or inaccessible areas, making them a
valuable tool for tasks that benefit from an aerial perspective [2]. UAVs are commonly
paired with object detection algorithms and have broad applications in fields such as
military reconnaissance [3], disaster search and rescue [4,5], traffic surveillance [6–8], road
planning [9], and daily life [10]. However, when using traditional visible light images
for detection, performance can be significantly affected by weather and light conditions.
This is especially problematic in nighttime environments, where issues such as insufficient
brightness, loss of detail, and reduced contrast may arise [11]. Infrared imaging can
overcome these shortcomings. Infrared imaging technology offers advantages such as
resistance to interference, long detection range, and all-weather capabilities, allowing
detection tasks to be completed at night or under adverse weather conditions [12,13].
Consequently, with the advancement of deep learning, infrared object detection using
UAVs has become a rapidly growing field of research.
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Implementing target detection tasks on UAVs requires processing computations and
storing data directly on UAV nodes [14]. This necessitates equipping UAVs with high-
performance computing resources. However, due to their small size and cost considerations,
the computational capabilities of UAVs are typically limited. Deploying object detection
algorithms directly on edge devices such as drones brings computational resources closer
to the user, reducing communication latency and overhead [15]. Current mainstream
object detection models are characterized by large parameter sizes and slow detection
speeds, making it difficult to meet real-time demands when deployed on edge devices
with constrained computational resources, such as UAVs. Consequently, this paper aims
to streamline the structure of detection models, reducing their size to achieve efficient
detection with minimal computational resources.

Given the typically small size of targets in UAV aerial imagery, often less than
32 × 32 pixels, most of these objects are classified as small objects [16] and provide limited
informational content. This presents a significant challenge for UAV infrared object detec-
tion. Traditional object detection methods identify objects by combining sliding windows,
feature extraction techniques, and feature classifiers. These algorithms have limited feature
representation capabilities, struggle with scale variations, and involve high computational
costs and slow detection speeds when using sliding windows. Conversely, deep learn-
ing object detection algorithms provide outstanding detection performance and can be
updated as necessary [17], which enhances the accuracy and efficiency of infrared target
detection [18]. In recent years, deep learning-based object detection technologies have
developed rapidly [19–21]. Deep learning detection algorithms are generally classified into
two-stage algorithms and one-stage algorithms. Two-stage algorithms include RCNN [22],
Fast-RCNN [23], and Faster-RCNN [24]. Research has shown that two-stage algorithms
are appropriate for scenarios requiring high accuracy [25,26]. One-stage algorithms, such
as the SSD [27] and YOLO series [28–31], directly infer class probabilities and bounding
box positions. One-stage algorithms are quicker than two-stage algorithms because they
eliminate the need to generate a large quantity of candidate boxes, making them more
efficient and better suited for UAV platform usage scenarios. Among these, the YOLO series
of algorithms, after years of improvement, has demonstrated satisfactory performance in
real-time detection and classification of multiple objects [32].

To improve the speed of detecting infrared objects on mobile devices like UAVs, this
paper proposes a new model called LRI-YOLO. We introduce Faster-C2f to optimize the
backbone and neck networks of YOLOv8, reducing computational resource consumption
and accelerating inference speed while enhancing the detection performance. The Super-
Downsample structure replaces the standard convolution downsampling structure in
the neck, preserving richer object feature information and improving detection accuracy.
Additionally, the convolutional layers in the original detection head are optimized, and a
novel detection head structure, Efficient-Head, is implemented to substantially decrease the
model’s FLOPs and parameters. Finally, the EMASlideLoss function enhances the model’s
classification capabilities.

The main contributions of this study are summarized below:

1. This paper introduces a new lightweight module, Faster-C2f, which mainly uses
Partial Convolution and Pointwise Convolution to improve the Bottleneck structure
in C2f. By significantly decreasing both the model’s parameters and computational
complexity, this method enhances detection performance.

2. A new downsampling module, Super-Downsample, is utilized in the neck network.
This module combines the advantages of ordinary convolution and max pooling,
retaining multi-scale features to the maximum extent during the feature fusion stage.

3. The decoupled detection head is redesigned using highly efficient Group Convolution
instead of ordinary convolution, increasing the model’s detection speed. Given the
prevalence of easy samples and the relative sparsity of difficult samples in object
detection datasets, we introduce EMASlideLoss to replace the original BCELoss,
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improving the ability of the model to concentrate on difficult samples and smoothing
the loss function.

4. Considering the limited computational power of edge devices like UAVs, this research
introduces a lightweight network for infrared target detection, LRI-YOLO. Compared
to other state-of-the-art methods, LRI-YOLO demonstrates excellent performance on
the HIT-UAV dataset.

2. Related Work

The YOLO series algorithms are widely recognized for their outstanding performance
in object detection. Liang et al. [33] implemented a lightweight object detection framework
called Edge-YOLO by utilizing pruned feature extraction networks and compressed feature
fusion networks, significantly improving detection efficiency. Wu et al. [34] proposed CDYL
to address the challenge of detecting small and difficult targets in both visible light and
infrared images. This algorithm employs the CFC-DC structure to thoroughly analyze
image edges and relevant information, enhancing the capability to detect small objects
and boosting accuracy in tasks involving densely packed small object detection. Similarly,
Jing et al. [35] developed a framework for UAV infrared target detection to process videos
and images. This framework employs the YOLO model to extract features from ground
infrared videos and images taken by Forward-Looking Infrared cameras. The model that
performs best according to evaluation metrics is applied for the detection of objects in UAV
infrared videos.

In UAV scenarios, infrared images often contain noise. To address this, Pan et al. [14]
developed an enhanced object detection network based on YOLOv7, incorporating various
feature enhancement strategies tailored for infrared objects, adapted to infrared objects,
and optimized for edge computing scenarios. By reducing model complexity, this approach
improves the robustness and accuracy of the model in small target detection. Zhao et al. [36]
introduced a YOLO-ViT model designed for detecting infrared objects on the ground in
UAVs that improves the YOLOv7 backbone by integrating the lightweight MobileViT
network, allowing for better capturing of local and global features and enhanced detection
performance. To address the challenges presented by the intricate ground environment and
varying object scales in infrared images captured by UAVs, Zhao et al. [37] proposed the
ITD-YOLOv8 method. This method utilizes the lightweight GhostHGNetV2 network with
an improved YOLOv8 backbone for feature extraction, capable of capturing object features
at different scales, thereby reducing false detections and missed detections.

3. Materials and Methods
3.1. YOLOv8

Figure 1 illustrates the architecture of YOLOv8 [31]. YOLOv8 is divided into several
series (n, s, m, l, x) by altering the network’s width and depth, with the primary difference
being the scaling factors. The deeper and wider series yield better detection results but
have higher computational demands. Conversely, the series with shallower networks
significantly reduce computational load and improve detection speed, albeit with somewhat
diminished detection performance. Therefore, different sizes of models can be selected
according to different usage scenarios: if the detection task requires high accuracy, the
model with coefficient x is available for selection; on the contrary, if the focus is on a high
detection speed rather than high accuracy for the task, the model with coefficient n can
be selected.

Adopting YOLOv5’s design philosophy, YOLOv8 comprises the backbone, the neck,
and the detection head as its three primary components. In YOLOv8, the C3 structure
from YOLOv5 is replaced with the C2f structure in both the backbone and neck networks.
The C2f structure offers richer gradient flow, achieves further lightweighting, and changes
the channel configuration according to the model’s scale. The YOLOv8 architecture still
includes the SPPF (Spatial Pyramid Pooling-Fast) module from YOLOv5. For feature
enhancement, YOLOv8 incorporates the PA-FPN (Path Aggregation Network–Feature
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Pyramid Network) concept into its design [38]. YOLOv8 employs a decoupled head in
its detection head, as opposed to the coupled head used in YOLOv5, resulting in greater
efficiency during both training and inference.
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3.2. LRI-YOLO

Considering the large parameters and slow detection speed of current mainstream tar-
get detection networks, this study introduces a lightweight infrared aerial target detection
network, LRI-YOLO, based on YOLOv8n. Firstly, the original C2f module in YOLOv8 is
redesigned, introducing the Faster-C2f module, which significantly decreases the model’s
parameters and computational complexity, boosting detection speed. Secondly, during the
neck feature fusion stage, a Super-Downsample module is proposed to replace the original
ordinary convolution downsampling. Compared to ordinary convolution, this method
better preserves multi-scale features, improving detection accuracy. Although YOLOv8
uses a decoupled detection head which improves detection accuracy, it also consumes
a considerable number of computational resources. Therefore, this paper optimizes the
detection head structure by using lightweight Group Convolution [39] to replace the ordi-
nary convolution in the detection head, and names this optimized structure Efficient-Head.
Finally, to deal with the challenge of sample imbalance in datasets, EMASlideLoss is uti-
lized to replace the original BCELoss [40] classification loss function, enabling the model to
concentrate more on challenging samples. LRI-YOLO is illustrated in Figure 2.
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Figure 2. The LRI-YOLO network structure diagram. Faster-C2f, Super-Downsample, and Efficient-
Head are the three modules proposed in this paper, and the details of these modules will be presented
in the following text.

The design of LRI-YOLO aims to optimize the network structure while maintaining a
high detection accuracy and reducing the model size to facilitate deployment on mobile
devices. The model size is closely related to both detection speed and accuracy. In theory, a
smaller model results in faster detection on the same device. However, reducing the number
of parameters can decrease the model’s capacity to learn features, potentially affecting
the final detection performance. LRI-YOLO addresses this by utilizing high-performance
lightweight convolutions to optimize the parameter-heavy standard convolutions, thus
compressing the model size without compromising accuracy.

3.2.1. The Faster-C2f Module Based on Partial Convolution

The Faster-C2f module primarily focuses on redesigning the Bottleneck structure in the
original C2f, resulting in the development of the Faster-Bottleneck. Faster-C2f is presented
in Figure 3.
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Faster-Bottleneck, while retaining the original dual-branch structure, uses Partial
Convolution (PConv) [41] and Pointwise Convolution (PWConv) [42] to replace the original
ordinary convolution. The idea of using PConv in combination with PWConv is derived
from the FasterNet structure [41]. In this paper, we utilize the concept of PConv combined
with PWConv to transform the C2f structure, substantially decreasing the parameters of
model and complexity of computations.

By significantly decreasing computational redundancy, the PConv decreases memory
access requirements. As depicted in Figure 4, w and h indicate the width and height of the
output and input feature maps; cp stands for the count of channels involved in convolution;
and k indicates the kernel size. The PConv applies convolution to a portion of the input
channels to extract spatial features, maintaining the rest of the channels unmodified. For
efficient memory access, the entire feature map is represented by either the first or last
continuous channel during computation. Provided that the input and output feature maps
have equal channels, the FLOPs for PConv can be computed using Equation (1).

h × w × k2 × c2
p (1)
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Furthermore, the PConv requires comparatively little memory access, as shown in
Equation (2).

h × w × 2cp + k2 × c2
p ≈ h × w × 2cp (2)

Following the PConv, a PWConv is added to effectively utilize information from all
channels. The PWConv employs a kernel size of 1, preserving the feature map’s dimensions
while adjusting the channel count based on the number of kernels used. As illustrated in
Figure 5, if the input feature map has dimensions of height h, width w, and c channels,
applying PWConv with n kernels will maintain the feature map’s height and width while
changing the channels to n. In summary, the integration of PConv and PWConv creates an
effective receptive field on the input feature map that resembles a T-shape, enhancing the
focus on the central area compared to standard convolution.
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To prevent overfitting during model training, the DropPath [43] function is employed
within the Fast-C2f module. The main idea of DropPath is to randomly ignore the outputs
of certain layers or blocks. This approach is similar to Dropout, but DropPath operates
at a higher structural level, targeting entire layers or paths instead of individual neurons
or activations. During each forward pass, DropPath randomly determines whether a
specific path participates in the computation. Specifically, for a given forward pass sample,
DropPath sets the output of a path to zero with a probability P while retaining other paths.
In this module, DropPath is applied to the outputs of pointwise convolutions to prevent
overfitting, introducing randomness during training and making the model more robust.

3.2.2. The Super-Downsample Module Based on Max Pooling and Convolution

Downsample operations are used very frequently in object detection networks. In the
early stages, max pooling[n] operations were commonly used for downsampling, but later,
convolution operations became more prevalent. Max pooling downsampling is simple
and has a low computational cost, allowing it to preserve significant features. However, it
could lead to a reduction in detailed information. Convolutional downsampling can retain
more original feature information but requires higher computational resources. To balance
the strengths and weaknesses of these methods, this study proposes a Super-Downsample
structure as a replacement for the convolutional downsampling structure in the neck of
YOLOv8. The Super-Downsample module structural diagram is depicted in Figure 6.
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The Super-Downsample module is composed of two branches. In the first branch,
max pooling is applied first, followed by a 1 × 1 convolution to modify channels. In the
second branch, one 1 × 1 convolution is initially utilized to modify the count of channels,
followed by 3× 3 convolution. The super-downsampling result is formed by combining the
outputs from both branches. Since the feature layer using the 3 × 3 convolution has fewer
features, this module has slightly fewer parameters and reduced computational complexity
compared to standard convolution. Additionally, it combines the advantages of both down-
sampling techniques, thereby retaining more comprehensive feature map information.

3.2.3. The Efficient-Head Module Based on Group Convolution

The detection head in YOLOv8 [31] employs a decoupled head architecture with
two distinct branches, each containing two 3 × 3 convolutions and one 1 × 1 convolu-
tion, responsible for classification and bounding box regression, respectively. Compared
to coupled heads, this design improves the overall detection capabilities. However, it
substantially raises the parameters and FLOPs. The detection head in YOLOv8 accounts
for about one-fourth of the total model parameters. Given the restricted computational
resources of edge devices like UAVs, it is necessary to use high-performance, lightweight
convolution to substitute the 3 × 3 convolution in the detection head. We decided to use
Group Convolution (GConv) [39] to replace the original ordinary convolution, resulting in
the Efficient-Head structure. The Efficient-Head module is displayed in Figure 7.
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Figure 7. The Efficient-Head module structure diagram.

The GConv serves a similar purpose to regularization by preventing overfitting and
also decreases the training parameters and reduces the complexity of computations. The
parameters and computational complexity of GConv are 1/g of those of ordinary convo-
lution, where g denotes the count of groups. In GConv, the feature map is divided into
g groups, and the convolution kernels are divided similarly. Convolution is performed
within each corresponding group, and the outputs generated by each group are combined
along the channel dimension. This principle is illustrated in Figure 8. Theoretically, the
parameters and computational complexity of GConv are 1/g of those of ordinary con-
volution. The parameters for ordinary convolution are depicted in Equation (3), and in
Equation (4), the FLOPs are presented. Equation (5) displays the parameters for GConv, and
the FLOPs are shown in Equation (6). Comparing Equations (3) and (5), it is evident that
GConv’s parameters are only 1/g of those of ordinary convolution. Similarly, comparing
Equations (4) and (6), it is clear that the computational complexity is also 1/g of that of
ordinary convolution. The value of g is a hyperparameter in the Efficient-Head module. We
performed experiments to determine the best possible value for g, considering detection
accuracy, model parameters, and computational complexity, with g determined to be 16.
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In these equations, cin stands for the channels in the input feature map, cout represents
the count of channels in the output feature map, hin refers to the height of the input feature
map, win indicates the width of the input feature map, and g represents the count of groups
in the GConv.

3.2.4. The EMASlideLoss Based on SlideLoss and Exponential Moving Average Concept

The YOLOv8 loss function is divided into classification branch and regression branch.
For bounding boxes, the regression branch utilizes a combination of DFL [44] and CIoU
Loss [45]. The DFL, a modified version of focal loss, aims to improve the precision of the
predicted bounding box positions and sizes. It achieves this by predicting a probability dis-
tribution for the bounding box’s location and dimensions, then optimizing this distribution
using a focal loss function.

DFL(Si, Si+1) = −((yi+1 − y) log(Si) + (y − yi) log(Si+1)) (7)

Here, Si and Si+1 denote the predicted value and adjacent predicted value output,
while y, yi, and yi+1 represent the actual value, label integral value, and adjacent label
integral value, respectively.

CIoU [45] is an enhancement of IoU [46]. IoU quantifies the intersection between the
ground truth box and the predicted box, detailed in Equation (8).

IoU =
A ∩ B
A ∪ B

(8)

A signifies the predicted box, and B refers to the ground truth box. CIoU extends
IoU loss by including both the aspect ratio and the distance between the center points in
its calculation. This improvement ensures that the predicted box more accurately fits the
object box and mitigates issues such as divergence.

The typical calculation for CIoU [45] is as follows:

CIoU = IoU − ρ2(b, bgt)

c2 − αv (9)

In this context, b and bgt denote the central points of the predicted and ground truth
boxes. ρ2 signifies the Euclidean distance between two center points. The term c denotes
the diagonal length of the smallest bounding box that can encompass both the ground
truth boxes and predicted boxes. α is a weight function, and v assesses the alignment of the
aspect ratio between the ground truth boxes and predicted boxes. The formulas for this
calculation are as follows:

v =
4

π2 (arctan
wgt

hgt − arctan
wp

hp
)

2

(10)

In this context, hp and wp refer to the height and width of the predicted box, respec-
tively, while hgt and wgt relate to the height and width of the ground truth box.

The CIoU loss function [45] is calculated as follows:

LCIoU = 1 − CIoU (11)

Common classification loss functions include the Cross-Entropy Loss [40] and Binary
Cross-Entropy Loss [40]. The Cross-Entropy Loss is a conventional loss function widely
used in classification tasks, effectively measuring the difference between the model’s
predicted probability distribution and the true labels. However, it is sensitive to class
imbalance, a common issue in object detection, where positive samples (targets) are usually
much fewer than negative samples (background). Additionally, Cross-Entropy Loss can
lead to overfitting, as the model calculates loss for every class, even for classes that rarely
appear. Binary Cross-Entropy Loss, on the other hand, is used for binary classification
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problems and is suitable for multi-label classification scenarios in object detection, where
each grid cell independently determines the presence of a specific object. This loss is
computationally simple, as it independently calculates loss for each class. However, like
the regular Cross-Entropy Loss, Binary Cross-Entropy is also sensitive to class imbalance.

The original YOLOv8 model utilizes the Binary Cross-Entropy Loss (BCELoss) as its
classification loss function, as shown in Equation (12). However, BCELoss is quite sensitive
to class imbalance issues. To address this, this paper proposes replacing BCELoss with
SlideLoss [47], and further optimizes SlideLoss using the Exponential Moving Average
(EMA) approach, resulting in EMASlideLoss, as shown in Equation (13).

LBCE = −y log( p̂)− (1 − y) log(1 − p̂) (12)

LESL = LBCE × ES(x, µ) (13)

In these equations, LBCE represents the Binary Cross-Entropy Loss, where p̂ denotes
the predicted probability for each sample, and y represents the true label of the sample.
LESL refers to the EMASlideLoss, while ES(x, µ) denotes the sample loss weight coefficient.

Since network models often struggle to effectively recognize hard samples, they
cannot fully utilize the data during training. To effectively address this issue, we designed
a weighting function ES(x, µ) that assigns larger weights to hard samples and smaller
weights to easy samples. This approach ensures that hard samples receive more attention in
the loss function, enhancing the model’s ability to learn from more complex instances in the
dataset. By prioritizing hard samples, the model can better handle outliers and edge cases,
ultimately improving prediction accuracy and robustness. Additionally, we introduced the
Exponential Moving Average (EMA) concept to more smoothly assign different weights to
samples, thereby optimizing the overall loss function curve. ES(x, µ) is defined as shown
in Equation (14). Here, x represents the IoU value of the current predicted sample, and µ
denotes the average IoU value across all samples, which is automatically updated through
EMA each time it is called. The update function is shown in Equation (15).

ES(x, µ) =


1

e1−µ

e1−x

, x ≤ µ − 0.1

, µ − 0.1 < x < µ + 0.1

, x ≥ µ + 0.1
(14)

{
µn = β · µn−1 + (1 − β) · µn

β = β0 · (1 − e−
n
τ )

(15)

In this context, µn represents the current average IoU value of all samples, and µn−1 is
the average IoU value from the previous update. β0 is the initial exponential moving weight
decay rate, while β denotes the Exponential Moving Average decay factor. n represents
the number of loss calculation updates, and τ is the time constant controlling the rate of
temporal decay.

3.3. Experimental Dataset

The HIT-UAV dataset [48] was utilized to evaluate the effectiveness of the model and
its ability to generalize in high-altitude infrared image detection tasks.

As a specialized dataset, the HIT-UAV dataset provides high-altitude infrared thermal
data for object detection in UAV applications. This dataset features images taken from
UAVs in diverse environments, such as educational institutions, parking spaces, streets,
and recreational facilities, as shown in Figure 9. It covers a wide array of conditions, with
altitudes varying between 30 and 60 m and covering camera angles from 30 to 90 degrees.
Consequently, the objects to be detected vary in size and shape, which aids the object
detection model in more effectively understanding and capturing the dataset’s diversity
and complexity. This variety increases the generalization capability of the model, allowing
it to deal with inputs of different scales and improving its robustness.
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The refined dataset comprises 2898 images with dimensions of 640 × 512 pixels,
categorized into humans, bicycles, and vehicles. For this experiment, the dataset was
partitioned into three sections, the training, validation, and test sets, using a 7:1:2 ratio.
Specifically, the training set included 2008 pictures, the validation set contained 287 pictures,
and the test set contained 571 pictures. The HIT-UAV dataset is a vital resource for research
in infrared object detection and recognition using UAVs. As shown in Table 1, it includes a
total of 24,751 object labels, distributed across different sizes: 17,118 labels are for small
objects, which measure less than 32 × 32 pixels and make up only 0.01% of an image’s
pixels; 7249 labels are for medium-sized objects, which are below 96 × 96 pixels; and
384 labels are for large objects. This dataset provides an essential foundation for improving
the capabilities of UAV-based infrared object detection.

Table 1. Number of objects of different sizes in the HIT-UAV dataset.

Small Medium Large

HIT-UAV 17,118 7249 268
Training set 12,045 5205 268

Validation set 1742 665 46
Test set 3331 1379 70

3.4. Evaluation Indicators

In this research, we utilized precision (P), recall (R), mean average precision (mAP),
frames per second (FPS), parameters, and floating-point operations (FLOPs) as evalua-
tion metrics to evaluate our algorithm’s performance. The mAP is crucial for evaluating
the detection accuracy. The parameters and FLOPs indicate the size of the model and
computational complexity, while FPS measures detection speed.

The proportion of correctly detected results among all detections is called precision,
and is illustrated in Equation (16).

Precision =
TP

TP + FP
(16)
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TP (True Positive) indicates the total count of positive samples correctly detected,
while FP (False Positive) signifies the count of negative samples wrongly detected signifies
the total of negative samples that the model has incorrectly labeled as positive.

Recall measures the fraction of accurately detected objects relative to the total count of
objects, as detailed in Equation (17).

Recall =
TP

TP + FN
(17)

FN (False Negative) is the count of positive samples that the model has inaccurately
identified as negative.

Average precision (AP) is employed to evaluate the accuracy of model for each category.
A better AP value means superior performance. This concept is detailed in Equation (18).

AP =
∫ 1

0
P(R)dR (18)

The mAP measures the mean precision across all categories, reflecting the model’s
overall performance across different classes. A higher mAP value signifies superior overall
model performance. This is detailed in Equation (19).

mAP =

n
∑

i=1
APi

n
(19)

FPS signifies the count of images the object detection network can analyze each second.
The calculation formula is provided in Equation (20).

FPS =
N
T

(20)

Here, N signifies the count of processed images, and T indicates the total processing
time.

The number of parameters indicates the total count within the model, usually reflecting
the model’s size. FLOPs are a metric used to quantify the model’s complexity. The larger
these evaluation metrics are, the more hardware computational resources are required for
training and inference.

4. Experimental Results
4.1. Experimental Platform and Parameter Settings

The configuration is detailed in Table 2. The experiment was conducted using an
Intel(R) Xeon(R) Platinum 8352V processor (Intel Corporation, Santa Clara, CA, USA), an
NVIDIA RTX 4090 GPU (NVIDIA Corporation, Santa Clara, CA, USA), and the Linux
operating system. The Python version used was 3.10, and the deep learning framework
used was Pytorch 2.1.1. During the experiment, model detection speed was measured
under two scenarios: one using a GPU and the other using only a CPU. Considering that
GPUs can significantly accelerate the inference of deep learning models, but drones and
other edge devices often do not include GPUs due to size and cost constraints, the second
scenario restricts GPU usage. Instead, the detection speed is measured using only the CPU
to simulate environments with limited computational resources.

The experimental parameter settings are detailed in Table 3. In the experiments, the
SGD optimizer was utilized with an initial learning rate of 0.01%, momentum set at 0.937,
and weight decay at 0.0005. Mosaic data augmentation was applied during training, with
batch size of 32 and image size of 640 × 640. To prevent local optima, the model was trained
for 300 epochs.
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Table 2. Experimental platform configuration.

Names Configurations

GPU NVIDIA RTX 4090
CPU Intel(R) Xeon(R) Platinum 8352V

GPU memory size 24 G
Operating system Linux

Python version Python3.10
Deep learning framework Pytorch2.1.2

Table 3. Model training parameter settings.

Parameters Value

Optimizer SGD
Initial learning rate 0.01%

Momentum 0.937
Weight decay 0.0005

Data augmentation Mosaic
Batch size 32
Image size 640 × 640

Number of epochs 300

To maintain the consistency of all subsequent experimental results, all experiments
were performed on the same platform with identical parameters.

4.2. The Efficient-Head Hyperparameter Experiment

Efficient-Head replaces the two 3 × 3 convolutions in the original detection head
with grouped convolutions. Grouped convolution has a hyperparameter g that determines
how many groups the input feature map is divided into for convolution. To find the most
suitable hyperparameter g, seven sets of experiments were conducted for comparison. The
experiments included the original YOLOv8n and YOLOv8n using Efficient-Head with g set
to 2, 4, 8, 16, 32, and 64, resulting in a total of seven experimental groups. The results are
displayed in Table 4.

Table 4. The Efficient-Head hyperparameter experimental results on the HIT-UAV dataset.

Model P
(%)

R
(%)

Parameters
(M)

FLOPs
(G)

mAP50
(%)

Speed on GPU
(FPS)

Speed on CPU
(FPS)

Yolov8n 91 89.4 3 8.1 93.8 229 30
Yolov8n+Efficient-Head (g = 2) 90.9 87.7 2.3 5.3 93.3 271 38
Yolov8n+Efficient-Head (g = 4) 91.1 88.3 2.3 5.3 93.3 270 39
Yolov8n+Efficient-Head (g = 8) 91.3 88.1 2.4 5.4 93.4 271 40

Yolov8n+Efficient-Head (g = 16) 91.5 89.3 2.4 5.6 93.6 274 39
Yolov8n+Efficient-Head (g = 32) 91.9 88.6 2.5 6 93.7 262 39
Yolov8n+Efficient-Head (g = 64) 91.7 88.5 2.8 6.9 93.2 260 37

The experiments revealed that, although increasing g should theoretically reduce the
parameters and FLOPs, in practice, it was found that increasing the number of groups
introduced additional computational overhead. Therefore, larger values of g do not always
yield better results. The experimental results indicate that when g = 32, the highest precision
of 93.7% was achieved. However, this configuration also resulted in suboptimal parameter
count, computational load, and FPS performance. When g = 16, the precision was slightly
lower by 0.1% compared to g = 32. Despite this minor drop in precision, the configura-
tion with g = 16 exhibited significantly better performance concerning parameter count,
computational demands, and detection frame rate. Therefore, based on these experimental
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results, it was ultimately decided to set the number of groups for Group Convolution in
the Efficient-Head to 16.

4.3. Ablation Experiments

A set of ablation experiments was performed utilizing the HIT-UAV dataset to evaluate
the effectiveness of LRI-YOLO’s different modules. These experiments were intended to
evaluate the influence of each module on LRI-YOLO. To maintain the validity of the results,
all experiments were conducted under identical conditions. The results are displayed in
Table 5. In this table, A refers to the Faster-C2f structure, B denotes the use of the Efficient-
Head module, C relates to the use of the Super-Downsample module, and D is associated
with the use of the EMASlideLoss function.

Table 5. Results of ablation experiments on HIT-UAV.

Yolov8 A B C D P
(%)

R
(%)

Parameters
(M)

FLOPs
(G)

mAP0.5
(%)

Speed on GPU
(FPS)

Speed on CPU
(FPS)

√
91.0 89.4 3 8.1 93.8 229 30

√ √ 91.4
(+0.4)

89.3
(−0.1)

2.39
(−0.61)

6.3
(−1.8)

94.0
(+0.2) 232 (+3) 37 (+7)

√ √ 91.5
(+0.5)

89.3
(−0.1) 2.4 (−0.6) 5.6

(−2.5)
93.6

(−0.2) 274 (+45) 39 (+9)

√ √ 91.2
(+0.2)

89.4
(−0.0) 2.9 (−0.1) 8.0

(−0.1)
94.0

(+0.2) 235 (+6) 33 (+3)

√ √ 91.9
(+0.9)

88.7
(−0.7) 3 (−0.0) 8.1

(−0.0)
93.8

(+0.0) 229 (+0) 30 (+0)

√ √ √ 90.5
(−0.5)

87.3
(−2.1) 1.7 (−1.3) 3.9

(−4.2)
93.4

(−0.4) 238 (+9) 34 (+4)

√ √ √ √ 91.4
(+0.4)

89.1
(−0.3) 1.6 (−1.4) 3.8

(−4.3)
93.9

(+0.1) 240 (+11) 42 (+12)

√ √ √ √ √ 90.7
(−0.3)

89.1
(−0.3) 1.6 (−1.4) 3.8

(−4.3)
94.1

(+0.3) 240 (+11) 42 (+12)

Table 5 demonstrates that the optimized LRI-YOLO considerably decreased model size
and FLOPs, with higher detection frame rates on both GPU and CPU. After incorporating
the lightweight Faster-C2f module, the accuracy slightly improved, while the parameters
were reduced by 23.5% and FLOPs by 22.2%. The detection speed increased by 8% on
the GPU and 23.3% on the CPU. Using the Super-Downsample module, the detection
accuracy reached 94%, indicating that this module can better preserve features during
the downsampling phase of the feature fusion stage. Additionally, the module slightly
reduced the model size and FLOPs and provided a slight improvement in detection FPS.
After incorporating the Efficient-Head structure, the mAP decreased by 0.2%, but the
parameters and FLOPS were reduced by 19.7% and 30.9%, respectively. The detection
speed reached 274 FPS on the GPU and 39 FPS on the CPU. Finally, combining all the
improvements resulted in our LRI-YOLO model. Our model attained a detection accuracy
of 94.1%, reflecting a 0.3% improvement. The count of parameters was reduced to 1.6 M, a
46.7% decrease from the original model. The computational complexity was reduced to
3.9 GFLOPs, only 46.9% of the original model. The detection frame rate on the GPU was
240 FPS, a 5% improvement, and on the CPU, it was 42 FPS, a 40% improvement. This
indicates that our model can fulfill real-time detection requirements on computationally
constrained mobile devices.

To verify whether overfitting occurred during the training of LRI-YOLO, the data
generated from the training process were plotted into the curve graphs shown in Figure 10.
The figure displays the precision, recall, and mAP at an IoU threshold of 0.5, and the mean
mAP calculated across multiple IoU thresholds (from 0.5 to 0.95 with a step size of 0.05). As
observed, the accuracy, recall, and mAP curves under different conditions steadily increase
during the first 100 epochs, followed by a slow rise over the next 200 epochs, and finally
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stabilize. None of these curves show a downward trend after reaching their peak values,
indicating that overfitting did not occur during the training of our LRI-YOLO model.
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4.4. Contrast Experiments

To demonstrate the effectiveness of LRI-YOLO in infrared aerial target detection tasks,
the HIT-UAV dataset was used to perform a series of comparative experiments. Currently,
mainstream object detection models can be broadly categorized into two types: the YOLO
series and the transformer-based DETR [49–51] series. YOLO models are widely used due
to their fast detection speed. In contrast, DETR models generally have higher computational
complexity and slower inference speeds. Therefore, most comparison experiments select
YOLO models as the primary benchmark. However, to ensure the comprehensiveness of
the comparison, the RT-DETR [52] model, known for its faster detection speed, was also
included in the experiments for evaluation.

The models selected for the comparison experiment were all trained on the HIT-UAV
dataset. After training, a simple validation was performed on the validation set, and the
model weights with the highest accuracy were saved. These saved weights were then used
for final testing on the test set, where various evaluation metrics were computed. These
metrics allow for the comparison of different models. The overall process of the comparison
experiment is illustrated in Figure 11.
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In the comparative experiments, we maintained consistent training settings with LRI-
YOLO on the HIT-UAV dataset. The final outcomes are presented in Table 6. As indicated
by these results, our algorithm exhibits outstanding detection performance on the aerial
infrared dataset. The model with the highest detection accuracy is YOLOv5s, with an
accuracy of 94.2%. This is followed by our improved model, LRI-YOLO, and YOLOv5m,
both achieving an accuracy of 94.1%, just 0.1% less than the highest accuracy. The RT-DETR
model did not perform well on this dataset, achieving an accuracy of only 93.1%. This
indicates that our model has excellent detection accuracy.

Table 6. Comparison of experimental results on HIT-UAV dataset.

Model P
(%)

R
(%)

Parameters
(M)

FLOPs
(G)

mAP50
(%)

Speed on GPU
(FPS)

Speed on CPU
(FPS)

RTDETR-r18 89.4 88.8 19.9 56.9 93.1 64 8
Yolov3-tiny 86.8 80.4 12.1 18.9 87.6 300 32.8

Yolov3 91.3 90.2 103.7 282.2 93.7 121.8 4.8
Yolov5n 91.4 88.7 2.5 7.1 93.7 234.3 37.3
Yolov5s 91.9 90.2 9.1 23.8 94.2 237.3 23.9
Yolov5m 91.0 91.0 25 64 94.1 187.7 12.4
Yolov5l 92.5 89.8 53.1 134.7 93.5 157.4 8
Yolov6 90.3 87.4 4.2 11.8 92.6 285 38

Yolov8n 91.0 89.4 3 8.1 93.8 229 30
Yolov8s 91.4 89.9 11.1 28.4 94.1 228 22.1
Yolov8m 92.3 88.9 25.8 78.7 93.8 202.3 12.6

Ours 90.7 89.1 1.6 3.8 94.1 240 42

Additionally, we selected four images from different scenes in the test set to compare
the detection performance of the highest-accuracy YOLOv5s model with LRI-YOLO. The
detection results are shown in Figure 12. The first image in each group represents the real
label, the second image represents the detection results of Yolov5s, and the third image
represents the detection results of LRI-YOLO. The occurrence of misdetections is marked
with a yellow box, and the occurrence of missed detections is marked with a blue box. In
the first and second groups, LRI-YOLO successfully detected all true labels, and YOLOv5s,
with the highest detection accuracy, also detected all labeled objects. This is mainly because
the targets in these groups, such as cars and bicycles, are relatively large, leading to better
detection performance. From a drone’s perspective, human targets are smaller and carry
limited feature information, which increases the likelihood of false positives and missed
detections. In the third and fourth groups, LRI-YOLO successfully detected most of the
human targets; however, in the third group, it mistakenly identified another object as a
human in the upper-left corner, and in the fourth group, it failed to detect one human
target. YOLOv5s, the most accurate model, also made the same mistakes in the third and
fourth images. Through the analysis of these four images, it is evident that LRI-YOLO
can correctly detect the majority of infrared targets, though there is a slight chance of false
positives and missed detections, particularly with human targets.
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LRI-YOLO has 1.8M parameters and a computational complexity of only 3.8 GFLOPs,
placing it among the leading models in terms of efficiency. Among the YOLO series, the
lightest model is YOLOv5n; however, its parameter count and computational complexity
are still significantly higher than those of LRI-YOLO. As for the RT-DETR model, both
its parameter count and computational complexity are more than ten times that of LRI-
YOLO. Although our improved model did not achieve the highest detection accuracy,
LRI-YOLO has the fewest training parameters and the lowest computational complexity.
The parameter count is only 1.5M, and the computational complexity is just 3.9 GFLOPs.
Compared to the highest-accuracy model, YOLOv5s, LRI-YOLO’s parameter count is only
1/60th and its computational complexity is only 1/7th. This means that the improved
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LRI-YOLO can achieve excellent detection performance without consuming excessive
computational resources.

Since GPUs accelerate neural network inference tasks, most mainstream object detec-
tion models can meet real-time requirements when running on GPUs. However, on edge
devices like drones, which only have CPUs, executing detection tasks is challenging due
to the lack of computational resources, making it difficult to achieve the same speed as
on GPU-equipped devices. Therefore, in the comparison experiments, GPU usage was re-
stricted, and inference was performed using only the CPU to simulate resource-constrained
devices. As shown in Table 6, LRI-YOLO achieved the fastest detection speed using a CPU,
reaching 42 frames per second (FPS), which meets real-time detection requirements. Next
was YOLOv6, with a speed of 38 FPS, while RT-DETR achieved only 8 FPS on the CPU. To
more clearly demonstrate the superiority of LRI-YOLO in terms of detection speed on the
CPU, a subset of the data from Table 6 was collected and plotted as a scatter plot shown
in Figure 13. The horizontal axis represents the model’s detection speed, the vertical axis
represents the model’s detection accuracy, and the size of the points reflects the model
size. From the figure, it can be seen that LRI-YOLO is the smallest among all models
and performs well in terms of detection accuracy, providing a new solution for real-time
infrared object detection tasks on edge computing devices such as drones.
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To validate the effectiveness of LRI-YOLO in different scenarios, we also selected
several lightweight object detection models and tested them, along with LRI-YOLO, on
the infrared aerial human–vehicle detection dataset provided by the Iraytek company.
This dataset was captured by drones equipped with professional infrared camera gimbals,
recording human and vehicle targets in various scenarios. The dataset contains a large
amount of infrared image data taken from a surveillance overhead perspective, with the
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drone flying at an altitude of approximately 10–15 m above the ground. The collected
data mainly consist of small infrared targets. The images were annotated with six types
of infrared targets: pedestrians, cars, buses, bicycles, cyclists, and trucks. The image
resolution is 640 × 512. The test results are shown in Table 7. LRI-YOLO achieved an
accuracy of 86.7% on this dataset, which, while not the highest, was still among the leading
models. Additionally, LRI-YOLO has the smallest number of parameters and the lowest
computational complexity among these lightweight models. YOLOv8s achieved the highest
accuracy at 90.0%, but its parameter count is about eight times that of LRI-YOLO, and
its computational complexity is about five times higher, meaning it requires significantly
more computational resources. LRI-YOLO, when using a GPU for detection on this dataset,
achieved a speed of 231 FPS, leading the group. On a CPU, the detection speed reached
38 FPS, meeting the requirements for real-time detection.

Table 7. Comparison of experimental results on the infrared aerial human–vehicle detection dataset.

Model P
(%)

R
(%)

Parameters
(M)

FLOPs
(G)

mAP50
(%)

Speed on GPU
(FPS)

Speed on CPU
(FPS)

RT-DETR-r18 85.1 82.9 19.9 56.9 87.5 63 7
Yolov3-tiny 83.7 78.6 12.1 18.9 83.7 280 17

Yolov5n 84.5 80.0 2.5 7.1 86.4 213 27
Yolov5s 86.2 84.7 9.1 23.8 89.8 211 15
Yolov6 82.7 75.9 4.2 11.8 82.2 262 35

Yolov7-tiny 85.0 80.2 6.02 13.2 86.2 203 26
Yolov8n 83.9 80.6 3 8.1 86.6 220 28
Yolov8s 85.9 85.5 11.1 28.4 90.0 210 14

Ours 83.6 81.0 1.6 3.8 86.7 231 38

5. Conclusions

A new lightweight infrared object detection algorithm, LRI-YOLO, has been proposed
for aerial infrared images, making it well suited for aerial infrared object detection tasks.
Most mainstream models have large parameter counts and high computational complexity,
enabling real-time detection on powerful devices with substantial computational resources.
However, on edge devices without GPUs, these models tend to have slower detection
speeds, failing to meet real-time requirements. In contrast, LRI-YOLO, with its lightweight
model structure, can execute real-time detection on CPU devices that have restricted
computational power.

The LRI-YOLO model was developed by enhancing the YOLOv8n baseline model.
These improvements have resulted in increased detection accuracy and a more lightweight
model structure. Tests on the HIT-UAV dataset demonstrate that the enhanced LRI-YOLO
achieved a 0.3% accuracy improvement, reaching 94.1%. Additionally, the model’s parame-
ters were reduced to 53.3% of the baseline, and its computational complexity was just 46.9%
of the original. As a result, the detection speed significantly increased, with the model
achieving an additional 10 FPS on GPU (totaling 240 FPS) and 10 FPS on CPU (totaling
42 FPS).

Although our model performed well on both datasets, these datasets lack infrared
images captured under complex conditions, such as low contrast or infrared noise. There-
fore, in practical applications where infrared scenes are more complicated, it is necessary to
collect infrared images under these challenging conditions for targeted training.

The LRI-YOLO model is a lightweight aerial infrared object detection model. It can
be deployed on edge devices such as drones for real-time detection, making it suitable for
infrared object detection tasks in various scenarios, including wilderness, urban areas, and
roads. This model has promising application prospects.
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