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Abstract: Computer Algebra Systems (CAS) currently lack an effective auditory representation, with
most existing solutions relying on screen readers that provide limited functionality. This limitation
prevents blind users from fully understanding and interpreting mathematical expressions, leading to
confusion and self-doubt. This paper addresses the challenges blind individuals face when compre-
hending mathematical expressions within a CAS environment. We propose “Math for Everybody”
(Math4e, version 1.0), a software module to reduce barriers for blind users in education. Math4e is a
Sonification Module for CAS that generates a series of auditory tones, prosodic cues, and variations
in audio parameters such as volume and speed. These resources are designed to eliminate ambiguity
and facilitate the interpretation and understanding of mathematical expressions for blind users. To
assess the effectiveness of Math4e, we conducted standardized tests employing the methodologies
outlined in the Software Engineering Body of Knowledge (SWEBOK), International Software Testing
Qualifications Board (ISTBQ), and ISO/IEC/IEEE 29119. The evaluation encompassed two scenarios:
one involving simulated blind users and another with real blind users associated with the “Aso-
ciación de Invidentes Milton Vedado” foundation in Ecuador. Through the SAM methodology and
verbal surveys (given the condition of the evaluated user), results are obtained, such as 90.56% for
pleasure, 90.78% for arousal, and 91.56% for dominance, which demonstrates significant acceptance
of the systems by the users. The outcomes underscored the users’ commendable ability to identify
mathematical expressions accurately.

Keywords: audible cues; visually impaired people; Python; synthesized voice; sonification

1. Introduction

The Pan American Health Organization (PAHO) estimates that, worldwide, 1.3 billion
people have some form of visual impairment. Among this population, 14% have a moderate
visual impairment, 16.7% have a moderately severe visual impairment, and 2.7% are
classified as blind [1]. Unfortunately, a significant percentage of individuals with visual
impairments abandon their studies, exacerbating the lack of educational opportunities for
this minority. For example, in Spain, during the period from 2016 to 2017, only 650 students
with visual disabilities completed secondary education, which accounts for a mere 0.032%
of secondary education students. Furthermore, only 85 students attained a higher level of
education, representing just 0.004% of high school students, during the same period [2].

In Ecuador, the country where the project associated with this work is carried out,
the “National Council for Disability Equality” (Consejo Nacional para la Igualdad de Dis-
capacidades, CONADIS) is a government institution responsible for promoting equal rights
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and opportunities for individuals with disabilities. According to a report by CONADIS,
at the end of 2019 there were 54,397 people in Ecuador with a certain level of visual im-
pairment. Out of this number, approximately 2625 individuals were enrolled in primary
and secondary education, accounting for 4% of the total. Furthermore, only 1188 individ-
uals had pursued higher education at universities, which represented 2.18% of the total
population [3]. In this context, visually impaired individuals face significant challenges
when pursuing higher education due to a substantial shortage of resources and guidance
materials, which are frequently mandatory for technical courses. Consequently, gaining
admission to and maintaining enrollment in higher education institutions become nearly
insurmountable obstacles for this specific population group [4,5].

Numerous studies aim to enhance the quality of life for visually impaired individuals.
Some of these studies explore the use of adaptive technology or video games to improve
specific skills [6–8], wearable systems for face recognition [9], radar systems to facilitate
the locomotion and navigation of visually impaired people [10,11], for enhancing accessi-
bility to digital documents [12], or web applications [13]. However, few works focus on
facilitating mathematics learning for visually impaired people.

In the field of engineering and exact sciences, Computerized Algebraic Systems
(CAS) provide a range of powerful mathematical tools, including Gauss, version 1.0 [14],
MAXIMA [15], Matlab [16], and Magma [17]. These platforms enable users to perform
simple and complex calculations involving symbolic operations such as polynomials, equa-
tions, vectors, and matrices. Unfortunately, these software systems lack an inclusive user
interface, making them inaccessible to individuals with visual disabilities [4,18]. While
screen readers, such as NVDA, JAWS, and Talkback, can mitigate this limitation, they
may struggle with the textual representation of visual elements, such as mathematical
equations. As an example, Figure 1 demonstrates how a synthesized voice from a screen
reader, linearly reading mathematical expressions, can generate confusion and ambiguity
and hinder understanding for individuals with visual impairments.

𝑥2 + 4𝑥 − 3
Square root of 𝑥 squared 

plus 4 𝑥 minus 3 𝑥2 + 4𝑥 − 3

𝑥2 + 4𝑥 − 3

Figure 1. Ambiguity reading on screen readers.

A well-designed and implemented tool to render different mathematical expressions
generated by a CAS system via audio is crucial. The approach presented in this work
facilitates the representation and elaboration of auditory resources, including synthesized
voices with varying speed and volume, tonal and prosodic cues [4], and proper delimitation
of expressions. This takes into account the importance of proper audio instructions in
learning tools to guarantee an enhanced learning experience [19]. Consequently, visually
impaired users are guided to comprehend and interpret the various components that form
mathematical expressions without overwhelming their cognitive load [20].

The primary contribution of this study is the integration of a Sonification Module for
algebraic-mathematical expressions into the IrisMath Web CAS system [21]. The module,
Math for Everybody (Math4e), produces output compatible with the LaTeX language.
Math4e allows for the representation and comprehension of equations through auditory
cues. This enables users to identify the structure of a mathematical expression and differenti-
ate the elements that make up each component, thus avoiding potential ambiguity. Notably,
this work eliminates the need for external tools and equipment, such as braille screens.

It is crucial to emphasize that our module’s usability has been extensively vali-
dated through anonymous tests in collaboration with visually impaired users from the
“Asociación de Invidentes Milton Vedado” Foundation in Quito, Ecuador. These tests
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have demonstrated that users comprehensively understand equation representation using
Math4e. They could grasp the various elements that make up the structure of a mathemati-
cal expression without relying on external resources.

The subsequent sections of this paper are structured as follows. In Section 2, we
provide an overview of the contributions made by related works. Section 3 delves into
the platform’s development, encompassing baseline criteria and technical aspects while
also elucidating the testing scenarios. Following that, Section 4 presents the findings and
ensuing discussions. Lastly, Section 5 encapsulates the principal conclusions drawn from
this study.

2. Related work

This section presents an overview of previous works on the sonification of mathemati-
cal expressions in CAS. These works primarily focus on developing auditory systems and
tools to assist individuals with visual disabilities in comprehending mathematical equa-
tions. They employ auditory resources that serve as descriptive guides to the components
of the equation. It should be noted that this study focuses on sonifying equations rather
than decomposing them. Similarly, subsequent projects, including this proposal, aim to
enhance the understanding of equation structure through sonification.

Table 1 provides an example of the representation of a mathematical expression using
various solutions proposed in the literature. The table also highlights certain details that
may hinder the listening comprehension of the mathematical expressions, as mentioned in
the observations column. Additionally, Table 2 summarizes different aspects of various
sonification platforms, including Math4e, which is presented in this study. Based on this
comparison, we can emphasize that our research introduces Math4e as a sonification mod-
ule capable of representing all elements of a mathematical expression through detailed
descriptions and a series of auditory cues. This approach ensures that the audio repre-
sentation is easily understandable for visually impaired users, eliminating any potential
ambiguity and providing clear and accurate descriptions that differentiate the different
components of a mathematical expression.

Table 1. Representations of mathematical expressions in diverse solutions as proposed in the literature.

Solution Expression Representation Observation

MathSpeak [22] 1√
3− 1√

3− 1√
3−5

“1 over open parentheses square root of
3 minus, 1 over open parentheses square
root of 3 minus 1 over open parentheses

square root of 3 minus 5, close parentheses,
close parentheses, close parentheses”.

Overload of
parenthesis

Prototype for the
Accessibility of
Mathematical

Expressions [23]

cos(x + 3) ∗ (x + 9) ∗ x(π+2x)
cosine “pause” x plus 3 “pause” multiplied

“pause” x plus 9 “pause” multiplied x
raised “pause” pi plus 2 x “pause”.

Excess of pauses

Math Genie [24] yi
3 = 3

√
125

“y sub 3 raised to the base i is equal to
beginning of the radical with radicand

3 base 125, end of the radical”.

Absence of
audio cues

Web Sonification
Sandbox System x + 2 Sequence of tones/sounds with

ascending ring.
Absence of

TTS description

LAMBDA [25],
L-MATH [26],

and CASVI [27]

√
x+9
x+5

Square root of x plus 9 over x plus 5 Possible Ambiguities
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Table 2. Comparison of sonification features between different solutions proposed in the literature
and Math4e, “✓” indicates that the software considers the feature in the first row of the table and “-”
indicates that it does not consider that feature.

Solution Synthesized
Voice

Tones/Sounds
Guidance Use of Delimiters Prosodic Cues

-MathSpeak ✓ - ✓ -
-Prototype for the Accessibility of Mathematical Ex-
pressions ✓ - - -

-Math Genie ✓ - ✓ -
-LAMBDA ✓ - - -
-L-Math ✓ - - -
-Web Sonification Sandbox - ✓ - -
-CASVI ✓ - ✓ -
-Math4e ✓ ✓ ✓ ✓

The MathSpeak solution, proposed in [22], utilizes Text-to-Speech (TTS) technology
to represent equations. MathSpeak first converts the equation into a markup language,
such as LaTeX, and then transforms it into a descriptive reading format. In sonification, a
synthesized voice is employed to describe the boundaries of the different components that
constitute the expression. This is achieved by using opening and closing parentheses for
each element. For instance, if the denominator of a fraction consists of multiple components,
an opening parenthesis is indicated, followed by a description of the argument. Finally,
the closing parenthesis is indicated. However, it is important to note that the exclusive
use of parentheses to represent compound expressions in MathSpeak can result in clutter
and confusion, particularly when multiple parentheses are involved. The repetitive nature
of the parentheses can make it challenging for users to fully comprehend the complete
mathematical expression.

The Prototype for the Accessibility of Mathematical Expressions project, presented
in [23], was developed at Universidad de Concepción de Chile. It introduces a web
application that extracts the HTML code from an image of a mathematical expression and
converts it into Content-MathML language. The expression is then transformed into a
tree structure, allowing for the identification of the different components that form the
expression. These components are represented in descriptive reading format and encoded
into HTML for accessibility with screen readers. In terms of sonification, the mathematical
equation is read linearly without the ability to control audio parameters such as playback
speed, volume, or tone. Additionally, the delimitation of specific elements within the
expression, such as, e.g., the beginning and end of a square root, is not provided. It
is important to note that [23] encounters difficulties when dealing with mathematical
expressions containing multiple parentheses. The sonification process does not properly
identify nested arguments and instead represents them as silences or pauses, which can
introduce ambiguities in understanding the expression.

In [24], the authors introduce Math Genie, a hearing equation browser that aims
to represent mathematical expressions using a synthesized voice. This solution reads
the elements of the expression one at a time, navigating within a hierarchical structure.
While Math Genie provides detailed descriptions of mathematical expressions, it lacks
hearing cues such as earcons or tones to guide the user through the different elements
of the expression. The Web Sonification Sandbox system [28] represents mathematical
expressions through graphs. Then, these graphs are mapped to determine different points
in two dimensions (x-axis and y-axis), which are used to generate audio. Thus, the higher
the point of the axis is, the sounds will be higher or lower (in pitch, not volume). Web
Sonification Sandbox’s weakness is represented by not being able to identify the structure
of an equation; it only gives sound to its resulting points.

Finally, Linear Access to Mathematics for Braille Device and Audio-synthesis
(LAMBDA) [25] and L-MATH [26] focus on providing a linear description of equations
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using a synthesized voice with the Text-to-Speech (TTS) method. Similarly, CASVI [27,29]
targets individuals with visual disabilities studying engineering and exact sciences. How-
ever, these solutions limit the sound process to a linear representation of the mathematical
expression through a synthesized voice, lacking any hints about the elements that compose
it. Unfortunately, there is limited technical information (programming languages, architec-
ture, UML diagrams, and others) about these platforms, which restricts the analysis of their
interaction with users (usability metrics).

3. Platform Development

In this section, we unveil the architecture of Math4e and expound upon key con-
siderations pertinent to its development. Additionally, we elucidate aspects about the
testing scenarios.

3.1. Baseline Criteria

Given the limitations observed in prior works, we identified a set of fundamental
criteria that establish a foundation for developing Math4e. These criteria are pivotal in
ensuring the proper functionality and effectiveness of Math4e. In the following, we offer
a comprehensive description of these criteria and elaborate on their contributions to the
overall functionality of Math4e in aiding visually impaired users in the interpretation and
understanding of mathematical expressions:

1. Hearing description of the components in a mathematical expression: Math4e is de-
signed to generate a detailed auditory description of the various components within an
expression. This includes operators, operands, variables, and functions. The generated
description is structured to provide insightful information about the interrelationships
among these components, enhancing the user’s comprehension.

2. Math4e reproduces characteristic tones that enable users to identify the limits of
mathematical operations, such as roots, fractions, and trigonometric functions. These
tones serve as reference points for the most common components of an equation,
indicating, e.g., the start and end of a mathematical expression and facilitating the
user’s navigation and orientation within it. These tones should not overlap or be too
long. Based on user experience, these tones do not exceed 0.3 s to enable users to
assimilate and understand the information effectively without feeling overwhelmed
or confused (more details are given in the Results section).

3. Clear and consistent pronunciation: The synthesized voice employed by Math4e is re-
quired to maintain clear and consistent pronunciation, ensuring precise and confident
differentiation among the various components of the mathematical expression. This
practice is essential for mitigating ambiguities and minimizing the risk of misunder-
standings, as emphasized by [30].

4. Appropriate volume: The audio cues produced by Math4e should maintain a balance,
avoiding excessive loudness or disturbance to preserve the user’s focus. Utilizing
moderate volume levels, especially high-frequency sounds, is crucial for alerting users.
This approach allows users to effectively associate these cues with distinct delimiters,
ensuring their noticeability in the reproduced audio, as highlighted in [31].

5. Timely processing: Math4e should efficiently process mathematical expressions with
minimal latency to deliver a seamless and uninterrupted user experience. This com-
mitment ensures that there are no substantial delays in reproducing the output.

6. Cognitive load considerations: Math4e carefully considers working memory con-
straints to maintain a manageable cognitive load. According to the Center for Statistics
and Evaluation of Education in Australia, the average person’s working memory typi-
cally retains around four pieces of information [20]. Consequently, Math4e is designed
to employ a maximum of four distinct auditory cues, each representing essential
categories of operations: fractions, roots and powers, parentheses, and trigonometric
functions. These categories encompass the most frequently encountered mathematical
expressions of moderate complexity. Recognizing that more intricate operators might
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exceed the user’s cognitive load and impede comprehension, as indicated in [20], the
platform allows for an increased number of operators for users who have acquired
advanced proficiency in its usage.

7. Keyboard shortcut invocation: Math4e should be activated through an event triggered
by a keyboard shortcut. This functionality offers users a convenient and efficient
method to initiate the sonification process, as highlighted in [32].

8. Testing period: An agreement has been signed between the PTT-21-02 Project from the
Escuela Politécnica Nacional and The Milton Vedado Blind Association for performing
the different tests carried out in several meetings with different types of users. The
anonymous tests started on 16 December 2022 and finished on 3 February 2023. All
surveys related to the perception aspects of the developed tool were carried out
verbally to provide comfort and security to end users The agreement is available
at the following link (in Spanish and translation to English): https://1drv.ms/b/s!
AsRqANguaUiwhcp_lcIgYg84BC4ZUA?e=0n0vGh (accessed on 1 February 2024).

3.2. Operation and Technical Aspects

Math4e commences with the extraction of the structure of a mathematical expression in
a markup language format such as LaTeX. This LaTeX format transforms into a descriptive
reading format, elucidating the composition of the mathematical expression. Following
this, the described sonification flow is implemented, where a synthesized voice audibly
articulates the content in the descriptive reading format. This narration is complemented
by a sequence of tones signifying the initiation and conclusion of operators and their
internal structures (when applicable), along with sound effects acting as auditory cues.
This workflow is depicted in Figure 2, outlining four distinct stages further described in
the following.

The process commences in Stage A, with the input of a mathematical expression in a
descriptive reading format that outlines its structure. This format aligns with the output of
any CAS, which typically generates content in LaTeX format, serving as the required input
for Math4e to initiate its process. To cater to diverse user preferences and hearing abilities,
three speed levels—namely slow, medium, and fast—are provided, ensuring flexibility
in accommodating varying levels of auditory comprehension. Including various speed
levels empowers the module to tailor its performance to individual users’ unique skills
and preferences. Research findings indicate that individuals blind from early life generally
prefer higher speed levels compared to those who acquire blindness in adulthood [33]. In
Section 4, we show the results of different tests with Math4e utilizing different speed levels
to ascertain the most effective setting for ensuring a comprehensive understanding of the
mathematical expression.

In this first version of our project, tailored for Latin American users, the auditory
elements are translated into Spanish. To distinctly delineate the boundaries of specific
structures defined by operators—namely (i) fractions, (ii) roots and powers, (iii) parentheses,
and (iv) trigonometric functions—the translated description is segmented into fragments,
each incorporating distinct auditory cues. Hence, in Stage B, the fragments undergo
classification based on their length (FrL), specifically categorized as short, medium, or large,
contingent on the number of characters they comprise. An incremental volume adjustment
(in Figure 2, it is represented as V = V + 15% or V = V + 30%), coupled with speed
configuration (in Figure 2, it is represented as S = S × 1.1 or S = S × 1.2), is applied to the
reference level used by the blind user, ensuring sustained attentiveness during the auditory
output. Volume and playback speed increases were established through various tests, as
detailed later in Section 3.3. Thus, Stage B prevents extended fragments from generating
monotonous audio, which could impede information retention in the memory of blind users.
Subsequently, the text-to-speech (TTS) tool is employed, accompanied by the incorporation
of a fade-out audio feature as a subtle cue denoting the conclusion of each fragment. The
reference speeds and lengths of the text fragments, defining the corresponding adjustments
in speed and volume during audio reproduction, were empirically established through a

https://1drv.ms/b/s!AsRqANguaUiwhcp_lcIgYg84BC4ZUA?e=0n0vGh
https://1drv.ms/b/s!AsRqANguaUiwhcp_lcIgYg84BC4ZUA?e=0n0vGh
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comprehensive analysis of diverse mathematical expressions. Additional details on this
process are elaborated in Section 4.

Text String in 
Linear Reading

Base Speed 
Rate

Read the playback 
speed rate

Translate text 
string to Spanish

Start

Separate text string 
into fragments

30 ≤ FrL < 50

V = 1.15 × V S = 1.1 × S

FrL < 50

V = 1.30 × V S = 1.2 × S
Record 

Fragment

Fade-out effect 
insertion

Concatenate audio 
fragments

Does the fragment 
contain a fraction?

Does the fragment contain 
power or roots?

Does the fragment 
contain parenthesis?

Does the fragment contain 
trigonometric functions?

Add audio track (cue) 
for fractions

Add audio track (cue) 
for powers or roots

Add audio track (cue) 
for parenthesis

Add audio track (cue) 
for trigonometric 

functions

Save final audio
Reproduce 

audio
Finish

YES

NO

YES

NO

NO

YES

NO

YES

NO

YES

NO

YES

Stage A

Stage B

Stage C

Stage D

Figure 2. Sonification workflow of Math4e.

During Stage C, each audio fragment is seamlessly concatenated with the preceding
one, and a corresponding auditory cue is incorporated based on the delimiter operator as-
sociated with the fragment. In the concluding Stage D, after the integration of all fragments,
the consolidated audio is saved and dispatched for playback on the user’s end.

Regarding these last stages, it is important to indicate that enhancing audio comprehen-
sion, particularly for expressions with fractions, necessitates a modification in the structure
of the expression. For a better understanding, Figure 3 illustrates this process, commencing
with the LaTeX output format from the Client-side CAS. The original LaTeX output employs
the tag “\over” to represent a fraction (“{numerator} \over {denominator}”). However,
this presents limitations when processed with Mathlive, the subsequent step in the sonifica-
tion process. Specifically, this tag lacks clear delimitation for the fraction’s beginning and
end. To address this challenge, we employ regular expressions and search patterns [34].
Furthermore, the structure “\over” is substituted with the “\frac” label, facilitating Math-
live in recognizing the numerator and denominator arguments within the fraction, i.e.,
\frac {numerator}{denominator}. This replacement guarantees precise interpretation
and description of the fractions by the developed module in the mathematical expressions.



Technologies 2024, 12, 133 8 of 15

{\sqrt{x+6}}\over{5}
Structuring 
component

\frac{\sqrt{x+6}}{5}

Mathlive

“The fraction of square root of x 
plus six, end of square root over 
five, end of the fraction.”

Translation
“La fracción de la raíz cuadrada de
x más seis, fin de la raíz cuadrada,
sobre cinco, fin de la fracción.”

Client Side

Server Side

Figure 3. LaTex structuring and processing to generate a descriptive reading format.

Subsequently, the Mathlive library transforms the LaTeX format into a text string using
a descriptive reading format. As illustrated in Figure 3, the modification of the LaTeX
structure, representing a fraction with a square root in the numerator and a number in
the denominator, involves the transition from the “\over” tag to the “\frac” tag. The
Mathlive library generates the expression description in the descriptive reading format, a
step processed by Math4e on the server side. However, since the conversion to a descriptive
reading format produces a text string in English, Math4e translates the string into Spanish
using the Googletrans Library. Before initiating the translation process into Spanish, specific
adjustments are applied to the text string to facilitate accurate translation. After conducting
several tests, it was determined this process takes only 3 s, ensuring precise translations and
minimizing delays while delivering fully descriptive audio for mathematical expressions.
The audio reproduction occurs on the client side in the front end, whereas the processing is
conducted by Math4e on the server side. In this case, communication occurs through an
HTTP POST request, with the text string in a descriptive reading format.

Notably, the mathematical operators employed as delimiters for the fragments may
encompass one or more elements within them. These elements encompass fractions, roots,
parentheses, and trigonometric functions. Figure 4 visually demonstrates this concept,
showcasing text string separations at the fraction and root’s commencement and conclu-
sion. This strategic separation facilitates accurate recognition of the arguments within
these operators.

𝑥 =
−𝑏 ± 𝑏2 − 4𝑎𝑐

2𝑎

'x' equals the fraction of minus 'B' plus minus the square root of 'B' 
squared minus 4 'AC'. End of square root, over 2 'A'. End of fraction.’

'x' equals the fraction

of minus 'B' plus minus the square root

of 'B' squared minus 4 'AC'. End of square root

over 2 'A'. End of fraction

Figure 4. Transformation of a math expression description into fragments.

Upon generation of all fragments, each text fragment undergoes recording with a
synthesized voice and is accompanied by a fade-out effect, signaling the conclusion of the
fragment. Subsequently, the recorded fragments are combined with the corresponding
tone, serving as an auditory cue to identify the mathematical operator acting as a delimiter.
Ultimately, all the recorded fragments are amalgamated into a unified audio file, then
dispatched to the client’s front end for playback. To mitigate potential disorientation when
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the user reproduces the output at the system interface, it is crucial to guarantee that the
audio sequences do not overlap.

Considering that the processing within the CAS system occurs locally on the server
side, we opted to utilize the pyttsx3 library. While the synthesized voice from this library
may not match the naturalness of other libraries, its performance does not notably impact
our proposed system. Importantly, it avoids the high latency often associated with online
libraries, making it a suitable choice for efficient processing.

Throughout the development of Math4e, a range of libraries and resources were
harnessed to facilitate audio output generation for representing mathematical expressions.
A detailed overview of the libraries employed in the project is provided in Table 3.

Table 3. Code libraries used in Math4e.

Resource Description

Mathlive Open-source JavaScript code library facilitates mathematical expression processing in LaTeX format. It
includes functionality for transforming this data structure into a detailed description in a descriptive
reading format.

Googletrans Open-source Python library enabling the implementation of the Google Translator API for translating
text strings from one language to another.

Regular Expression
(re)

Python library designed for handling regular expressions (regex) and searching for matching patterns
in text strings using them.

Operating system (os) Python module for applying functionalities dependent on the operating system within the code logic.
Time Python module enabling the implementation of time-related functions, such as applying pauses or

breaks in executing code.
Pydub Open-source Python library designed for handling and manipulating audio files.
Tones Open-source Python library enabling the generation of tones and the manipulation of their

various parameters.
pytts3 Open-source Python library facilitating the generation of Text-to-Speech (TTS) elements.

3.3. Alpha and Beta Testing Scenarios

This section presents the tests carried out to evaluate and verify the correct functioning
of Math4e.

A dedicated computer laboratory was set up at the Escuela Politécnica Nacional in
Ecuador to conduct the tests and serve as a controlled testing environment. The physical
space was carefully managed, featuring closed blinds and artificial lighting to maintain low
and consistent light levels, thereby preventing discomfort for visually impaired individuals
sensitive to light. The laboratory was equipped with twelve computers, each with screens
configured to a low brightness level and keyboards compatible with Spanish (ES), Latin
American Spanish (LAA), and US English (EN) layouts. Access to the system was granted
to voluntary participants, and the tests were carried out anonymously.

Two test scenarios were arranged (after a period of recruitment from 3 January 2023 to
14 January 2023):

• The first scenario (Alpha Test) involved seven sighted volunteers who were blind-
folded during the test, creating a controlled environment with minimal light levels.
The screens were set to a minimum brightness level (and the volunteer’s actions were
monitored, such as reviewing if they were trying to force their view or turning off the
screens randomly to see if they were only being guided by audio). This scenario will
enable the definition of crucial values, such as those in Table 4, before conducting tests
with blind individuals, corresponding to the second scenario.

• In the second scenario (Beta test), five visually impaired individuals with varying
levels of blindness participated and used the developed Math4e module. These
individuals were contacted through the “Asociación de Invidentes Milton Vedado”
foundation in Quito, Ecuador. The research protocol for the Math4e experiments was
submitted and approved by the foundation’s representatives through a cooperation
agreement and a code of ethics signed by both parties (Refer to footnote).
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In assistive technology, it is a well-established principle that sighted individuals
should not be the sole evaluators of systems crafted for users with visual impairments [35].
Consequently, the first scenario is an Alpha Test featuring simulated blind users. This
test serves the crucial purpose of establishing a baseline for minimum usability, enabling
identifying and resolving potential issues with the tool. Following completion of the first
scenario and resolving any deficiencies, the second scenario involving real blind users
embodies the Beta Testing phase. During this stage, satisfaction levels and usability were
systematically measured to validate the accurate functioning of the module.

The testing period lasted two months and included training and adaptation to the tool.
During the Alpha Test, the participating users analyzed various parameters related to audio
recording speed, reference volume, length of fragments, and tones. This preliminary stage
allowed for the establishment of appropriate initial parameters for the tool’s operation.
Based on this analysis, the audio tones for each type of component are determined after an
initial set of tests: they must be tones that are sufficiently differentiated from each other,
tones that are gentle to the human auditory perception, and tones that do not obscure
the numerical focus of the end user. Furthermore, it was determined that high-frequency
tones of short duration (not exceeding 0.3 s) were suitable as hearing cues for the different
operators. Additionally, it was found that increasing the audio volume by 15% and 30%,
and the speed by ×1.1 and ×1.2 for different fragments enables the understanding of
larger fragments without losing the expression’s context. The number of characters in
each fragment was considered to define the auditory characteristics of each fragment.
Concretely, in this study, short fragments have fewer than 30 characters, medium fragments
have no more than 50 characters, and long fragments have more than 50 characters. Table 4
summarizes each fragment type’s playback speed and volume increase.

Table 4. Fragment parameters based on their length.

Characters Length <30 ≥30 and <50 ≥50

Type Short Medium Large
Playback Speed ×1 ×1.1 ×1.2
Volume Increase 0 0.15 0.3

The Beta tests adhered to well-established methodologies, incorporating ISO/IEC/IEEE
29119 [36] for the test environment’s design, configuration, and deployment. Additionally,
the International Software Testing Qualifications Board (ISTQB) [37] was employed to
delineate the actors, terms, and processes involved, while the Software Engineering Body
of Knowledge (SWEBOK) [38] guided the definition of requirements, acceptance criteria,
resources, and the time necessary for the successful execution of tests.

For the usability and complexity perception assessments, we used the Self-Assessment
Manikin (SAM) methodology [39]. The test protocol for Math4e mirrored the one utilized
in [27]. In both scenarios, verbal surveys were conducted separately to assess users’ (alpha
or beta) comprehension of the proposed equations and their satisfaction level using the
SAM scale, following a detailed protocol: (i) Each equation was reproduced using Math4e;
(ii) Users were provided with at least two choices for the equation they heard; (iii) Users
selected their preferred option; (iv) If needed, the audio was replayed. This comprehensive
approach ensured a rigorous and systematic evaluation process for Math4e. The ensuing
section presents the outcomes derived from the tests that were conducted.

4. Results and Discussion

The anonymous test participants comprised individuals aged between 18 and 59,
exhibiting diverse levels of visual impairment ranging from 80% to 100%. One individual
was blind from birth. All participants understood intermediate-level mathematical expres-
sions, encompassing trigonometric functions, polynomials, and equations of the first and
second degrees.
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A diverse set of mathematical expressions was employed in the tests to ensure a
comprehensive evaluation of the system’s performance. The selection encompassed both
expressions, designed to verify an accurate understanding of their representation and those
with similar auditory patterns to assess the system’s capability for correct differentiation.
As a manifestation of potential ambiguity in linear readings, the four mathematical expres-
sions presented in Table 5 were specifically used. Access to the audio recordings of these
mathematical expressions, generated by Math4e, is available through the following link:
https://1drv.ms/f/s!AsRqANguaUiwhcNOwA8kOZqsHYMEbQ?e=5deBDB (accessed on
1 February 2024).

Table 5. Comparison of linear reading vs. Math4e reading.

Expression Linear Reading Math4e Reading

√
x2 + 2x − 3

square root of x squared plus
two x minus three

square root (tone insertion) of x squared plus two x minus three, end of
square root (tone insertion)

√
x2 + 2x − 3

square root of x squared plus
two x minus three

square root (tone insertion) of x squared plus two x, end of square root
(tone insertion), minus three

x =
√

19i+3
2

x equals the square root of
nineteen i plus three over two

x equals the fraction (tone insertion) of the square root (tone insertion) of
nineteen, end of square root (tone insertion), i plus three over two, end of

fraction (tone insertion)

x =
√

19i + 3
2

x equals the square root of
nineteen i plus three over two

x equals the square root (tone insertion) of nineteen, end of square root
(tone insertion), i plus three over two, end of fraction (tone insertion)

The tests revealed that users encountering linear audio, lacking volume adjustments or
audio cues, as seen in applications such as [24–26], experience difficulties in comprehend-
ing mathematical expressions. In contrast, the audio generated by Math4e significantly
enhanced expression understanding, particularly in structure. Users successfully identified
the commencement and conclusion of square roots and the numerators and denominators
in fractions. Table 6 illustrates the average number of attempts users needed to fully grasp
mathematical expressions when using Math4e. Notably, the Beta group required a maxi-
mum of two attempts. All these achievements, added with the satisfaction demonstrated by
“alpha” users before, during, and after the audio tests (gathered through verbal surveys),
provide compelling evidence that Math4e is an inclusive application for all users.

Table 6. Mean number of attempts to completely understand a mathematical expression with Math4e.

Expression Mean Attempts Mean Attempts
(Alpha Group) (Beta Group)

√
x2 + 2x − 3 1 1√
x2 + 2x − 3 1 1

x =
√

19i+3
2

2 2
x =

√
19i + 3

2 1 2

In comparison to the MathSpeak [22] and Prototype for the Accessibility of Mathemat-
ical Expressions [23] projects, Math4e stands out with substantial enhancements. It replaces
the conventional use of parentheses and pauses as expression delimiters with detailed
descriptions that precisely indicate the initiation and conclusion of various elements within
a mathematical expression. Additionally, unlike the LAMBDA [25], L-MATH [26], and Math
Genie [24] systems, our module integrates hearing cues alongside synthesized voice descrip-
tions, effectively eliminating ambiguity in the comprehension of mathematical expressions.

The evaluation of the average time required to obtain a representation of a mathemati-
cal expression was conducted at three different audio reproduction speeds generated by
Math4e. Table 7 presents the results. As indicated in the table, an increase in speed results
in a reduction in reproduction time. This is because shorter and faster audio representations
are generally easier to process. In the results presented in Table 7, it is noteworthy that

https://1drv.ms/f/s!AsRqANguaUiwhcNOwA8kOZqsHYMEbQ?e=5deBDB
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there was a negligible difference of 0.19 s between the execution times of sighted users
(Alpha group) and blind users (Beta group).

Table 7. Average time (in seconds) required for understanding a mathematical expression.

Parameter Alpha Group Beta Group

Reproduction at slow speed 4.25 4.40
Reproduction at medium speed 4.15 4.35

Reproduction at fast speed 4.00 4.20

Average 4.13 4.32

The SAM model facilitated the establishment of a numerical scale for assessing users’
satisfaction, emotion, and dominance levels while interacting with Math4e. Affective
responses were considered, encompassing factors such as speed, tone, volume, and intel-
ligibility of the audio generated from inputting algebraic expressions. Users’ emotions
concerning the platform were gauged in pleasure, arousal, and dominance, utilizing a
9-point scale, where 1 represented the lowest rating and 9 denoted the highest. Evaluation
criteria encompassed the level of interaction with Math4e, the playback of results obtained,
and the comprehension of mathematical expressions at slow, medium, and fast audio
reproduction speeds. These results are detailed in Table 8, along with the mean ratings
for each category and the percentage values relative to the maximum rating of 9 (i.e., the
normalized mean expressed as percentage). From these findings, it is noteworthy that
individuals blind from birth exhibited greater acceptance and preference for fast audio re-
production. In contrast, those who acquired blindness preferred medium and slow speeds.
The results showcase a 90.56% satisfaction rate for pleasure, 90.78% for arousal, and 91.56%
for dominance, indicating a promising level of acceptance among users regarding the ease
of use and understanding of the representation of mathematical expressions. In summary,
the results point to high user satisfaction with our proposed module.

Table 8. Evaluation of the user’s perception regarding the operation of Math4e in a 9-point scale for a
population size of 12 participants.

Parameter Pleasure Arousal Dominance

Interaction with Math4e 8.00 8.20 8.00
Audio result 7.00 7.50 7.70

Comprehension of the expression at slow speed reproduction 7.50 8.00 8.50
Comprehension of the expression at medium speed reproduction 8.00 8.00 8.50

Comprehension of the expression at fast speed reproduction 8.50 8.00 8.25

Mean in a 9-point scale 8.15 8.17 8.24
Normalized Mean (%) 90.56 90.78 91.56

5. Conclusions

The absence of inclusive interfaces and tools in the development of mathematical
software has considerably impeded the capacity of blind individuals to comprehend and
manipulate mathematical expressions. This issue is closely associated with a low enrollment
rate of visually impaired individuals in university education, particularly in courses related
to mathematical sciences, such as engineering. To overcome these challenges, we have
developed Math4e, a sonification module employing synthesized voices, auditory cues,
and operator delimiters to provide detailed and assisted descriptions of mathematical ex-
pressions within a CAS environment. Our module demonstrates substantial enhancements
compared to earlier projects reliant on linear reading. Furthermore, it has been designed to
operate independently without needing external hardware, such as braille outputs. This
feature is particularly crucial in developing countries like Ecuador. In contrast to prior ap-
proaches employing parentheses or pauses to delineate expression boundaries, our solution
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effectively addresses this issue by adjusting playback volume and integrating audio cues.
This proves particularly beneficial for lengthy and intricate mathematical expressions.

The conducted tests, encompassing two distinct scenarios and participants with vari-
ous forms of blindness (acquired and congenital), have provided crucial insights for devel-
oping an effective sonification module. By identifying optimal elements and configurations
for audio representation, we strive to make mathematical expressions comprehensible and
interpretable, avoiding unnecessary information overload that might impede user concen-
tration. Regarding the evaluation of user satisfaction, following the SAM methodology, the
tests reveal a promising level of user acceptance, signifying not only the module’s user-
friendly nature but also the satisfaction derived from understanding the representation of
the mathematical expressions it offers.

While this proposal enhances the understanding of an equation, it currently focuses
solely on reproducing it. There is considerable interest in decomposing the equation into
its constituent elements and navigating between them. Therefore, this will be our primary
focus for future work. Next, we envision integrating machine learning techniques into
Math4e to facilitate automatic adaptation to the unique preferences of individual blind users.
This adaptation might encompass personalized adjustments to playback speed and volume
levels, and the incorporation of specific tones as auditory cues, among other customizable
parameters. Furthermore, we are committed to exploring innovative approaches to improve
table accessibility for visually impaired users by augmenting Math4e with spatial audio
cues, complementing the auditory cues proposed in this study.
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