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Abstract: The efficient operation and intelligent upgrading of public transportation can effectively
enhance the attractiveness of conventional public transportation. In order to improve the delicacy
management level of bus operations, this study designed a new dynamic optimization model for
single-line bus operations with the dual optimization objectives of the lowest passenger travel cost
and lowest operation cost, using a combination of the strategy of stop-skipping control and local
route optimization. Simulated annealing (SA) was introduced into the genetic algorithm (GA) to
design a hybrid heuristic algorithm for model solving. The effectiveness of the optimization model
and the hybrid algorithm were verified and evaluated by using the No. 115 bus line in Ganzhou City
as an example. The results showed that the proposed optimization model had a good usability, which
can effectively improve the average vehicle speed, shorten the overall waiting time of passengers, and
enhance the operational efficiency of the line. The hybrid algorithm saw significant improvement in
terms of the iteration speed and the quality of the optimal solution compared with the conventional
genetic algorithm.

Keywords: bus scheduling; dynamic optimization; stop-skipping; path optimization; hybrid
heuristic algorithm

1. Introduction

The priority development of public transportation as an important way to alleviate
urban traffic congestion has long been a consensus, however, with the continuous devel-
opment of the transportation industry, the complexity of the urban road traffic operating
environment is not what it used to be, so traditional macro-regulation methods have not
been able to solve the existing urban road space–time resource supply and demand con-
tradiction. The current methods for public transportation scheduling can be divided into
static scheduling and dynamic scheduling. Static scheduling refers to the layout planning
and scheduling program of bus routes based on the historical passenger flows of routes,
the capacity resources of bus-operating companies, etc., and its execution time is usually
annual, quarterly, monthly, etc. [1]. Vehicle departure intervals, via paths and stops, strictly
adhere to a pre-established plan and do not consider temporary passenger flow changes
or road traffic information changes [2]. Dynamic scheduling is the adjustment of static
scheduling during actual operation. It uses a new generation of information technologies,
such as vehicle networking and big data, to obtain the real-time situation of passenger flow,
road network conditions, and control information and make targeted adjustments to the
pre-established scheduling plan. Dynamic scheduling is an important supplement to the
traditional static scheduling methods, and when used properly, can effectively improve the
level of bus intelligence and service level, so that passengers enjoy a more convenient bus
travel experience. Common dynamic scheduling methods include the intelligent optimiza-
tion of departure time, real-time operation control, and multi-mode combined operation,
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etc. [3]. Among them, the real-time operation control strategy is an important method
for improving the efficiency of vehicle operations and turnover efficiency, which can be
divided into the two categories of inter-station control and station control according to the
different scope of the influence of the method of implementation.

Inter-station control strategies refer to the regulation of the driving process of buses
in the zones between stations [4], including interval speed induction, signal priority, etc.
Daganzo and Pilachowski analyzed the mode of action and the improvement effect of
traditional control methods on the phenomenon of bus crosstown, and proposed a control
scheme that can adaptively improve the cruising speed of this vehicle according to its front
and rear speeds, which can automatically compensate for the driver’s driving behavior
and the effects of traffic delays on the route and has low data requirements [5]. Teng
and Jin proposed a bus speed induction method based on a dynamic headway deviation
threshold by analyzing vehicle GPS data, which can suppress the increasing trend of
headway deviation and improve the reliability of line operations [6]. They proposed a
control strategy with two-layer control coefficients, which takes the nonlinear characteristics
of the boarding process into consideration and establishes a combined regulation scheme
for speed induction in the bus zoning section [7]. Estrada et al. theoretically calculated the
high and low impacts of individual disturbances and changes in operating status on the
stability of the whole bus line, determining the optimal speed control in signalized sections
after comparing the optimization effects of multiple strategies [8]. Yang et al. proposed a
BRT-applicable rapid pre-detection signal prioritization strategy in order to address the
shortcomings of the traditional transit signal priority, and the four simulation scenarios
from their experimental results showed that the pre-detection signal prioritization approach
with intersection coordination had the best utility, reducing 67.4% of intersection delays and
more than 40% of transit delays, with the intersection congestion time for private vehicles
being similarly reduced [9]. Similar to the idea of Coordinated Transit Priority proposed by
Ma et al. [10], Anderson et al. proposed the concept of Conditional Signal Priority (CSP)
and optimized it using a Brownian-Motion-based mathematical model, which not only
improves the reliability of transit, but also reduces the number of priority requests by more
than 50% compared to normal signal priority [11].

Inter-station control has excellent results, which can effectively improve the stability
of line vehicles, enhance the uniformity of headway spacing, and improve traditional bus
crosstown and delay problems. However, the realization of this type of control method is
highly dependent on the vehicle–road–dispatch center, real-time communication technol-
ogy, and automatic driving technology. Although the current research has achieved rich
results, there is still a certain distance to its practical application. In addition, some scholars
believe that its safety also needs more research and verification [12].

Station control strategies are used in the process of controlling vehicles at certain
stations on a route, including both the bus-holding strategy and stop-skipping strategy.
The bus-holding strategy refers to the control of a bus to increase its dwell time at a
stop in order to maintain distance from the vehicle in front of it or for other reasons [13].
The stop-skipping strategy refers to the control of a bus that skips directly over a stop
without stopping [14]. Delgado et al. developed a plan update model for transit corridor
operations using a vehicle that includes a limit on the number of boarding passengers
with a hold-up strategy, reducing the total operating costs by more than 22% compared
to a blank group [15,16]. Building on this framework, the team further proposed an
HBLRT control method that considers a more balanced vehicle load factor [17]. Compared
with the preceding studies, this method can reduce the expected waiting time by 6.3%
and provide passengers with better ride comfort, with the computation time also being
shortened. Xuan et al. proposed a series of vehicle arrival delay difference dynamic control
strategies based on virtual schedules to address the problem of the general station-keeping
strategy that schedule slack tends to cause vehicle speed reduction, which greatly reduces
the delay rate of the vehicle. Their method can reduce the slack time by 40% more than
the conventional schedule-based method [18]. Bartholdi and Eisenstein also abandoned
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the concept of a bus schedule and carried out the automatic equalization of line vehicles
through two control parameters, which can still maintain its improvement effect in the
face of large traffic disturbances. The method was successfully verified on a bus line
in Atlanta [19]. Zheng studied the application prospect and realization path of vehicle–
vehicle communication technology in the field of public transportation and established a
vehicle over-stop scheduling model with multiple objectives such as passenger waiting
time, additional waiting time, stopping time, and bus operation cost, ultimately proving
that the model can reduce passenger travel delays and company operation costs through
simulation on a bus line in Beijing [20]. In order to reduce the impact of station-crossing on
passengers’ future trips, Gkiotsalitis developed a rolling horizon station-crossing model
and a policy generation mechanism, which can solve a small-scale scheduling problems
to the global optimum [21]. Chen et al. proposed a real-time bus combination control
method based on station-keeping fuzzy controllers, which optimizes the parameters of
the affiliation function through the genetic principle, effectively improves the headway
of the line, and reduces the waiting time of passengers [22]. There are also some studies
that have made some contributions to the innovation of solving mature models, and so
on [23–26]. The station control method is relatively easy to realize, and can quickly restore
the normal operation of a line to improve the efficiency of vehicle operation. However,
when carrying out station control, it is necessary to carefully and comprehensively consider
the conditions for the implementation of the control to avoid causing excessive negative
impacts and psychological discomfort on passengers.

Conventional buses need to run with fixed bus stops and a driving path, and this
path is generally not due to passenger flow, time, weather, and other external factors and
changes. However, the implementation of local and limited dynamic adjustment and the
restoration of buses’ running paths according to the actual situation of bus operation can
also improve the operational efficiency of buses, which has been verified in the operational
scenarios of demand-responsive buses. Although there are obvious differences between
demand-responsive buses and conventional buses, it is undoubtedly theoretically feasible
to optimize conventional routes with local and limited dynamic adjustments by referring
to the idea of demand-responsive bus route generation and optimization.

For the evaluation of the operating conditions and optimization recommendations for
conventional bus routes, Foletta et al. provided a solution for the design of bus networks in
commercial urban areas, which is able to provide a regional perspective on route regenera-
tion and route service frequency adjustment recommendations while evaluating the levels
of existing routes, where the number of buses and amount of growth in passenger demand
are the key influencing factors on network regeneration [27]. The equilibrium process
and computational framework between service-level-related and cost-related influences
in a transit system were analyzed from the VRP problem, and a dual-objective model for
solving the transit problem was also provided by Joaquín et al. [28] Fan and Machemehl
added the concept of “spatial equity” to the process of transit network evaluation and
redesign, and found a balance between the number of passenger transfers and the opera-
tional benefits through the PTNRP-AEI bi-level optimization model [29]. Similar concepts
were also mentioned in the study of Muhammad et al. [30], which mainly examined the
rationality of urban bus stops and network settings from the perspective of passengers
and designed an efficient genetic algorithm to obtain a high-quality solution. Wang et al.
carried out an in-depth excavation of passengers’ OD information with archived ADCS
data in Beijing and inferred the travel chain based on the characteristics of the individual
travel patterns and the geographic proximity of the bus lines. Their results can be used to
infer travel chains based on the individual travel pattern characteristics and the geographic
proximity relationships between bus lines, and also provide reference suggestions for
the evaluation of bus routes [31]. In addition, other influencing factors and assessment
methods, including service gravity level [32], path demand potential [33], passenger travel
time window constraints [34], and heterogeneous travel demand [35], have also received
attention and research from scholars. Research on route generation and path optimiza-
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tion for bus routes is a hot issue in this field. Lin and Wong defined and investigated a
multi-objective programming approach for feeder bus route determination, where the input
values of the model do not need to be exact, but can be replaced by a fuzzy range, which
facilitates the planners of customized bus routes to formulate operations and alternatives
in an efficient and systematic way [36]. Lyu et al. proposed a model called CB -Planner, a
customized bus-route-planning framework and heuristic solution that co-optimizes ride
locations, route alignments, departure moments, and passenger choice probabilities, sav-
ing significant operational costs by moderately increasing travel time [37]. Huang et al.
developed a hierarchical two-stage dynamic and static customized bus network service
optimization model based on the fundamentals of the branch-and-bound method, and
developed an approximate accurate solution algorithm to optimize the passenger service
level of the original customized bus routes [38]. Ma et al. used the Bertsimas–Sim robust
optimization theory to transform a model containing unknown parameters to solve a
customized bus route planning problem containing multiple yards and stations, saving
42.11% of computation time compared with the general genetic algorithm [39]. Shen et al.
decomposed the customized bus route design into a vehicle route problem with a time
window and a passenger–vehicle bilateral matching problem, designing an H-R bilateral
matching algorithm to solve the problem that achieved a passenger service rate of 88.5% in
a real example in Tianjin [40]. The method also had a good performance in the problem
scenario of Dunbar et al. [41]. Qiu established a three-layer logit model of passenger travel
mode choice for the product characteristics and operation modes of customized buses,
used the improved DBSCAN algorithm to complete the demand clustering, and finally
established a path optimization model for customized buses that includes random user
equilibrium and a time window [42].

In summary, scholars have achieved rich results in the field of bus operation optimiza-
tion and formed a relatively perfect theoretical system. However, the existing research still
has room for further optimization in the following aspects:

(1) Some scholars simply used one of the strategies of bus-holding, stop-skipping, or
signal control to avoid bus crosstown or late buses, which is for the control of two
adjacent buses, without considering that changes in the status of adjacent buses
will have an impact on the overall operation of the bus line, so the final scheduling
program has a large optimization space.

(2) Research on the real-time dynamic adjustment of bus running routes is limited to
demand-responsive buses, and has not been applied to the operation optimization of
conventional buses. There is a lack of research on the possible impacts of the localized
and limited dynamic adjustment optimization of conventional bus running routes,
which is not conducive to releasing the full potential of the bus system or improving
the refinement level of bus operations.

Based on the existing research, this study aims to comprehensively quantify and
analyze the operation process based on urban traffic multi-source data for single-line
buses, determine feasible vehicle operation control strategies, and establish a dynamic
synergistic optimization model based on a combined strategy to optimize and improve
bus operation and intelligent regulation and explore feasible evolutionary algorithms and
solution schemes. The main research contents of this paper are as follows:

(1) From the perspective of overall system optimization, a dynamic control strategy for
public transportation is proposed by combining bus-skipping control and operation
path optimization.

(2) With the dual optimization objectives of minimizing bus operation costs and minimiz-
ing passenger travel costs, the optimization objectives and constraints are clarified
and a dynamic optimization model for single-line bus operations is established.

(3) A hybrid heuristic algorithm based on simulated annealing principles and the genetic
algorithm is designed for the model characteristics, based on which, a two-stage
optimization model-solving scheme is proposed.
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2. Dynamic Optimization Strategies for Public Transportation Operations
2.1. Research Scenario Definition

The research scenario is a unidirectional bus line with several bus stops. During the
operating time of the line, each bus runs unidirectionally from the first stop to the last stop,
and it is not allowed to make a U-turn or overtake the vehicle in front of it during the
traveling process. The implementation process of the dynamic optimal scheduling method
of bus operation can be described as follows: firstly, the passenger flow during the whole
day is obtained according to historical data or model prediction, and this information and
traffic data such as the road conditions and the initial scheduling scheme are input into
the dynamic optimization model of vehicle operation to generate the initial station pool;
subsequently, the judgment and generation of the scheduling station pool and feasible
paths are carried out. Finally, the optimal operation scheme for public transportation
is output.

2.2. Stop-Skipping Strategy

Skipping a stop means that passengers disembarking at the stop must spend more time
waiting for the next bus or choose to disembark at a nearby stop, making the passengers’
traveling experience decline. Therefore, the use of the stop-skipping strategy must fully
consider the actual level of passenger demand and the distribution characteristics of the
line. To improve the overall operational efficiency of the line, a reasonable start threshold
should be set as far as possible to reduce the negative impact of bus skipping on the
passenger experience.

Suppose that, at some point in time, a bus on the route is about to arrive at bus stop j,
where the adjacent previous bus stop is j − 1 and the next stop is j + 1. Taking the interval
between stop j and j + 1 as an example, as shown in Figure 1, the bus operation process
can be described as follows: at the very first moment, bus i starts traveling with uniform
acceleration from stop j, and the speed reaches the highest speed vmax of the interval
operation and is then maintained; when near stop j + 1, bus i enters into the process of
uniform deceleration until its speed is reduced to 0, and stays at stop j + 1.
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Figure 2 shows the process of a bus traveling continuously between two or more bus
stops. Point p is the location where bus i has the greatest speed vmax and is about to enter
the deceleration process as it travels from stop j to j + 1. Similarly, point q is the location
where bus i has just completed the acceleration process, and speed vmax is reached.

When the stop-skipping strategy is not adopted, the operation process between p
and q can be divided into three phases: deceleration to stop, passengers embarking or
disembarking, and accelerating to normal speed. The total running time Ti,j

s1 consists of

deceleration time Ti,j
a , embark/disembark time Ti,j

k , and acceleration time Ti,j
b : Ti,j

s1 = Ti,j
a +

Ti,j
k + Ti,j

b . The additional cost of bus operations can be described as Ci,j
s1 = α

(
Ti,j

a + Ti,j
b

)
+

βTi,j
k , where α is the control variable of the bus deceleration and acceleration costs and β is

the control variable for the cost of the bus-stopping operation time at stop j.
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When adopting the stop-skipping strategy, i.e., bus i travels from point p at a constant
speed vmax until it passes point q, the total running time Ti,j

s2 = Ti,j
p + Ti,j

q =
sp+sq

v . The
additional cost of bus operations and the cost of the stopping time at stop j is 0. However,
stop-skipping will lead to passengers waiting at stop j not being able to get on the bus
and passengers on bus i not being able to disembark at stop j, so it is considered that there
needs to be stop-skipping penalty cost, which can be described as Ci,j

s2 = γN j
d + δN j

u, where

γ and δ are the control variables of passenger loss costs and N j
d and N j

u are the numbers of
passengers needing to embark/disembark.

In summary, the combined bus stop-skipping strategy in this study can be described
as follows:

Ci,j
sd =

{
Ci,j

s1, N j
d ≥ N j

dmax
min

[
Ci,j

s1, Ci,j
s2

]
, 0 ≤ N j

d < N j
dmax

(1)

Ci,j
su =

{
Ci,j

s1, N j
u ≥ N j

umax

min
[
Ci,j

s1, Ci,j
s2

]
, 0 ≤ N j

u < N j
umax

(2)

Ci,j
s = max

[
Ci,j

sd, Ci,j
su

]
(3)

In the above equation, N j
dmax and N j

umax are the thresholds for the activation of em-
barking and disembarking for stop-skipping control. When the number of passengers
waiting to ride the bus or the number of passengers disembarking the bus exceeds this
threshold, the over-stop control is invalid, otherwise, the cost calculation and a comparison
of different strategies will be carried out to select the best strategy.

2.3. Path Optimization Strategy

In order to ensure driving safety and improve operational efficiency, conventional
public transportation vehicles have a fixed path and station. However, in the case of
the local stop-skipping control of bus routes, a reasonable limited path adjustment and
optimization strategy can be taken in order to avoid road congestion or other reasons for
operational delays. When it is feasible to adopt the stop-skipping strategy at stop j and
real-time traffic information shows that short-term congestion will occur nearby stop j, the
path optimization strategy can be judged and implemented.

The path optimization strategy can be carried out in two steps:

(1) Vehicle operation topology network construction with branching.

The basic domain for feasible path selection is constructed first. In order to reduce the
number of searches for invalid nodes during path generation, the basic feasible domain
of nodes is delineated, as shown in Figure 3. The search domain has j as its center and
εmax(d|j − 1, j|, d|j, j + 1|) as its radius. As the bus does not experience the deceleration,
stopping, and acceleration process when traveling over the stop, the average speed of the
interval will be higher than that of regular driving, so the range diffusion control coefficient
ε is set to appropriately expand the search range and avoid the truncation of available paths
due to the loss of some nodes. In this paper, we take ε = 1.2.
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Next, network weight filling and path generation are performed. The scenario targeted
in this study is variable path planning under a future travel state, which faces many uncer-
tainties and large dynamic changes in traffic flow. The Co-evolutionary Path Optimization
(CEPO) method can deal with multi-source traffic information more efficiently and reflect
the evolution trend of the traffic environment of the road section in the future period better,
so this method is adopted for the planning of dynamic paths.

Considering the main influencing factors in the operation scenario of public trans-
portation, this study selects the average roadway speed and average node delay as the key
indicators of roadway network traffic parameters G(t). There are:

G(Dt+k, Vt+k) = G(Dt, Vt) + ∂t+k, k ≥ 0 (4)

[Dt+2k, Vt+2k] = fφ(Dt+k, Vt+k) + ∂(Dt+k, Vt+k), k ≥ 0 (5)

In the above equation, Dt+k denotes the average delay incurred by the bus while
passing through the node from t to t + k; Vt+k denotes the average speed of the bus;
∂t+k is the error between the predicted and actual values of the roadway network traffic
parameters at the t + k moment; and fφ is a time-varying function that describes the
relationship between the roadway network traffic parameters over time.

(2) Bus operation strategy construction based on relaxation time window.

The construction of the path optimization strategy is carried out with reference to the
implementation of the vehicle crossing station combination control strategy. Supposing that,
at a certain point in time, bus i is about to arrive at stop j and will execute the stop-skipping
control strategy, the intended traveling path of bus i along the stop j − 1→stop j→stop
j + 1 is l j

0, and the feasible optimization paths are l j
1, l j

2, . . .. . ..l j
n. The movement process of

bus i can be approximated to divide it into two components: traveling on the roadway and
passing through the stop.

Taking path l j
1 as an example, the total length of the path is specified as sj

1, the average

traveling speed is vj
1, the total number of buses passing through the stops is nj

1, and

the average waiting time at the stops is tj
1. It is easy to determine that the traveling

time through the path is T j
1 = sj

1/vj
1 + nj

1·t
j
1. The cost can be characterized as Ci,j

l1 =

θsj
1 + µnj

1tj
1 + φ

(
T j

1 − T j
0

)
, where θ and µ are the control parameters corresponding to the

average section speed and average node delay length in the traffic parameters of the road
network, respectively, to facilitate the quantification of the path traveling cost. φ is the time
cost discount factor, that is, when the path’s predicted passage time is less than the original
specified path, the path is considered to be a better path, so the total cost is reduced and
the probability of path selection is increased, and vice versa, where the path is given an
additional slow-moving penalty cost.

In order to ensure the uniform and stable operation of line vehicles, it is also necessary
to impose certain restrictions on the arrival time window of all the paths to be selected,
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so that the buses at the next bus stops will arrive as evenly as possible, but also to avoid
always selecting the path with the shortest time due to the setup of the additional incentive
(penalty) cost in the above equation. So,

∣∣∣T j
1 − T j

0

∣∣∣≤ T j
0max .

Therefore, the path optimization strategy can be finally described as:

Ci,j
l = min

[
Ci,j

l0 , Ci,j
l1 , Ci,j

l2 , · · · · · · , Ci,j
ln

]
(6)∣∣∣T j

p − T j
0

∣∣∣≤ T j
0max, p = 1, 2, · · · · · · , n (7)

2.4. Optimization Model Formulation

Based on the above bus operation control optimization strategy, a dynamic optimiza-
tion model for single-line bus operations is established. The model takes the bus operating
costs and the individual travel costs of the passengers as the dual optimization objectives
and solves the dynamic bus scheduling scheme, including the first-stop departure interval,
stop-skipping control measures, and actual running path, etc.

2.4.1. Basic Assumptions of the Model

The following assumptions are stipulated to hold in this study:

(1) Buses will not be subject to sudden situations such as abnormal speed reductions or
stopping due to the influence of other vehicles and non-motorized vehicles in the
operation path, but their average speed will be reduced due to congestion of the
driving section.

(2) Buses can receive the scheduling plan issued by the dispatch center before they depart
from the first stop, and their drivers are familiar with the road conditions, so they can
accurately understand and execute adjustment strategies.

(3) The stops are vacant and not occupied by buses of other routes before the buses arrive
at the respective bus stops.

(4) When a transit vehicle passes through a roadway intersection, the average waiting
time of the node at different times of the day is used to replace the passing process,
without considering the specific effects of traffic crossing and signal phasing.

(5) Buses will depart on time in accordance with the scheduling program, and the fre-
quency of departures will be consistent during the same operating hours.

(6) During the vehicle path optimization process, the generated feasible paths correspond-
ing to the city roads are allowed to be passed by public transport vehicles, and there
is no width, height, or speed limit requirement.

(7) The technical conditions of bus routes should meet the requirements of real-time
communication and multi-source data processing.

2.4.2. Description of Model Parameters

The parameters and meanings of the parameters involved in the modeling process are
described in Table 1.

Table 1. Parameter description table.

Parameters Description

W1 Cost of bus operating (CNY)
W2 Cost of passenger travel (CNY)
Wa Cost of passenger waiting time (CNY)
Wb Cost of passenger traveling time (CNY)
Ci,j

s Judgment function that enforces the stop-skipping strategy of bus i at stop j

Ci,j
l

Judgment function that enforces the path optimization strategy of bus i at stop j
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Table 1. Cont.

Parameters Description

L Total length of the route (km)
n Total number of buses on the route
m Total number of bus stops on the route
K Total number of time periods
Tk Length of the time period k (s)
µ1 Variable operating cost control factor for buses
µ2 Cost control factor for passenger waiting time
µ3 Cost control factor for passengers waiting time with satisfaction penalties
µ4 Cost control factor for passenger in-transit time
Ni,j

u Number of passengers embarking when bus i arrives at stop j

Ni,j
d

Number of passengers disembarking when bus i arrives at stop j
Ni,j Number of passengers on bus i from stop j
Ni,j

w Number of passengers waiting for bus i at stop j
Nmax Authorized number of passengers

li,j Traveling distance of the bus i traveling from the stop j to j + 1 (km)
vi,j Traveling speed of the bus i traveling from the stop j to j + 1 (km)

vmin Minimum speed limit of the buses (m/s)
vmax Maximum speed limit of the buses (m/s)
xmin Minimum departure time interval (s)
xmax Maximum departure time interval (s)

xk Decision variable, the departure interval during the time period k
yi,j 0–1 Decision variable, to control the bus i whether skip stop j or not
zi,j 0–1 Decision variable, to control the bus i whether adjust the path or not

2.4.3. Objective Function

The objective function of the model is to minimize the bus operating costs and pas-
senger travel costs, both of which are used as optimization functions for the bi-objective
optimization modeling and solving. The decision variables of the model include the
bus departure interval, the location of the bus skipping stop, and the distribution of the
optimization interval of the traveling path.

(1) Cost of bus operating

The operating costs of public transportation operators can be roughly divided into two
parts: fixed operating costs and variable operating costs. Fixed operating costs refer to the
costs of bus station construction, equipment purchases, facility maintenance, and personnel
management, which have no obvious correlation with the bus interval and mileage, etc.
These costs are not related to the decision-making variables in the process of modeling,
and can be treated as a constant not involved in the calculation. Variable operating costs
refer to the costs of fuel consumption, salary expenditure, asset depreciation, etc., which
are closely related to the departure interval and operating mileage in the process of bus
operations, and can be used as intuitive feedback in evaluating the implementation effect
of the scheduling program. Therefore, they can be used as the objective function.

The calculation of the operating costs of a bus operator can be expressed as follows:

W1 = µ1L
K

∑
k=1

Tk
xk

(8)

(2) Cost of passenger travel

Among the entire process of a passenger’s travel, aspects directly affected by bus
scheduling include the waiting process after arriving at the station and the bus operation
process after getting on the bus. Therefore, this study focuses on the costs incurred in the
above two processes.
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There is a linear correlation between the costs of passenger waiting time and the
time interval between the moment of passenger arrival at the bus stop and the moment
of the arrival of the latest bus. The larger the interval between departures, the longer the
average passenger waiting time at the station and the higher the waiting cost. Especially
in the implementation of the stop-skipping control strategy, passengers must continue to
wait for the arrival of the next bus, which will cost them additional waiting time, but also
significantly reduce their travel satisfaction, which needs to be added to the general waiting
cost of the cost of penalties.

Considering that the arrival process of passengers at each station obeys a Poisson
distribution, the passenger waiting cost can be expressed as:

Wa = µ2

n

∑
i=1

m

∑
j=1

Ni,j
u ·

xi,j

2
+ µ3yi,j

n

∑
i=1

m

∑
j=1

Ni,j
u ·

3xi,j

2
(9)

The cost of passenger time in transit is the cost of the trip from the moment the
passenger boards the bus to the moment the passenger disembarks from the bus. The
higher the average speed of the bus, the shorter the time spent by passengers in transit
and the lower the corresponding time cost. In the implementation of the stop-skipping
control strategy, because the bus does not need to decelerate, stop, and start the acceleration
process at some stops, it can maintain its driving speed and pass through directly, and for
the passengers on board, their time in transit is reduced compared with the conventional
uncontrolled time, so their time cost will be reduced accordingly.

The cost of passenger time in transit is calculated as:

Wb = µ4

n

∑
i=1

m

∑
j=1

Ni,j
li,j
vi,j

(10)

In summary, the total cost of passenger travel can be expressed as:

W2 = µ2

n

∑
i=1

m

∑
j=1

Ni,j
u ·

xi,j

2
+ µ3yi,j

n

∑
i=1

m

∑
j=1

Ni,j
u ·

3xi,j

2
+ µ4

n

∑
i=1

m

∑
j=1

Ni,j
li,j
vi,j

(11)

2.4.4. Constraints

In order to be close to the actual operation scenario and ensure the normal and efficient
operation of the line, the constraints are set as follows:

(1) Bus skipping constraints

For any bus i, it is not permitted to jump two bus stops consecutively during a trip,
and the total number of stops skipped during a single trip shall not exceed five.

yi,j + yi,j+1 ≤ 1, ∀i, j (12)

M

∑
j=1

yi,j ≤ 5, ∀i (13)

(2) Stop skipping protection constraint

For any bus stop j, it is not allowed to be skipped by two consecutive arriving buses.

yi,j + yi+1,j ≤ 1, ∀i, j (14)

(3) Bus operating speed constraint

The bus travel speed needs to meet the roadway speed limit requirements.

vmin ≤ vi,j ≤ vmax, ∀i, j (15)
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(4) Bus capacity constraint

Buses should not be overloaded, i.e., at any given moment, the number of passengers
on a bus should not exceed the authorized number.

Ni,j ≤ Nmax, ∀i, j (16)

(5) Departure interval constraint

There is a limited number of buses and drivers, so the departure intervals for buses
should not be too small to be unavailable. Meanwhile, in order to reflect the attributes of
public services, the departure interval should not be set too large, making passengers wait
for a long time during peak periods.

xmin≤ xk ≤ xmax (17)

(6) Service rate constraint

The percentage of passengers unable to embark/disembark properly as a result of the
stop-skipping strategy should not exceed the established maximum.

∑m
j=1 yi,jNi,j

u

∑m
j=1 Ni,j

w
< 5% (18)

3. Algorithm

The bus scheduling problem belongs to the classical mixed-integer nonlinear pro-
gramming problem, which contains a large number of linear and nonlinear constraints,
as well as integer and continuous variables in the model, and is generally regarded as an
NP-hard problem in existing studies. Heuristic algorithms are usually used to solve this
problem. Common heuristic algorithms used to solve bus scheduling problems include
genetic algorithms (GAs), ant colony algorithms (ACAs), simulated annealing algorithms
(SAAs), tabu search (TS), and particle swarm optimization (PSO).

SAAs avoid falling into the local optimal solution by setting a certain probability to
accept the worse solution and realize global search in the search space, which also requires
a large number of random perturbations and acceptance and rejection decisions. The GA
is based on the basic idea of “survival of the fittest”, and after cross mutation and other
operations, each generation of individuals gradually evolves in the direction of the optimal
solution, but it is easy to deviate from the direction of evolution due to early maturity and
gradually fall into the local minimum. Therefore, the two algorithms have complementary
advantages, so this study combines the ideas of the two algorithms and proposes a new
hybrid heuristic algorithm. This new hybrid heuristic algorithm is based on the GA and
utilizes the principles of SAAs to perturb and search each individual to some degree to
obtain a better solution.

The main steps and processes of the algorithm include:

(1) Chromosome coding

Bus paths are encoded using integer coding. Each gene position corresponds to
each stop on the route, and each chromosome contains the complete path of the vehicle
during the corresponding time period. As shown in Figure 4, when the bus operates
uni-directionally on the initial route and does not skip any bus stop, the path is represented
as

→
n1 = [1, 2, 3, · · · , 26, 27]. When the bus skips at one of the stops (e.g., stop 3), which

has a gene locus value of 0, the path can be represented as
→
n2 = [1, 2, 0, 4, 5, · · · , 26, 27].

Then, the chromosome code of the initial population can be obtained as{
[1, 2, 3, · · · , 26, 27], [1, 2, 0, 4, 5, · · · , 26, 27], · · · ,

→
n
}

, where n is the total number of chro-
mosomes in the initial population.
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(2) Population initialization

The population initialization of the GA can be carried out in a variety of ways, and a
common practice is to generate a number of random points comparable to the population
size. Due to the complexity of the optimization model, the distribution of the initial points
in the search space obtained by this random generation method has great uncertainty,
which can easily make the algorithm prematurely fall into the local optimum. When the
quality of the initial solution is average, it also leads to a greatly extended solution time.
Therefore, the distribution of initial values is homogenized using the Tent-based chaotic
mapping method.

Tent chaotic mapping is a one-dimensional discrete segmented mapping method based
on chaos theory, and the function image presents a “tent” shape with a relatively uniform
distribution function and good correlation. The expression of this method is:

xn+1 = f (∆xn) =

{
xn/α, xn ∈ [0, α)

(1 − xn)/(1 − α), xn ∈ [α, 1]
(19)

Generally, 0 < α < 1, but when α < 0.5, the periodic state of the system will converge
quickly, leading to unsatisfactory results. Therefore, this study takes α as 0.75.

The initialization of the population is carried out after obtaining the chaotic compo-
nents of each optimization parameter according to the above equation.

(3) Adaptation function

Since the purpose of this model is to find the scheduling solution with the lowest total
cost within the set of feasible solutions, the larger the value (W(x)) of the objective function,
the smaller the probability that the solution should be selected, i.e., the lower the fitness
should be. Therefore, the inverse of the objective function is used as the fitness function
Fit(x). For poor solutions that directly violate the constraints, the penalty term function is
specified to be P(x), a sufficiently large value, so that the probability of that solution being
eliminated in the next round of genetics is greatly increased; otherwise P(x) = 0.

The calculations of Fit(x) are:

Fit(x) =
1

W(x) + P(x)
(20)

(4) Simulated annealing perturbation

The perturbation operation in the SAA process consists of the insertion of new stop-
skipping sites and the crossover swapping of stop-skipping sites in the original path.
Figure 5 represents the perturbation process of random insertion, which selects any site
in the parent chromosome whose gene locus value is not 0 and assigns it to 0. Figure 6
represents the perturbation process of cross-swapping, which selects two neighboring gene
loci in the parent chromosome to be coded and swapped. Both perturbation operations
are used simultaneously and the other gene sites that are not perturbed are retained by the
offspring in the coding order of the original parent chromosome.
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(5) Selection, crossover, and mutation

A roulette approach based on an elite selection strategy is used for operator selection.
The roulette strategy converts the fitness value of an individual into a selection probability,
and then selects individuals based on this selection probability, where the probability of
each individual being selected is the fitness value of the individual divided by the sum of
the fitness of all the individuals, as shown in Figure 7. Subsequently, a [0, 1] range of random
numbers and the corresponding individuals are selected according to the corresponding
range. This procedure is repeated until the number of selected individuals reaches the
preset value.
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If the population size is n, the probability that individual i, whose fitness is Fit(xi), is
selected can be expressed as:

P(i) = Fit(xi)/
n

∑
i=1

Fit(xi) (21)

A two-point crossover is used to achieve the segment swapping of the parent chromo-
somes, as shown in Figure 8. The crossover operation allows the algorithm to perform a
wider search in the search space and helps to find a better solution. Firstly, two crossover
gene sites are randomly selected, and the two paternal individuals are cut at these two
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crossover points. Then, the two cut segments are interchanged and fused to obtain a new
offspring individual. The fragment lengths and cutting positions are determined by the
chosen loci and are, therefore, equally random, increasing the direction of evolution as
much as possible while preserving the advantages of the parents.
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Common genetic mutation operations include point mutations, insertions, deletions,
swapping, inversions, etc. In this study, an adaptive-mutation-rate-based mutation oper-
ation was used. Select a certain number of offspring individuals in the new population
generated by the crossover completion, and calculate the mutation probability of each
individual as in Equation (22). Let in the offspring generation, where individual i of the
subgeneration has a fitness of f it(i). The average fitness of all individuals is f itave and the
fitness of the optimal individual is f itmax, so the probability of adaptive variation is:

Pv =
ω1·| f it(i)− f itave|

f itmax − f itave
(22)

ω1 is a probability control factor to avoid excessive variability.
For individuals with identified mutations, two gene loci in the segment were randomly

selected to produce mutations. The mutation rule is that, when the value of the original
gene locus is 0, the value of the mutated gene locus is 1; when the value of the original gene
locus is 1, the value of the mutated gene locus is 0.

(6) Algorithm termination conditions

The hybrid algorithm terminates when it reaches the upper limit of the specified
number of iterations.

4. Case Study
4.1. Data Description

The basic data are the actual bus operation data of the No. 115 bus line provided by
the Ganzhou Public Transportation Corporation on 28 March 2022 (Monday), including
passenger flow data, on-board real-time GPS data, travel logs, and urban road network
structure and coordinates. The data for each bus stops of the No. 115 bus line is shown in
Table 2.

Table 2. Bus stop coordinates and station spacing for No. 115 bus line.

Bus Stop Number Bus Stop Name Longitude
Coordinates (E)

Latitude
Coordinates (N)

Distance between
Stations (m)

1 Station 114.96962 25.82529 -
2 Ganzhou Trade Mart 114.96907 25.82199 458
3 Jitai New City District 114.96069 25.81343 1104
4 Ganzhou Technician College 114.94987 25.80440 1527
5 Hydraulic Turbine Factory 114.93209 25.79220 1472
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Table 2. Cont.

Bus Stop Number Bus Stop Name Longitude
Coordinates (E)

Latitude
Coordinates (N)

Distance between
Stations (m)

6 Forestry Driving School 114.92605 25.78712 835
7 Ganzhou Nursing School 114.91183 25.77602 2513
8 Yide Rongcheng 114.89716 25.76614 1037
9 Dragon Mall 114.89024 25.76112 491

10 Tannenbaum Station 114.88210 25.76404 1562
11 Tamdong Farmers’ Market 114.87817 25.76199 394
12 Tandong Township Government 114.87508 25.76040 363
13 Livestock Farm 114.85419 25.75046 1610
14 Tankou Township Government 114.84575 25.74649 1435
15 Xiaba village 114.84056 25.74327 649
16 Taitou village 114.83032 25.73573 1090
17 Longling New Street 114.82053 25.72631 1466
18 Fourth secondary school 114.81620 25.71934 814
19 Lighting Mart 114.80983 25.70938 1228
20 Nankang Jia Bo Mart 114.80016 25.69786 1470
21 Guangming Furniture Mart 114.79160 25.69191 998
22 Nankang Furniture Mart 114.78697 25.68922 546
23 Sixth Secondary School 114.77771 25.68364 1095
24 Traffic Control Brigade 114.77315 25.68095 590
25 Dongshan Park 114.77195 25.67654 490
26 Yunlong Garden 114.76569 25.67311 661
27 District Bus Company 114.77242 25.68854 3140

4.2. Parameter Setting

In order to balance the algorithm solution speed, stability, and the feasibility of the
searched optimal solution, the key parameters of the hybrid algorithm are shown in Table 3.

Table 3. Algorithm parameter settings.

Parameter Value

Population size 200
Crossover probability 0.8

Probability of mutation 0.2
Adaptive variance probability control factor 0.6

Initial temperature 1000
Cooling factor 0.98

Maximum number of iterations 300

The other parameters involved in the model and solution process were set as shown
in Table 4.

Table 4. Other related parameter settings.

Parameter Value

µ1 24
µ2 0.0105
µ3 0.0155
µ4 0.0085

vmin 1.5
vmax 12.5
Nmax 65
xmin 240
xmax 1200
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4.3. Analysis of Results

In order to validate the solution algorithm, a hybrid genetic algorithm and conven-
tional genetic algorithm are used to solve the problem separately. Compared to the hybrid
genetic algorithm, the conventional genetic algorithm does not perform operations such as
simulated annealing perturbation and probabilistic reception of the solution, and the other
parameters are kept the same as in the hybrid genetic algorithm compared to the hybrid
algorithm. The convergence curves of the fitness functions of the two algorithms are shown
in Figures 9 and 10.
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Comparing the two figures, it can be seen that both algorithms can iterate to obtain
the optimal solution of the problem within the maximum number of iterations. From the
iteration speed, the starting convergence speed of the hybrid algorithm is significantly
improved compared with the conventional genetic algorithm, and the objective function
value decreases rapidly within 30 generations. Then, the convergence rate decreases and
converges to the optimal value in about 200 generations. From the quality of the solution,
the optimal solution obtained by the conventional genetic algorithm is 8.81% higher than
that of the hybrid algorithm, indicating that the simulated annealing perturbation oper-
ation can be used to make the algorithm eliminate the interference of the local optimal
solution to a certain extent, thus obtaining a better evolutionary direction by accepting
part of the inferior solution actively and after the cross-variation. At 50 generations, the
solution obtained by the hybrid algorithm is better than the final optimization result of
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the conventional genetic algorithm, proving that the algorithm has a good practicability in
solving this kind of problem.

In the optimal scheduling scheme calculated by the hybrid algorithm, the number
of bus departures on a single day of the line is 65, and the total cost is CNY 58,144.2. As
an example, in the upward direction, the results of the final calculation of the vehicle
time-sharing interval and the hybrid algorithm output of the optimal vehicle scheduling
program are transformed into the form shown in Table 5.

Table 5. Optimal bus scheduling scenarios from hybrid algorithms.

Bus Number Departure Time Arrival Time Running Time Passenger Flow
(Person)

Passenger
Service Rate

Average Speed
(km/h)

01 6:00 7:14 74′32′′ 63 100% 23.4
02 6:16 7:32 76′13′′ 131 100% 22.9
03 6:32 7:49 77′25′′ 79 100% 22.6
04 6:48 8:10 82′41′′ 133 100% 21.1
05 7:04 8:21 77′11′′ 148 95.94% 22.6
06 7:13 8:33 80′39′′ 204 100% 21.6
07 7:22 8:41 79′26′′ 173 100% 22.0
08 7:31 8:46 75′21′′ 75 96.00% 23.2
09 7:40 9:02 82′01′′ 142 100% 21.3
10 7:49 9:14 85′04′′ 88 100% 20.5
11 7:58 9:22 84′58′′ 163 97.55% 20.5
12 8:07 9:35 88′15′′ 204 100% 19.8
13 8:13 9:37 83′41′′ 179 96.09% 20.9
14 8:19 9:45 86′23′′ 238 100% 20.2
15 8:25 9:56 91′02′′ 97 100% 19.2
16 8:31 9:59 88′17′′ 152 96.05% 19.8
17 8:37 10:02 85′50′′ 177 95.48% 20.3
18 8:43 10:13 90′33′′ 91 100% 19.3
19 8:49 10:16 87′43′′ 53 100% 19.9
20 8:55 10:21 86′00′′ 82 100% 20.3
21 9:01 10:23 82′42′′ 91 96.70% 21.1
22 9:18 10:38 80′35′′ 36 100% 21.7
23 9:35 10:51 76′54′′ 67 100% 22.7
24 9:52 11:09 77′11′′ 51 100% 22.6
25 10:09 11:26 77′22′′ 42 100% 22.6
26 10:29 11:47 78′35′′ 51 100% 22.2
27 10:49 12:03 74′29′′ 38 100% 23.4
28 11:09 12:24 75′14′′ 35 100% 23.2
29 11:27 12:42 75′07′′ 49 100% 23.2
30 11:45 13:01 76′03′′ 46 100% 23.0
31 12:03 13:22 79′18′′ 37 100% 22.0
32 12:23 13:36 73′34′′ 41 100% 23.7
33 12:43 14:00 77′31′′ 43 100% 22.5
34 13:03 14:18 75′28′′ 48 100% 23.1
35 13:23 14:35 72′26′′ 44 100% 24.1
36 13:43 14:58 75′33′′ 55 100% 23.1
37 14:03 15:23 80′48′′ 50 100% 21.6
38 14:23 15:42 79′59′′ 24 100% 21.8
39 14:43 15:57 74′05′′ 39 100% 23.6
40 15:03 16:21 78′28′′ 35 100% 22.3
41 15:23 16:35 72′20′′ 48 100% 24.1
42 15:43 17:00 77′15′′ 51 100% 22.6
43 16:03 17:20 77′17′′ 63 100% 22.6
44 16:19 17:37 78′15′′ 55 100% 22.3
45 16:35 17:50 75′08′′ 79 100% 23.2
46 16:51 18:10 79′44′′ 88 100% 21.9
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In terms of service capacity, the original total passenger flow of the line in a single day
is 5980 and the actual service flow of the program is 5919, with a full-day comprehensive
service rate of 98.98%, which is in line with the constraints of the model and the actual
operational scenarios. In terms of travel speed, the original scheduling plan has an average
speed of 19.7 km/h for the whole day and 18.1 km/h for the peak period, while the
optimized scheduling plan has an average speed of 21.6 km/h for the whole day and
20.3 km/h for the peak period, which are improvements of 9.64% and 12.15%. In terms
of passengers, the average waiting time for passengers during the whole day is reduced
by about 11.07% and the average waiting time for passengers during the peak period is
reduced by about 22.15%. Due to the increase in the speed of the buses, the passengers’
traveling time will also be shortened.

In order to further analyze and evaluate the specific effects of the bus control strategy
proposed in this paper, the specific scheduling scheme of some of the buses undergoing
stop-skipping or route adjustment is shown in Table 6.

Table 6. Bus operation program for the implementation of dynamic dispatching means.

Bus Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

05 △ △ △
07 △
08 △ △
11 ▲ △
13 △ ▲ △ △
16 △ △ △
17 △ △ ▲
20 △ △
21 △ △ △
48 △ △
50 ▲ △ △
52 △ △ △
54 △ △ ▲
57 △
58 ▲ △ ▲
59 △
61 △ △ △

“△” indicates that the bus skipped stop, and its operating path remained unchanged; “▲” indicates that the bus
carried out the path adjustment, that is, in the interval between the previous station and the next station to choose
the new travel path without passing through the bus stop.

Analyzing the data in the above table, the following conclusions can be drawn:

(1) The trips for which the stop-skipping control strategy was implemented were con-
centrated in the morning and evening peak hours, and none of the trips during the
weekday peak hours were implemented. This was mainly due to the large departure
interval during peak hours; if a vehicle crossed the station, the passengers at that
station would incur a high cost of waiting time and penalty cost. On the other hand,
the peak hour routes were densely populated, and the next vehicle would arrive soon
after a vehicle crossed the station, so the total cost increase was limited and easy for
passengers to accept.

(2) The numbers of the bus stops that buses skipped were 5, 9, 12, 13, 19, 23, 25, and 26
(specific station names are listed in Table 2). These stops generally have low patronage,
the distribution of passengers is closely related to time of day, or the spacing between
stations is small and transportation conditions are poor. Therefore, decision makers
can discover the problems of the line station layout through the skipping frequency
of the stops in the program, so as to provide reference evidence for the relocation of
original bus stops and the setting of new stops.

(3) The numbers of the bus stops where buses changed route were 9 and 26. Bus stop 9
(Dragon Mall) is prone to congestion in the vicinity of the Londo Mall, but there are
multiple roads to choose from, thus making it easy to find a more reasonable path.
For bus stop 26 (Yunlong Garden), there are too many intersections near it, tending to
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make buses choose to cross the stop in the calculation process. Therefore, the results
of this model can also help to identify difficult route segments, which can be used as a
theoretical basis for bus operators in the path optimization of existing routes and the
laying of new routes.

5. Conclusions

This paper discusses, in detail, the application scenarios and implementation modes
of dynamic bus scheduling means represented by stop-skipping control and local path
optimization. Based on the organic combination of multiple control strategies, a dynamic
optimization model for single-line bus operations is constructed, which makes up for the
shortcomings of general scheduling methods and further realizes the dynamic optimization
adjustment of the local reasonable amplitude of the vehicle operation path on the basis
of the traditional means of crossing stations. The results obtained from this model have
a good usability, which can effectively improve the average traveling speed of buses,
shorten the overall waiting time of passengers, and enhance the line operation efficiency.
The implementation of the model relies on real-time data processing and transmission
technologies, therefore requiring a certain level of technological development in the cities
where the bus routes are located. Meanwhile, the algorithm comparison experiment shows
that the introduction of the simulated annealing idea can make the conventional genetic
algorithm obtain a better performance in terms of iteration speed and optimal solution
quality, thus verifying the advanced nature of the hybrid algorithm. In addition, the
calculation results of the model can also be used as a reference basis for the evaluation
and optimization adjustment of bus lines and stations, providing auxiliary judgment for
scheduling operators.

Due to the limitations of the experimental conditions and the researcher’s technical
level, there are still some problems that need to be improved in further studies in the future:

(1) The dynamic optimization program used in the single-route bus is mainly based
on the stop-skipping control strategy. Although the example results prove that this
method can effectively reduce the average travel time and waiting time of passengers,
the impact of vehicle crossing on individual passengers’ willingness to ride is difficult
to completely eliminate.

(2) The optimization model only considered a single-line bus, but in reality, multiple lines
with public routes and stops will have mutual interference with each other, affecting
the optimization effect of the scheduling scheme. In the future, the interactions
between other lines and this line can be considered to be included in the research
scenarios for quantification and modeling, so that the model can be closer to the real
operating environment and the applicability of the model can be improved.
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