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Abstract: Ensuring safety and efficiency in the rapidly advancing autonomous vehicle (AV) industry
presents a significant engineering challenge. Comprehensive performance evaluations and critical
scenario testing are essential for identifying situations that AVs cannot handle. Thus, generating
critical scenarios is a key problem in AV testing system design. This paper proposes a game-theoretic
adversarial interaction method to efficiently generate critical scenarios that challenge AV systems.
Initial motion prediction for adversarial and surrounding vehicles is based on kinematic models and
road constraints, establishing interaction action spaces to determine possible driving domains. A
novel evaluation approach combines reachability sets with adversarial intensity to assess collision
risks and adversarial strength for any state, used to solve behavior values for each interaction action
state. Further, equilibrium action strategies for the vehicles are derived using Stackelberg game
theory, yielding optimal actions considering adversarial interactions in the current traffic environment.
Simulation results show that the adversarial scenarios generated by this method significantly increase
incident rates by 158% to 1313% compared to natural driving scenarios, while ride comfort and driving
efficiency decrease, and risk significantly increases. These findings provide critical insights for model
improvement and demonstrate the proposed method’s suitability for assessing AV performance in
dynamic traffic environments.

Keywords: autonomous vehicles; critical scenario generation; game theory; adversarial interaction;
testing efficiency

1. Introduction
1.1. Motivation

Autonomous vehicles (AVs) present a promising solution for enhancing traffic ef-
ficiency and safety [1,2]. However, recent incidents during both testing and actual de-
ployment of AVs [3] have raised significant safety concerns. Therefore, ensuring the safe
operation of AV systems in various complex and dynamic traffic scenarios is a critical
prerequisite for advancing autonomous driving technology.

Comprehensive and rigorous testing is essential to guarantee the safety of AVs. Tra-
ditional testing methods typically depend on predefined scenarios and the expertise of
human specialists. These methods are not only time-consuming and labor-intensive but
also inadequate in covering all possible situations, especially extreme or rare scenarios.
Hence, the efficient generation of critical scenarios that can robustly challenge AV systems
has become a focal point of current research.
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1.2. Related Work

In recent years, with the proliferation of deep generative models, evaluating au-
tonomous vehicles (AVs) in artificially generated scenarios has become a mainstream
approach [4]. Significant breakthroughs have been made in testing AVs in natural driv-
ing environments [5–7]; however, critical safety scenarios rarely occur in the real world.
This makes it difficult to identify failure modes of AVs and improve models accordingly.
Therefore, there is an urgent need for research on the generation of safety-critical scenarios.

According to the literature [8], methods for generating safety-critical scenarios can be
classified into three categories: data-driven generation, knowledge-based generation, and
adversarial generation.

Data-driven generation methods use information from collected datasets to generate
scenarios. Since driving scenarios usually follow a distribution, collected data can be used to
train density models to fit this distribution [9]. For instance, importance sampling theory is
used in [10] to evaluate critical driving events, and the cross-entropy method is employed to
find importance sampling functions within pre-designed parameter combinations. Huang
et al. [11] also use importance sampling theory to generate critical interactions between
different vehicles, accelerating intelligent driving tests, and establishing a piecewise mixed
distribution model to simulate the maneuvers of leading vehicles.

Knowledge-based generation methods use predefined rules or explicit knowledge
to guide the generation of critical scenarios. For example, in [12], prior knowledge is
used to design random risk scenarios, and reinforcement learning agents are trained in
various scenarios to achieve comparable results. In [13], explicit knowledge is encoded as
first-order logic [14] and embedded into a tree structure to enable controlled generation.
Reference [15] extracts various global road data from OpenStreetMap [16] and employs the
SUMO [17] traffic simulator to generate safety-critical scenarios for these road networks.

Adversarial generation is another popular research topic, aimed at obtaining specific
scenarios to evaluate the robustness of AVs [4,18]. The main purpose of adversarial genera-
tion is to degrade the performance of the target model or create safety risks. For example,
ref. [19] proposes fusion and parallel attack models to attack AV perception algorithms,
making intelligent driving systems dangerous. Xu et al. [20] use iterative projection gra-
dient algorithms to attack semantic segmentation models. Kong et al. [21] propose using
PhysGAN to generate physically robust adversarial examples that continuously mislead
AVs. Additionally, ref. [22] adopts generative adversarial imitation learning models to
generate adversarial driving behaviors. Reference [23] uses deep reinforcement learning
to generate adversarial environments. Reference [24] proposes a scenario generation al-
gorithm that frames the adversarial objective as a black-box attack, testing lidar-based
autonomous systems by disrupting the trajectories of actors.

These methods can generate adversarial interaction scenarios to interfere with the
tested AV systems and evaluate their performance. However, data-driven generation
methods require a large number of prior accident scenarios, which are often lacking.
Knowledge-based methods heavily depend on knowledge and experience, making it
challenging to handle diverse and complex scenarios. Although adversarial methods can
quickly generate numerous safety-critical scenarios, they primarily use machine learning
and deep learning theories, requiring extensive data training. This process is inherently a
black-box model, leading to many unreasonable adversarial behaviors.

1.3. Contributions

To address the dependency on original data and the issue of unreasonable adversarial
behaviors in current adversarial scenario generation methods, this paper focuses on the
behavior of adversarial vehicles (Advs) and proposes a game-theoretic method for generat-
ing critical scenarios for autonomous vehicles. The main contributions of this paper are
as follows:

(1) Construction of Game-Theoretic Adversarial Interaction Behaviors: By introducing
game theory, a decision-making algorithm specifically targeting Advs is designed,
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make adversarial behaviors more reasonable and human-like, thereby avoiding un-
reasonable adversarial actions.

(2) Quantitative Grading of Adversarial Intensity: Drawing on the concept of reachabil-
ity sets, the adversarial intensity of scenarios is quantitatively graded to test AVs with
different capabilities. By quantifying adversarial intensity, the performance of AV sys-
tems under different levels of adversarial challenges can be more accurately assessed.

(3) Comprehensive Evaluation and Testing Efficiency Improvement: In addition to
safety, the evaluation metrics include the comfort and driving performance of au-
tonomous vehicles, providing a more comprehensive assessment system. The pro-
posed method enables the intuitive generation of a large number of critical scenarios,
significantly enhancing the testing efficiency of autonomous driving systems.

1.4. Structure of the Paper

The overall structure of this paper is as follows:
Section 2: Model Establishment and Preparation: This section provides a detailed

introduction to the modeling methods for vehicle state sequences and trajectory predictions
during multi-agent game interactions. It includes the construction of kinematic models for
Adv motion trend predictions and the establishment of interaction action spaces.

Section 3: Establishment of Evaluation Functions: This section describes the design
of various action payoff functions, including the evaluation of vehicle driving performance,
the establishment of risk evaluation functions, and the design of a quantitative model for
adversarial intensity.

Section 4: Solution of the Adversarial Interaction Decision-Making Model: Based on
the evaluation functions established in Section 3, this section further considers the process
of interaction games and derives the equilibrium actions for two vehicles using Stackelberg
game theory.

Section 5: Experiments: This section verifies the rationality and effectiveness of
the proposed game-theoretic adversarial interaction-based critical scenario generation
method through the design of adversarial interaction scenarios. It includes experiments on
adversarial interaction capabilities, validation of graded adversarial capabilities, and the
generation of critical test scenarios.

Section 6: Conclusions: This section summarizes the main research work and findings
of this paper and proposes directions for future research.

2. Model Establishment and Preparation

In the process of multi-agent interactions among AVs, vehicle state sequences and
trajectory predictions are essential. To extract these profiles from the vehicle–road system,
the preparation work mainly includes: Kinematic Modeling: This involves obtaining
the transformation from action states (throttle, braking, and steering control) to vehicle
trajectory states. Physics-Based Surrounding Vehicle Trajectory Prediction: This method
reflects the future trajectory trends of various vehicles in the traffic scene. Construction of
Interaction Action Spaces: This represents the possible driving domains of AVs within the
decision-making time horizon, providing intent choices for the interactive game decision-
making process among multiple AVs.

2.1. Construction of the Kinematic Model for Adversarial Vehicles

To derive the equations governing the changes in vehicle state based on control
inputs, dynamic models and bicycle models have been widely used, as seen in [25,26]. For
motion planning, a particle motion model is sufficient to generate smooth and continuous
trajectories. The particle motion model is established in the Frenet coordinate system, as
shown in Figure 1.



Machines 2024, 12, 538 4 of 26

Machines 2024, 12, x FOR PEER REVIEW 4 of 26 
 

 

For motion planning, a particle motion model is sufficient to generate smooth and contin-

uous trajectories. The particle motion model is established in the Frenet coordinate sys-

tem, as shown in Figure 1. 

 

Figure 1. Conversion Relationship between Frenet Coordinate System and Global Coordinate Sys-

tem. 

Typically, the trajectory of a moving vehicle can be expressed as a function of longi-

tudinal and lateral positions (��, ��) over time, from which states such as speed, accelera-

tion, and heading angle can be derived. These are represented by the equations: 

�
�� = �(�)
�� = �(�)

 (1)

where �(�) and �(�) are functions of the longitudinal and lateral positions in the Frenet 

coordinate system, respectively. Due to the smoothness of the trajectory, the position func-

tions can be expanded using the Taylor series. Additionally, as the errors are sufficiently 

small and continuously re-planned, higher-order terms are maintained as second-order, 

as shown in Equation (2). 

�
����

����
� = �

�(�)
�(�)

� + �
�̇(�)

�̇(�)
� � + �

�̈(�)
�̈(�)

�
��

2!
 (2)

where � is the planning period. Each of these can be expressed in terms of actual states 

as follows. 

�
�(�) = ��; �(�) = ��; �̇(�) = ��cos��; �̇(�) = ��sin��

�̈(�) = ��
�cos�� − ��

�sin��; �̈(�) = ��
�sin�� + ��

�cos��

 (3)

where �� is speed, �� is heading angle, ��
� is longitudinal acceleration determined by 

the thro�le and brake, and ��
� is lateral acceleration determined by the steering, which 

defines the curvature of the path. 

Thus, from the inputs of longitudinal and lateral accelerations (��
�, ��

�), the vehicle 

state (����, ����, ����, ����) can be updated as follows: 

⎩
⎪
⎨

⎪
⎧ �

����

����
� = �

��

��
� + � �

�� ⋅ cos��

�� ⋅ sin��
� +

��

2!
�
cos�� −sin��

sin�� cos��
� ⋅ �

��
�

��
��

�
����

����
� = �

��

��
� + � ⋅ �

1 0
0 1/��

� �
��

�

��
��

 (4)

Additionally, the positions, speed, and heading angle (��, ��, ��, ��) in the Frenet co-

ordinate system can be converted to the global coordinate system (��, ��, ��
�, ��) based on 

the road reference information (��
�, ��

�, ��
�, ��

�). 

Figure 1. Conversion Relationship between Frenet Coordinate System and Global Coordinate System.

Typically, the trajectory of a moving vehicle can be expressed as a function of longitu-
dinal and lateral positions (s t, lt) over time, from which states such as speed, acceleration,
and heading angle can be derived. These are represented by the equations:{

st = f (t)
lt = g(t)

(1)

where f (t) and g(t) are functions of the longitudinal and lateral positions in the Frenet
coordinate system, respectively. Due to the smoothness of the trajectory, the position
functions can be expanded using the Taylor series. Additionally, as the errors are sufficiently
small and continuously re-planned, higher-order terms are maintained as second-order, as
shown in Equation (2).[

st+1
lt+1

]
=

[
f (t)
g(t)

]
+

[ .
f (t)
.
g(t)

]
T +

[ ..
f (t)
..
g(t)

]
T2

2!
(2)

where T is the planning period. Each of these can be expressed in terms of actual states
as follows. {

f (t) = st; g(t) = lt;
.
f (t) = vtcosφt;

.
g(t) = vtsinφt..

f (t) = aτ
t cosφt − an

t sinφt;
..
g(t) = aτ

t sinφt + an
t cosφt

(3)

where vt is speed, φt is heading angle, aτ
t is longitudinal acceleration determined by the

throttle and brake, and an
t is lateral acceleration determined by the steering, which defines

the curvature of the path.
Thus, from the inputs of longitudinal and lateral accelerations (a τ

t , an
t ), the vehicle

state (st+1, lt+1, vt+1, φt+1) can be updated as follows:

[
st+1
lt+1

]
=

[
st
lt

]
+ T

[
vt · cosφt
vt · sinφt

]
+ T2

2!

[
cosφt −sinφt
sinφt cosφt

]
·
[

aτ
t

an
t

]
[

vt+1
φt+1

]
=

[
vt
φt

]
+ T ·

[
1 0
0 1/vt

][
aτ

t
an

t

] (4)

Additionally, the positions, speed, and heading angle (st, lt, vt, φt) in the Frenet coor-
dinate system can be converted to the global coordinate system (xt, yt, vo

t , ϕt) based on the
road reference information (xr

t , yr
t , ϕr

t , kr
t).
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xt = xr

t − ltsinϕr
t

yt = yr
t + ltcosϕr

t

vo
t =

√
[vtcosφt(1− kr

t lt)]
2 + [vtsinφt]

2

ϕt = ϕr
t + φt

(5)

where (xr
t , yr

t , ϕr
t , kr

t) represent the longitudinal and lateral positions, heading angle, and
curvature in the global coordinate system, respectively, as shown in Figure 1. This ab-
straction process enables the motion planning decisions to be transformed into specific
sequences of longitudinal and lateral accelerations.

2.2. Motion Trend Prediction

In complex traffic scenarios, predicting a vehicle’s future trajectory is influenced not
only by its own motion constraints but also by the driver’s intent, making accurate trajectory
prediction challenging. This section first uses a motion prediction model to anticipate the
motion trends of surrounding vehicles, then combines these with game theory to infer
specific driving intentions.

When predicting the future trajectories of surrounding vehicles, the main information
from sensors such as radar, lidar, and cameras includes:

(∆st, ∆lt, vs
t , as

t , ∆φt, ws
t , αs

t) (6)

where ∆st and ∆lt are the relative positions, vs
t and as

t are the speed and acceleration of the
surrounding vehicle, respectively, ∆φt is the relative heading angle, ws

t is the yaw rate, and
αs

t is the lateral acceleration of the surrounding vehicle.
Therefore, based on the sensor data, the future state of the surrounding vehicle in the

Frenet coordinate system can be expressed as:{
ss

t = st + ∆st; ls
t = lt + ∆lt; φs

t = φt + ∆φt
as−τ

t = as
t ; as−n

t = ws
t · vs

t
(7)

where (ss
t , lst ) are the future positions of the surrounding vehicle (SV). φs

t is the future
heading angle, and

(
as−τ

t , as−n
t
)

are the longitudinal and lateral accelerations of the SV,
respectively.

Due to the inherent uncertainties in these conditions, directly predicting the trajectory
based on sensor information is challenging. Therefore, this paper separately predicts the
longitudinal and lateral trajectories and then combines them to form the overall trajectory.

Typically, the motion of a vehicle stabilizes after a single driving maneuver. At the
endpoint t + Np, the lateral velocity and acceleration tend to zero. The initial position,
lateral position, speed, and acceleration are subject to constraints. The five boundary
conditions at the initial and endpoint can be used to fit a fourth-degree polynomial for the
lateral trajectory as follows:

lt = a0 + a1t + a2t2 + a3t3 + a4t4

s.t.
l|t = ls

t ,
.
l
∣∣∣
t
= vs

tsinφs
t ,

..
l
∣∣∣
t
= as_τ

t sinφs
t + as_n

t cosφs
t

.
l
∣∣∣
t+Np

= 0,
..
l
∣∣∣
t+Np

= 0

(8)

where ai( i = 0 ∼ 4) are the fitting coefficients of the fourth-degree polynomial used to fit
the lateral motion trajectory.
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Similarly, the longitudinal trajectory can also be represented by a polynomial. The
initial position constraints are the same. At t + Np, only the acceleration is constrained:

st = b0 + b1t + b2t2 + b3t3

s.t.
s|t = ss

t ,
.
s
∣∣
t = vs

tcosφs
t ,

..
s
∣∣
t = as_τ

t cosφs
t − as_n

t sinφs
t..

s
∣∣
t+Np = 0

(9)

where bi(i = 0 ∼ 3) are the polynomial coefficients representing the longitudinal trajectory.
The longitudinal and lateral trajectories predicted based on the kinematic model

are obtained separately. Since the path and speed are planned in a coupled manner, the
longitudinal and lateral motion trajectories need to be coupled.

For the interval [t, t + Np], the states can be coupled as follows using functions s and l.
vs

t+i =

√(
vs−s

t+i

)2
+
(

vs− l
t+i

)2

φs
t+i = arctan

(
vs− l

t+i/vs−s
t+i

)
as−τ

t+i = as− l
t+isinφs

t+i + as−s
t+icosφs

t+i
as−n

t+i = as− l
t+icosφs

t+i − as−s
t+isinφs

t+i

(10)

where vs−s
t+i =

.
s
∣∣
t+i; vs− l

t+i =
.
l
∣∣∣
t+i

; as−s
t+i =

..
s
∣∣
t; as− l

t+i =
..
l
∣∣∣
t
.

Thus, the perceived state can derive the local trajectories of surrounding vehicles
and the ego vehicle. The prediction results for three positions are shown in Figure 2. The
predicted trajectories reflect the current motion trends.
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duration of Np.

2.3. Construction of Interaction Action Spaces

After roughly predicting the trajectories of the surrounding vehicles using the motion
trend prediction model, it is necessary to represent the potential driving regions of both the
vehicle and surrounding vehicles within the decision-making horizon to facilitate further
interaction.

Typically, human drivers’ behaviors include acceleration, deceleration, lane change
(left or right), and maintaining current behavior. As shown in Figure 3, the motion space
starts with five basic action sequences. Here, B1 is the acceleration sequence, B2 and B4 are
the lane change sequences (left and right, respectively), B3 is the deceleration sequence, and
B5 is the sequence maintaining the current behavior. B5 is based on the polynomial model
described in Equations (8)–(10), representing the corresponding endpoints for maintaining
the current driving intention.
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Taking B5 ∼
(

St+Np , Lt+Np

)
as the baseline, the endpoints for the acceleration, decel-

eration, and lane change actions can be derived for B1, B3, and B2, B4 as follows:
∥ B1 − B5 ∥ = st + vtNp + amax

(
Np
)2/2− St+Np

∥ B3 − B5 ∥ = St+Np −
(

st + vtNp − amin
(

Np
)2/2

)
∥ B2 − B5 ∥ = lup − lt+Np

∥ B4 − B5 ∥ = lt+Np − ldown

(11)

where Np is the planning time horizon, amax is the maximum acceleration (approximately
2 m/s2), and amin is the deceleration (approximately −3 m/s2). For lane-changing actions,
the target points will always be on the center of the lane. lup and ldown are the positions of
the upper and lower lane boundaries, respectively.

For AVs, a macro path is usually predetermined. AVs follow this macro path for
local trajectory planning, using Frenet coordinates and polynomial motion predictions
similar to Equation (11) to generate five target points. Based on these predicted trajectories,
actions leading to road departure or collisions are filtered out, resulting in the feasible
action space A =

{
A1, A3, A4, A5}. These feasible actions are then transformed into the

global coordinate system for evaluation to determine the optimal trajectory.

3. Establishment of Evaluation Functions

The previous section predicted the future trajectories of vehicles and constructed
the interaction action spaces between the AV and surrounding vehicles. This section will
evaluate the benefits of the corresponding actions in the interaction action spaces.

3.1. Design of Action Payoff Functions

When AVs take actions in the interaction space, an immediate payoff Rt is generated.
The payoff function is designed to relate to the driving performance DPt and the adversarial
penalty APt between the AV and surrounding vehicles:{

Rt = DPt + APt
DPt = Ft + Et − Ct

(12)

Common driving performance metrics DPt include safety, efficiency, and comfort.
Here, Ft represents the safety measure against surrounding vehicles; Et denotes the ef-
ficiency, represented by the speed deviation

∣∣vt−vp
∣∣ between the AV’s speed vt and the

desired speed vp; Ct is the cost associated with taking the action.
For the comfort cost Ct, lane-changing actions generally have higher costs, while

acceleration and deceleration actions have relatively lower costs. The specific cost can be
expressed as the deviation of the action’s endpoint from the reference action’s endpoint:

Ct = λ1 ·
∣∣∣xd − xt+Np

∣∣∣+ λ2 ·
∣∣∣yd − yt+Np

∣∣∣ (13)

where (xd, yd) are the trajectory endpoints corresponding to the decision action;(
xt+Np , yt+Np

)
are the predicted trajectory endpoints; λ1 and λ2 are the cost coefficients

for acceleration/deceleration and lane-changing actions, respectively.
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3.2. Risk Assessment Functions

Evaluating risk in traffic scenarios involves multiple vehicle behaviors and varying
conditions. To account for position, posture, and speed, this paper introduces the road risk
assessment function Fm to evaluate risks between vehicles. Combined with the static road
risk function Fs, a comprehensive risk assessment of the AV is performed.

Firstly, risks based on relative positions and speeds can be calculated using the safety
distance model. As shown in Figure 4, re is the distance from the AV’s front to the edge of
the vehicle ahead, and Ds is the safe distance between the two vehicles, expressed as:

Ds =
v2

e − v2
a

2|amin|
+ veς + G (14)

where ve is the current speed of the AV, va is the speed of the Adv, amin is the deceleration,
G is the minimum distance between the two vehicles when stopped, and ς is the response
time of the AV. ve > va indicates that the AV requires a longer braking distance to avoid
colliding with the vehicle ahead, thus increasing risk. This is because, given the higher
speed of the AV, braking must commence sooner. When ve ≤ va, the AV’s speed is lower,
and the safe distance between vehicles decreases, hence the risk is lower. The safe distance
Ds relative to the separation re expresses the risk level between the vehicles.
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When vehicles are in the same direction but not in the same lane, the primary risk
comes from lateral displacement. Thus, the risk from surrounding vehicles to the AV is
mainly due to the AV’s speed ve and its lateral deviation relative to the adversarial vehicle’s
speed va, expressed as:

Ds =
v2

a−(vecos∆φ)2sgn(cos∆φ)
2|amin |

+ vaς + G

= k1

[
v2

a − (vecos∆φ)2sgn(cos∆φ)
]
+ b1

(15)

where ∆φ s the lateral deviation between the AV and the adversarial vehicle, ∆φ = φe − φa;
sgn(·) is the sign function, and sgn(cos ∆φ) determines whether the speeds are aligned.
Constants k1 and b1 represent the safety factor and distance constant, respectively. Assum-
ing the vehicle speed in urban areas is 16 m/s, with a deceleration amin = −5 m/s2 and a
reaction time ς of 0.8 s, and the stopping distance G = 4 m, the safety factor can be derived
as k1 = 0.1, and the distance constant as b1 = 17.

The risk assessment function Fm for the AV and adversarial vehicle in the same
direction is based on their safety distance. When the relative distance re exceeds the safe
distance Ds, the vehicles are considered safe with zero risk. As the distance decreases, the
risk increases, influenced by road conditions, and is expressed as:

Fm = poslin
(

Ra ·
Ds

∥ re ∥
− 1
)
=

{
0 ∥ re ∥ ⩾ Ra · Ds

Ra · Ds
∥re∥ − 1 other

(16)
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The function poslin() is a positive linear function, retaining only positive values. Ra is
the relative risk factor, which increases with worsening road conditions. The specific values
are referenced from [27], as shown in Table 1.

Table 1. Relative Risk Factors Ra under Different Road Conditions.

Road Condition Probability Number of Accidents Relative Risk Ra

Good 0.845 7992 0.9
Rain 0.088 978 1.06

Rain and Snow 0.005 77 1.46
Snow 0.062 1417 2.18

Additionally, when the vehicles are not in the same direction, the distance re is ex-
tended to include the elliptical safety field, as shown in Equation (17):

Fm = poslin

Ra ·
k1

[
v2

a − (vecos∆φ)2sgn(cos∆φ)
]
sgn(cosθa) + b1

∥ re ∥
− 1

 (17)

where θa is the angle between the distance re and the surrounding vehicle’s speed direction;
sgn(cosθa) determines if the surrounding vehicle is in front of or behind the AV.

For the distance vector re, collisions typically occur laterally, making it reasonable to
add a relaxation factor ξ to form an elliptical safety field. When the sensor is at the AV’s
center, the distance vector is expressed as:

re = [xa − xe − le/2, ξ · (ya − ye − we/2)] (18)

where ξ is the relaxation factor determining the horizontal spread of the elliptical field.
typically set to 2. le and we are the length and width of the AV, respectively, with the sensor
at the vehicle’s center.

Additionally, when multiple vehicles interact with the AV, the risk posed by the AV is
defined as the maximum of the individual risks:

Fm = max(Fm
1 , Fm

2 , · · · , Fm
k ) (19)

where Fm
i (i = 1 ∼ k) represents the risk posed by each surrounding vehicle. The highest

risk indicates the most dangerous interacting vehicle.
The risk corresponding to this function can be visualized, as shown in Figure 5,

illustrating the collision risk posed by surrounding vehicles to the AV. Similarly, the risk
posed by the AV to surrounding vehicles can be calculated using this method.

Risk assessment must consider both the interactions with surrounding vehicles and
the static road regions. This includes assessing the road centerline, lane positions, and road
boundaries. Safe positions, where the AV can drive without violating road regulations, are
denoted by set B. The risk at any road position g ∈ B is represented by Ur, given by:

Ur(g) = ar − br ∑Mlane
i=1 exp

(
−(g− xcenter,i)

TΣ−1
r (g− xcenter,i)

)
(20)

where ar and br are coefficients, xcenter,i is the lane center position, and Σr is the covariance
matrix.

When a vehicle deviates from the road g /∈ B, collision risk increases significantly.
For off-road areas, a high-risk factor is applied. The comprehensive road risk function,
integrating on-road and off-road risks, is defined as:

Fs =

{
Ur(g) g ∈ B
cr

[ηr(g−xedge )]
2
+1

+ τr g /∈ B (21)
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where cr is a scaling factor used to adjust the maximum risk cost when the vehicle deviates
from the road, ηr adjusts boundary risk, τr is the boundary adjustment parameter, and xedge
is the road edge coordinate.
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Figure 5. Schematic of the hazard level of the surrounding vehicles, where the red vehicle is the ego
vehicle and the others are the adversarial vehicles.

To better visualize road risks, Figure 6 shows the results of the road risk construction.
This figure illustrates the risk distribution on a three-lane road. Risk levels are indicated by
colors: yellow for high risk, green for medium risk, and blue for low risk.
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Figure 6. Road risk mapping.

In summary, the overall risk F is derived from the road risk assessment function Fm

and the static road risk function Fs:

F = α1 ∗ Fm + α2 ∗ Fs (22)

3.3. Quantitative Model of Adversarial Intensity

In the development of autonomous driving systems, calculating the reachable set is
crucial for ensuring safety and efficiency. The reachable set encompasses all possible states a
vehicle can achieve within a certain time frame from a given initial state and control inputs.
This section employs a fast marching method [28] to calculate the reachable set under
various conditions: without obstacles, and considering obstacles and future trajectories
of surrounding vehicles. The ratio of the online reachable set to the offline reachable set
represents the adversarial intensity faced by the AV in different traffic scenarios.

The mathematical definition of the reachable set is as follows:

reach
t

(X0,U ,F (t)) := {x(t; u(·), x0) | x0 ∈ X0 ,

∀τ ∈ [t0, th] : u(τ) ∈ U , proj(x(τ; u(·), x0)) /∈ F (τ)}
(23)
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x(t; u(·), x0) = x0 +
∫ t

t0

f (x(τ), u(τ))dτ (24)

where x(t; u(·), x0) ∈ Rn represents the vehicle state at time t, and u(·) represents the
control inputs of the vehicle. According to the kinematic model of adversarial vehicle
motion from Section 2.1, u(t)= (a τ

t , an
t
)
∈ U , where U is the set of all possible control

inputs. f (x, u) is the dynamic model from Equation (4). The state x(t) consists of multiple
variables (st, lt, vt, φt), x ∈ Rn, which need to be projected into a two-dimensional space, so
we define the projection operator proj(x) : Rn → R2 . From the perspective of the vehicle’s
safety, F (τ) represents road obstacles and forbidden areas. Therefore, Equation (23) defines
the reachable set starting from the initial state x0 over the time interval t ∈ [t0, th], avoiding
a set of forbidden states F (t).

From Equation (23), we know the reachable set evolves over time and is calculated
incrementally. Let tk = k · ∆t, k ∈ N is an integer. Thus, the evolution of the reachable set
over time can be expressed as:

Rk+1 := reach
tk+1

(Rk,U ,F (t)) (25)

To discretize the reachable set, we partition the position space into a uniform grid of
non-overlapping cells aligned with the coordinate axes:

C(i)k =
[
c(i), c̄(i)

]
⊂ R2,

⋃nc

i=0
C(i)k ⊇ proj(Rk) (26)

where i refers to the i-th cell. We construct a directed graph G = (V, E), where nodes vk,i ∈
V correspond to cells in the reachable region C(i)k at time step k, An edge

(
vk,i, vk+1,j

)
∈ E

represents the trajectory from one cell to another in the next time step.
The calculation diagram of the offline reachable set and the online reachable set is

shown in Figure 7.
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Figure 7. (a) Offline Reachable Set: Calculate the reachable cells Ck+1 at time tk+1 and encode them
into the graph. (b) Online Reachable Set: Remove nodes that intersect with forbidden sets F (tk) or
have no predecessor cells (indicated in dark gray).
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Calculation of Offline Reachable Sets
Offline reachable sets are calculated without considering obstacles or other vehicles.

This represents all possible states a vehicle can theoretically reach without any interference.

Let
ˆ
Rk denote the offline reachable set at time k.
The calculation of offline reachable sets includes propagation, discretization, and

graph construction.
Propagation: Based on vehicle dynamics, the longitudinal and lateral accelerations

aτ
t ∈ [aτ

t , aτ
t ] and an

t ∈ [an
t , an

t ] form the control input set U . a and a represent the lower
and upper bounds of the input control quantity. Thus, we can compute the reachable set
reachtk (0,U ,∅) for the initial state at the origin. For further propagation, the reachable set
ˆ
Rk for any initial state x0 is:

ˆ
Rk = reach

tk
(x0,U , ∅) = reach

tk
(x0, 0, ∅)⊕ reach

tk
(0,U , ∅)(Rk) (27)

where the symbol ⊕ represents the Minkowski sum. Since the offline reachable set does not

exclude any forbidden states, the propagation step is given by:
ˆ
Rk+1 = reach

tk

(
ˆ
Rk,U ,∅

)
,

F (t) = ∅. Standard reachability analysis tools such as CORA [29], Flow* [30], ARCH-
COMP23 [31], and SpaceEx [32] can be used for this computation.

Discretization and Graph Construction: For ease of computation and storage, the con-
tinuous reachable set is discretized into a grid or cells, each representing a possible state re-

gion. The reachable set
ˆ
Rk is divided into non-overlapping subsets

ˆ
Rk =

{
R(1)

k , . . . ,R(i)
k

}
.

Using Equation (26), we compute the propagation of each cell to obtain:

∀i ∈ I :
ˆ
R

(i)

k+1 = C(i) ×
[

.
s(i)k ,

.
s(i)k

]
×
[

.
l
(i)
k ,

.
l
(i)
k

]
, I =

{
i |

ˆ
Rk+1 ∩ C(i) ̸= ∅

}
(28)

where
[

.
s(i)k ,

.
s(i)k

]
and

[
.
l
(i)
k ,

.
l
(i)
k

]
represent the longitudinal and lateral speed ranges in the

Frenet coordinate system, respectively, limiting the reachable set
ˆ
Rk to these boundaries.

R(i)
k is the prerequisite for obtaining a node in graph G.

After obtaining R(i)
k , the reachable set can be represented in a discretized form. We

introduce the discretization operator:

ˆ
Dk = discr

(
ˆ
Rk

)
=
⋃nb

i=0

ˆ
R

(i)

k ⊇
ˆ
Rk (29)

Similarly, Dk = discr(Rk), and the condition for adding edges
(

vk,i, vk+1,j

)
in graph

G is:
reach

tk+1

(
R(i)

k ,U , ∅
)
∩R(j)

k+1 ̸= ∅. (30)

To efficiently implement this process, we use an adjacency matrix Pk+1
k ∈ Rqk×qk+1 to

represent edges, where qk is the number of grid cells occupied at time k. Each element pji

of Pk+1
k is binary, defined as:

pji =

{
1 if reachtk+1

(
R(i)

k ,U , ∅
)
∩R(j)

k+1 ̸= ∅
0 otherwise

(31)
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The adjacency matrix Pk+1
k is the main result of the reachability calculation and can

be efficiently stored as a sparse matrix. It represents the edges in the directed graph G,
indicating the reachable path from one cell to the next over time.

The overall algorithm process is shown in Algorithm 1.

Algorithm 1 Offline Reachability Analysis

Require: input set U
1: for k = 0 to h do

2:
ˆ
R

0

k+1 ← reach
tk+1

(
ˆ
R

0

k ,U ,∅
)

3:
ˆ
Dk+1 ← discr

(
ˆ
R

0

k+1

)
▷ see (29)

4:
(

vk,i, vk+1,j

)
← REACHABLECELLS

ˆ
(D k,

ˆ
Dk+1 ) ▷ see (30)

5: Pk+1
k ← CONSTRUCTGRAPH

{(
R(i)

k ,R(i)
k+1

)}
▷ see (31)

6: end for

7: return Pk+1
k ,

ˆ
Dk

Calculation of Online Reachable Sets
The goal of online calculation is to exclude obstacles and other vehicles’ predicted

trajectories from the reachable region F (k). Therefore, during each propagation step, cells
that intersect with F (k) are excluded from the reachable set.

We use the adjacency matrix Pk+1
k to propagate the drivable region and introduce a

binary variable rk ∈ {0, 1}q to indicate whether each cell belongs to the drivable region:

r(i)k =

{
1 if

(
x(tk; 0, x0)⊕ C

(i)
k

)
∩ proj(Dk) ̸= ∅

0 otherwise.
(32)

Combining with Equation (31), we can write the propagation as:

r̂k+1 = Pk+1
k rk (33)

To excludeF(k + 1) from the binary representation r̂k+1, we need to discretizeF (k + 1).
In motion planning, the vehicle’s shape is often approximated by a bounding semi-disk ρ

to represent obstacle occupancy, allowing for efficient collision checking. Similar to rk, we
introduce the binary variable ok+1 to indicate occupancy:

o(i)k+1 =

{
1 ifx(tk; 0, x0)⊕ C

(i)
k+1 ⊆ Fk+1

0 otherwise.
(34)

where Fk+1 is typically non-contiguous, so multiple obstacles need to be discretized.
For efficiency, only obstacles intersecting the drivable region’s boundary are discretized.
Combining Equations (32) and (34), we exclude the occupancy states:

rk+1 = r̂k+1 ∧ ¬ok+1 (35)

Logical operations ¬ and ∧ are executed element-wise. Thus, we can express the
propagation and exclusion of the reachable set as:

Dk+1 = discr
(

reach
tk+1

(Dk,U , ∅)

)
∖ discr(F (tk+1)),

D0 = x0

(36)
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Combining Equations (33) and (35), the simplified exclusion occupancy state is:

rk+1 = Pk+1
k rk ∧ ¬ok+1 (37)

The overall algorithm process is shown in Algorithm 2.

Algorithm 2 Online Reachability Analysis

Require: graph represented by propagation matrices Pk+1
k , forbidden set F (k), number of time

steps h, Discrete sets of offline reachable sets Dk
1: for k = 0 to h do
2: x(tk; 0, x0) ← HOMOGENEOUSSOLUTION(x0)

3: r̂k+1 ← IFINAREA
(

Pk+1
k ,Dk, Ck, x(tk; 0, x0)

)
▷ see (33)

3: ok+1 ← OCCUPANCYGRI(Fk+1, Ck+1, x(tk; 0, x0)) ▷ see (34)
4: rk+1 ← EXCULDEICS (r̂k+1, ok+1 ) ▷ see (35)
5: Dk+1 ← DISCR {(Dk, rk+1,F (tk+1))} ▷ see (36)
6: end for
7: return rk+1, Dk+1

Evaluation of Adversarial Intensity

By comparing the online reachable set
ˆ
Dk and the offline reachable set Dk, we can

calculate the adversarial intensity index APk. The ratio of the online to offline reachable sets
indicates the adversarial pressure on the AV, as shown in Figure 8. The expected adversarial
intensity λAP is set to 0.2, 0.4, and 0.6 for low, medium, and high intensities. APk quantifies
the deviation from the expected intensity:

APk =

∣∣∣∣∣∣∣∣λAP −ω(k) ∗ |Dk|∣∣∣∣ ˆ
Dk

∣∣∣∣
∣∣∣∣∣∣∣∣ (38)

where |Dk| and
∣∣∣∣ ˆ
Dk

∣∣∣∣ are the sizes of the online and offline reachable sets, respectively, λAP

is the expected intensity, and ω(k) is a dynamic weighting factor.
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In summary, the algorithm flow of action payoff function is solved as follows Algorithm 3:
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Algorithm 3 Calculate Immediate payoffs

Input: Current state x(t) includes ego- and adv-vehicles, control input u(·), expected speed vp,
parameters α1, α2,λAP,λ1, λ2
Output: Immediate payoff Rt

1: Initialize payoff Rt = 0
2: Calculates afety performance Ft

2.1 Calculate dynamic danger Fm based on relative distance and speed
▷ see (17)

2.2 Calculates taticr oadr iskFs

▷ see (21)
2.3 Combine to get overall danger F = α1 ∗ Fm + α2 ∗ Fs

3: Calculate efficiency performance Et
Et =

∣∣vt−vp
∣∣

4: Calculate comfort cost Ct
Ct = λ1 ·

∣∣xd − xt+Np
∣∣+ λ2 ·

∣∣yd − yt+Np
∣∣

5: Calculate vehicle performance DPt
DPt = Ft + Et − Ct

6: Calculate adversarial intensity APt

APk =

∣∣∣∣∣∣λAP −ω(k) ∗ |Dk |∣∣∣∣ ˆ
Dk

∣∣∣∣
∣∣∣∣∣∣

▷ see (Algorithm 1 and Algorithm 2)
7: Calculate immediate payoff Rt

Rt = DPt + APt
8: return Rt

4. Solution of the Adversarial Interaction Decision-Making Model

Based on Sections 2 and 3, we can determine the interaction space (A,B) and the
corresponding action payoff Rt. This section further discusses the game-theoretic process
and derives the equilibrium actions using the Stackelberg game model.

4.1. Determining Leader and Follower Vehicles

In normal traffic scenarios, to ensure safety and efficiency, vehicles usually yield to
the vehicle ahead. Here, the leading vehicle and the following vehicle establish a leader–
follower relationship. The leading vehicle sets the base for interaction, maximizing its
driving advantages. The process can be described using the Stackelberg game model.

Specifically, we need to identify the leading and following vehicles. Typically, we
judge this based on their positions in the lane. For instance, in a scenario where both
vehicles maintain their lane, the one ahead is the leader, and the one behind is the follower.
This can be determined by the relative distance between the AV and surrounding vehicles,
as shown in Figure 9.
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First, the time TTF for the surrounding vehicle to reach the front of the AV is given by:

TTF =
∆y− we/2

vasinφx
(39)

where we is the width of the AV, accounting for the relative distance between the AV and
the surrounding vehicle on both sides. Based on this time, the relative distance in the
x-direction is given by:

r,
e_x = re_x + (vacosφx − ve) · TTF (40)

where re_x is the relative distance component in the x-direction.
Thus, the leader–follower status of the AV can be determined based on the relative

distance in the x-direction:

EgoVehicle =

{
master r,

e_x ≥ 0
slave r,

e_x < 0
(41)

4.2. Solving for Nash Equilibrium

The evaluation function established in Section 3 can assess the driving ability of the
AV and its adversarial intensity with surrounding vehicles at a specific time. However, the
specific solution requires a sequence of actions

(
A1, B1) to be evaluated comprehensively

over time, rather than at a single moment. According to the Markov decision process, the
state–action value function Q

(
st, A1, B1) can be derived by the cumulative discounted

payoff, defined as:
Q
(

st, A1, B1
)
= ∑n

i=0 γiRt+i+1 (42)

where γ is the discount factor, and Rt+i+1 is the immediate payoff at time t + i + 1. In
this paper, n = 5, meaning the value function is computed over 5 discrete states for the
action sequence.

The AV and Adv adopt actions A5 and B2, respectively, indicating the state–action
sequences with a medium expected adversarial intensity. Using Equation (12) to solve the
immediate payoff function at each time step, we derive the value function map, showing
collision risk and adversarial intensity.

From Figure 10, it is clear that the Adv’s lane-changing behavior increases the risk
for the AV. Thus, the AV must take proactive actions (e.g., deceleration) to avoid risks.
Similarly, the Adv uses its state–action value function to decide actions like deceleration or
lane change based on the payoff function.
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First, we need to solve the response function of the follower vehicle to the leader
vehicle. In the scenario shown in Figure 10, the AV is the follower, and Adv is the leader.
For the leader vehicle, a set of acceleration and turning actions Bi is given, and the follower
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vehicle will derive the optimal response action Â based on this set. The specific action is
defined as:

Â = r
(

Bi)
r
(

Bi) ≜ {ζ ∈ A : Q1
t
(
st, ζ, Bi) ⩽ Q1

t
(
st, Aj, Bi), ∀Aj ∈ A

} (43)

where r is the optimal response function of the follower vehicle, and Q1
t is the state–action

value function of the follower. The smaller Q1
t is, the better the action A.

To determine the leader’s optimal action, it selects the action that minimizes its own
state–action value function Q2

t :

B∗ = argmin
[
max

(
Q2

t

(
st, Aj, ζ

))
, Aj ∈ r

(
Bi
)

, ζ ∈ B
]

(44)

where B* is the leader’s optimal action from its action space. Using Equation (44), the
follower’s optimal response to B∗ can be found. This solution

(
A*, B*

)
represents the

Stackelberg equilibrium.
For the scenario shown in Figure 10, the state–action value function matrix for both

vehicles can be derived, as illustrated in Table 2. The optimal actions for both the AV
and the Adv can be identified from this matrix, representing the equilibrium. The same
process can be applied to more vehicles by considering the most challenging and dangerous
scenarios for evaluation.

Table 2. State–Action Values for Vehicle Interactions.

State–Behavior Values
Movement of the Vehicle in Front (Leader)

B1 B2 B3 B4 B5

Movement of the
vehicle behind

(follower)

A1 8.36,
10.06

12.46,
17.36

12.31,
18.50

10.57,
19.17

11.50,
16.92

A3 5.03,
5.07

6.12,
5.26

4.58,
4.66

8.03,
8.17

6.05,
6.17

A4 6.59,
5.68

9.45,
9.46

12.00,
6.61

13.19,
8.35

9.42,
7.67

A5 5.07,
7.31

3.43,
5.46

6.15,
15.11

6.16,
11.73

4.22,
10.15

5. Experiments

To verify the proposed game-theoretic adversarial interaction-based critical scenario
generation method for AVs, this section includes three main experiments.

First, we designed a single adversarial vehicle lane-change scenario to demonstrate
the rationality, human-like decision-making, and interpretability of our algorithm. Second,
we designed two scenarios to show that our algorithm enables adversarial vehicles to
exhibit different levels of adversarial behavior. Third, in the Carla simulator, we tested
two autonomous driving systems: an RRT (Rapidly exploring Random Tree)-based path-
planning system [33] and a DDPG (Deep Deterministic Policy Gradient)-based system [34],
using three levels of adversarial strategies. This demonstrated our method’s efficiency in
building critical scenarios and improving testing efficiency.

5.1. Experiment to Demonstrate Adversarial Interaction Capability

To test the adversarial interaction capability of the proposed algorithm in multi-vehicle
traffic scenarios, we constructed a test scenario as shown in Figure 11. The yellow vehicle
is the Adv, while the other vehicles follow human driving sequences extracted from the
NGSIM [35] database. The initial speeds’ and positions’ parameters are shown in Table 3.
The decision parameters for the Adv are listed in Table 4. To verify the Adv’s adaptability to
different driving conditions, we designed two specific driving styles for the black vehicle.
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Table 3. Initial setting of parameters.

Vehicle ID Initial Position (m) Initial Speed

Adv vehicle (yellow) (27, −1.75) 13 m/s
Ego vehicle (white) (2, 1.75) 10 m/s

Background vehicle (red) (51, −2) 9 m/s
Background vehicle (blue) (74, 1.75) 13 m/s

Table 4. Decision-making parameterization.

Parameters Value

Prediction Period T/s 0.1
Prediction Time Horizon Np/s 2

Acceleration for normal driving amax/
(
m/s2) 2

Deceleration for normal driving amin/
(
m/s2) −3

Extra transverse angular velocity ∆w/(rad/s) 0.15
Value Function Discount Factor γ 0.98

Acceleration/deceleration/lane change corresponding cost factor λ1/λ2 0.02/0.04
Dynamic/Road risk assessment factor α1/α2 0.8/0.2

Expected speed vp/(m/s) 13
Road width W/m 3.5
Safety constant k1 0.17

Spacing constant b1 10
Cell size dxs/dxl(m ) 0.5

Radius ρ 1.25
Level of adversarial desired λAP 0.6

Interaction in a cautious driving scenario: In this scenario, the black vehicle drives
cautiously and remains in its current lane. Due to the lower speed of the red vehicle and the
need to occupy the reachable set of the black vehicle, the Adv seeks opportunities to change
lanes. While performing adversarial behaviors, the Adv also interacts with surrounding
vehicles to ensure safety and efficiency. The results are shown in Figure 12, including the
driving paths and speed profiles of the vehicles. The trends of risk and corresponding
game objects are depicted in Figure 12c. The game process at three specific moments is
illustrated in Figure 12d, which describes the predicted trajectories of the game vehicles,
the action space of the Adv, and the selected optimal actions (indicated by “*”).

The adversarial decision-making process consists of three stages: Deceleration and
following stage; Lane-changing and acceleration stage; Completing lane change and main-
taining lane stage. In the first stage (t = 0~1.8 s), the adversarial vehicle (yellow) travels
at high speed. Due to the slower speed of the vehicle ahead and the high risk of direct
lane change, it chooses to decelerate and follow. In the second stage (t = 1.8~4.5 s), the
yellow vehicle starts to change lanes, and the game vehicle switches to the black vehicle. As
shown in the speed profile in Figure 12b, the black vehicle’s speed increases. At this point,
decelerating the yellow vehicle would increase the risk of collision. Therefore, the decision
outcome for the yellow vehicle is as shown in Figure 12d. In the third stage (t > 4.5 s), after
the yellow vehicle completes the lane change, it stabilizes and maintains its current lane.
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(c) Performance of vehicles and adversarial intensity between vehicles at different times, including
game vehicles (black, blue, red). (d) Basic actions of the ego vehicle and the interactive vehicle.

Interaction in an Aggressive Driving Scenario: In this scenario, the black vehicle
drives aggressively, making it difficult for the yellow vehicle to change lanes. The black
vehicle’s continuous acceleration complicates adversarial interactions, highlighting the
importance of game theory. The results are shown in Figure 13.

The decision-making process includes three stages: Deceleration and following (0~1.8 s):
Similar to the previous scenario; Attempting and abandoning lane change (1.8~4.2 s): The
black vehicle’s continuous acceleration increases the yellow vehicle’s risk, leading it to
revert to its original lane; Stable following (after 4.5 s): Once the black vehicle surpasses the
yellow vehicle, the yellow vehicle loses the ability to invade the black vehicle’s reachable
set and switches to a stable following strategy.

In Scenario 1, the Adv changes lanes at an appropriate time and speed, ensuring
safety and reasonable interaction while occupying the black vehicle’s reachable set. In
Scenario 2, the Adv compromises, abandoning the adversarial action. In summary, the
proposed algorithm for the adversarial vehicle demonstrates rationality, interpretability,
and similarity to human driving behavior in adversarial interactions.
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5.2. Multi-Level Adversarial Capability Verification

This section verifies the algorithm’s ability to handle different levels of adversarial
behavior by designing two test scenarios. As shown in Figure 14, Scenario 1 is a high-speed
dual-lane scenario, while Scenario 2 is a more complex high-speed three-lane scenario.
Increasing complexity tests the algorithm’s adaptability.

In Scenario 1, the black vehicle uses an RRT-based path-planning system for decision-
making, while the yellow vehicle uses our proposed adversarial planning strategy. The red
vehicle follows a pre-set trajectory. We set three adversarial levels for the yellow vehicle:
low, medium, and high. We then analyzed the interaction between these vehicles to test
the adaptability of the driving behavior under different adversarial conditions. Figure 15
illustrates the interactions for these levels.
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Figure 15. The left side shows the planning results for different adversarial levels, and the right side
shows the speed profiles of the black vehicle (autonomous) and the yellow vehicle (adversarial). Red
areas in the speed profiles indicate adversarial behavior.

Low Adversarial Level (λAP = 0.6): In a dual-lane scenario, the yellow and red
vehicles already occupy part of the black vehicle’s reachable set, reducing the proportion of
the black vehicle’s online reachable set to about 0.6. Consequently, the black vehicle does
not perform a lane change, instead maintaining its desired speed and then decelerating to
follow the red vehicle once it matches its speed. Medium Adversarial Level (λAP = 0.4):
The yellow vehicle begins to ensure its safety and efficiency by attempting to occupy the
black vehicle’s reachable area. At 3.2 s, it decides to change lanes, prompting the black
vehicle to decelerate in response to the yellow vehicle’s lane change. High Adversarial
Level (λAP = 0.2): The yellow vehicle adopts an aggressive driving style, performing three
adversarial maneuvers as shown in the red areas. These occur at 1 s (accelerating to prevent
the black vehicle from occupying its lane), 2.4 s (changing lanes earlier and faster than at
the medium level), and 5.8 s (decelerating, forcing the black vehicle to decelerate as well).
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In Scenario 2, the yellow vehicle uses an RRT-based path-planning system for decision-
making, while the black and blue vehicles use our proposed adversarial planning strategy.
The red vehicle follows a pre-set fixed trajectory. We designed three sets of experiments
with varying adversarial levels for the black and blue vehicles: high–high, high–medium,
and high–low. Figure 16 illustrates the interactions for these levels.
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Figure 16. The left side shows the planning results for different adversarial levels, and the right side
shows the speed profiles of the yellow vehicle (autonomous), the black vehicle (adversarial), and the
blue vehicle (adversarial). Red areas in the speed profiles indicate adversarial behavior.

In Scenario 2-1, both the black and blue vehicles maintain a high adversarial level. The
yellow vehicle stays in the middle lane and decelerates to follow the red vehicle when it
gets too close due to the red vehicle’s low speed. The black and blue vehicles first accelerate
to their desired speeds and then execute two deceleration maneuvers to maintain a small
longitudinal distance from the yellow vehicle, occupying the space needed for the yellow
vehicle to change lanes. In Scenario 2-2, the yellow vehicle remains in the middle lane
throughout. The black vehicle behaves similarly to Scenario 2-1, while the blue vehicle
adopts a more moderate driving style with reduced speed. The longitudinal distance
between the blue and yellow vehicles remains moderate, with the blue vehicle exerting
less pressure on the yellow vehicle compared to the black vehicle. In Scenario 2-3, the blue
vehicle’s adversarial level is lower, leading to more noticeable deceleration and providing
enough longitudinal space for the yellow vehicle to execute a right lane change. At 4.8 s,
the black vehicle attempts a right lane change to encroach on the yellow vehicle’s space but
returns to its original lane due to the high risk of a forced lane change near the red vehicle.

5.3. Validation of Key Scenario Construction

To verify the effectiveness of the game-theoretic adversarial interaction-based planning
control algorithm in improving testing efficiency and constructing critical scenarios, we
utilized initial states and trajectories from the NGSIM natural driving dataset. We tested two



Machines 2024, 12, 538 23 of 26

intelligent driving systems: an RRT-based path-planning autonomous driving system [33]
and a DDPG-trained autonomous driving system [34]. The tests were conducted on the
open-source Carla simulator platform with ROS for communication. The overall testing
framework is shown in Figure 17.
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We designed multiple driving states for the adversarial vehicle, including fixed natural
driving behavior from the NGSIM database and three adversarial levels (low, medium,
high) using the game-theoretic planning control algorithm. Considering the complexity of
black-box autonomous systems, we selected 20 initial states that can induce lane changes
and tested each scenario 200 times. Metrics recorded include collision rate, changes in
lateral and longitudinal acceleration, average risk factor, and time to reach the endpoint.

Table 5 shows that the collision rate for the proposed game-theoretic adversarial
interaction algorithm increased significantly compared to natural driving scenarios. As
the adversarial level increased, the frequency of collisions rose. At λAP = 0.6, the collision
rate for the RRT-based system increased by 158%, while the DDPG-based system’s rate
increased by 385%. At λAP = 0.4, the collision rate for the RRT-based system increased by
347%, while the DDPG-based system’s rate increased by 794%. At λAP = 0.2, the collision
rate for the RRT-based system increased by 594%, while the DDPG-based system’s rate
increased by 1313%. Testing efficiency significantly improved.

Table 5. Collision Rates of Different AVs Under Various Adversarial Levels.

Adversarial Vehicle
Level of Adversarial Desired

None
APt = 0

Low
λAP = 0.6

Moderate
λAP = 0.4

High
λAP = 0.2

NGSIM [35] 0.81% 0.72% 1.09% 1.94%
RRT [33] 1.68% 2.67 (0.99)%↑ 5.83 (4.15)%↑ 9.98 (8.30)%↑

DDPG [34] 1.28% 4.94 (3.66)%↑ 10.17 (8.89)%↑ 16.81 (15.53)%↑
The arrows ↑ indicate that the data is incremental.
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When the test indicators of the AV under test (comfort, risk factor, traffic efficiency,
collision rate) remain at a relatively high level, we consider it to be in a critical test scenario.
Table 6 provides further details on the impact on the tested objects. With higher adversarial
levels, the comfort, risk, and average time to reach the destination for the tested intelligent
driving vehicles all showed an increase. Overall, the RRT-based system performed better
than the DDPG system, highlighting the proposed game-theoretic adversarial interaction
algorithm’s ability to produce more adversarial scenarios and generate a large number of
critical scenarios. These critical scenarios are especially valuable due to the lack of scenarios
encountered by the DDPG system during training.

Table 6. Impact of Different Adversarial Levels on AV States.

AV under Test

DDPG RRT

a+(m/s3) agv(DPt) agv(Tfinish) a+(m/s3) agv(DPt) agv(Tfinish)

APt = 0 1.22 4.48 10.54 0.94 4.44 10.08

λAP = 0.6 2.17
(0.95) ↑

7.29
(2.81) ↑

10.76
(0.22) ↑

0.89
(−0.05) ↓

6.82
(2.38) ↑

10.49
(0.41) ↑

λAP = 0.4 3.05
(1.83) ↑

13.81
(9.33) ↑

11.37
(0.83) ↑

1.27
(0.33) ↑

9.31
(4.87) ↑

10.88
(0.8) ↑

λAP = 0.2 3.65
(2.43) ↑

15.86
(11.38) ↑

11.93
(1.39) ↑

2.34
(1.4) ↑

14.57
(10.13) ↑

11.34
(1.26) ↑

The arrows ↑ indicate that the data is incremental, ↓ indicate that the data is decreased.

6. Conclusions

This study explores the decision-making and planning models for autonomous ve-
hicles based on game-theoretic adversarial interactions through a series of experiments
and validations. The behavior characteristics of vehicles during interactive games were
examined, and the effects of different driving strategies on adversarial interactions were
discussed. A method to generate adversarial interaction behaviors using the Stackelberg
game model was proposed, and its application in various traffic scenarios was investigated
through numerical experiments. The main conclusions are as follows:

Effectiveness of the Model: Our game-theoretic decision algorithm effectively simu-
lates human driving behavior. It shows robust adversarial interaction capabilities across
different driving strategies, providing rational and interpretable results.

Generation of Graded Adversarial Behaviors: The algorithm can generate adver-
sarial behaviors of different levels for testing autonomous driving systems. Experimental
results show that the algorithm can produce corresponding adversarial behaviors based
on the set adversarial levels, thereby validating the response capabilities of autonomous
driving systems.

Improved Testing Efficiency and Critical Scenario Generation: The proposed algo-
rithm enhances testing efficiency significantly. High adversarial levels increase collision
rates, offering crucial data for system optimization. It generates critical interaction scenarios,
crucial for training deep reinforcement learning-based systems.

Future research will focus on enhancing the algorithm’s adaptability to more complex
traffic scenarios. Integrating real-world data and refining the adversarial behavior models
will further improve the system’s robustness. Additionally, expanding the scope to include
interactions with non-vehicular road users, like pedestrians and cyclists, will be crucial.
These steps aim to create safer and more reliable autonomous driving systems.
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