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Abstract: Understanding the mechanisms of snap-off during gas–liquid immiscible displacement is
of great significance in the petroleum industry to enhance oil and gas recovery. In this work, based
on the original pseudo-potential lattice Boltzmann method, we improved the fluid–fluid force and
fluid–solid force scheme. Additionally, we integrated the Redlich–Kwong equation of state into the
lattice Boltzmann model and employed the exact difference method to incorporate external forces
within the lattice Boltzmann framework. Based on this model, a pore–throat–pore system was built,
enabling gas–liquid to flow through it to investigate the snap-off phenomenon. The results showed
the following: (1) The snap-off phenomenon is related to three key factors: the displacement pressure,
the pore–throat length ratio, and the pore–throat width ratio. (2) The snap-off phenomenon occurs
only when the displacement pressure is within a certain range. When the displacement pressure
is larger than the upper limit, the snap-off will be inhibited, and when the pressure is less than the
lower limit, the gas–liquid interface cannot overcome the pore–throat and results in a “pinning” effect.
(3) The snap-off phenomenon is controlled using the pore–throat structures: e.g., length ratio and the
width ratio between pore and throat. It is found that the snap-off phenomenon could easily occur in
a “long-narrow” pore–throat system, and yet hardly in a “short-wide” pore–throat system.

Keywords: snap-off; gas–liquid interface; two-phase flow; lattice Boltzmann method

1. Introduction

The immiscible displacement in complex porous media plays a crucial role in two-
phase flow and holds significant research significance in the field of enhanced oil/gas re-
covery, such as gas-driven processes, gas–water alternation, and foam-based driving [1–5].
During gas driving, a complex gas–liquid immiscible mode will form after continuous gas
injection into the reservoir. Generally, the gas is a non-wetting phase, and a liquid film
acting as the wetting phase will stick on the walls of the pores. The existence of liquid
film may cause the phenomenon of snap-off. Therefore, it is necessary to understand the
gas–liquid flow state in the pore–throat system to further study the snap-off mechanism
during the gas–liquid immiscible displacement.

Lots of theoretical and experimental works have studied the snap-off mechanism in
gas–liquid two-phase flow process. In terms of theoretical analysis, Roof [6] established
a static criterion for predicting snap-off based on the capillary pressure balance at pore
throats. He pointed out that when the minimum throat radius is less than half of the
pore radius, the wetting phase refluxes along the pore wall, which leads to a snap-off
of the non-wetting phase. Gauglitz et al. [7] also proposed the snap-off criterion for a
constricted cylindrical pore–throat system, and pointed out that the capillary number has a
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certain impact on the occurrence of snap-off and its influence depends on the pore–throat
width radio. Ransohoff et al. [8] further provided static snap-off criteria for pores with
square and triangular sections, and found that snap-off is more likely to occur in the
throat with non-circular sections. However, most of the criteria above only considered
the static mechanical equilibrium at the pore throat without considering the influence
of dynamic flow for the fluids. Tsai et al. [9] found that the bubble will not snap-off
if the capillary number is too large or too small. Deng et al. [10,11] by expanding the
static snap-off criteria of circular and non-circular neck constricting pore–throat systems,
found that the previous static criteria were too conservative in predicting snap-off, and the
high capillary number would inhibit the occurrence of snap-off even if the throat system
reached the static criteria for the occurrence of snap-off. In terms of experiments, with the
development of the microfluidic model, a large number of scholars use it to carry out visual
experiments on the phenomenon of snap-off in two-phase flow. Tian et al. [12] used 2D
micromodels to study the phenomenon of snap-off during gas–water flow and verified the
static criterion proposed by Roof et al. By using a 2D rectangular cross-section micromodel,
Cha et al. [13] studied the mechanism of bubble snap-off and obtained a good consistency
with the theoretical model they proposed. Tetteh et al. [14] observed the oil phase snap-off
in the course of low-salinity water flooding through the use of the microfluidic model.
Wu et al. [15] experimentally studied the snap-off in snakelike pore–throat structures, and
believed that throat length and width had a certain influence on snap-off.

Compared with experiments, numerical simulation can better understand and predict
the gas–liquid two-phase flow state and snap-off at the pore scale. There is pore network
modeling (PNM) [16], smoothed particle hydrodynamics (SPH) [17], density functional hy-
drodynamics (DFH) [18], the volume-of-fluid method (VOF) [19] and the lattice Boltzmann
method (LBM) [20] to simulate multiphase flow at the pore scale. Some researchers used
VOF to study the snap-off in the constricted pore–throat systems. Considering the influence
of dynamic factors, Raeini et al. [21] used the VOF method to study the star-shaped throat
section for snap-off. Starnoni et al. [22] adopted the VOF method to study the effects of
the contact angle and viscosity ratio for snap-off; they found that the threshold contact
angle increases with diminishing of the roundness of the cross-section, and the increase in
viscosity ratio would also reduce the threshold contact angle. Zhang et al. [23] studied the
square section throat through the VOF method. It is concluded that high capillary numbers
and a high viscosity ratio can effectively inhibit the occurrence of snap-off. Cha et al. [13]
used the VOF method to simulate the snap-off of a rectangular cross-section and provided
the conditions of the pore–throat width ratio for the occurrence of snap-off. However, when
using the VOF method it is difficult to calculate the normal direction and curvature of the
interface accurately, and the interface reconstruction method is complex, which makes it
difficult to extend to higher dimensions [24]. LBM is a mesoscopic numerical simulation
between the micro molecular dynamics simulation method and the macroscopic traditional
numerical simulation method. Compared with interface tracking or interface capture meth-
ods such as the VOF method, the gas–liquid interface in LBM can be generated, evolved
and migrated automatically without any interface tracking or interface capture technol-
ogy [25], and can directly deal with the force between the fluid and fluid as well as the force
between the fluid and solid wall [26]. At present, multiphase LBMs can be divided into
four categories, including a color-gradient model [27], a pseudo-potential model [28], a free
energy model [29] and a phase-field model [30]. Based on the color-gradient model, Zhang
Lei et al. [31] simulated an immiscible displacement process in a pore–throat system, and
believed that with the increasing heterogeneity of porous media, the fluid is prone to snap-
off. Zhao Yulong et al. [32] simulated the flow process of tight gas flooding formation water
under high temperature and high pressure, and found that a large number of connected
micro-channels in porous media were occupied by blocked water. Alpak et al. [33] used the
phase-field model to simulate the two-phase displacement process in 3D constricted pores
and observed the snap-off, which was consistent with the Roof static criterion. However,
the viscosity difference in the simulated two-phase fluid was not large enough to reflect the
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viscosity ratio of gas–liquid two phases. Wei et al. [34] used the pseudo-potential model
to simulate the process of a single bubble passing through the throat, and observed the
snap-off. Zhang et al. [35] used the improved two-component pseudo-potential model to
simulate the gas–water flooding process and successfully captured the existence of water
film on the throat wall. They believed that the thickness of the liquid film on the wall could
not be ignored in the process of gas–water two-phase flow at the micro/nano-scale.

However, the current research on the snap-off is usually based on the neck of the
pore–throat system, where the effect of the wall–liquid film thickness is not very obvious.
Meanwhile, the macroscopic VOF method cannot fully characterize the wall–liquid film
interaction. In this paper, based on the original pseudo-potential LBM, we improve the
force scheme between fluids and add fluid–solid force to capture the liquid film variation
on the throat wall. The influence of the liquid film on the flow state of the gas–liquid
flow during the phase displacement is studied. Furthermore, the effects of displacement
pressure difference (capillary number), throat length and width on liquid film thickness
and flow state is probed. This work provides a theoretical and simulation basis for the
characterization of the snap-off mechanism in complex porous media.

2. Materials and Methods
2.1. Analysis on Mechanisms and Factors of Snap-Off

Based on Roof’s mechanism, which supports that the capillary force Pc-neck of the
throat is greater than Pc-front of the leading edge, Ransohoff et al. [8] proposed the static
snap-off criterion of the square pore–throat system, and the core hypothesis is that the
wetting phase is the main flow mode in the corner of the square throat system, as shown in
Figure 1. Ignoring the effect of liquid film on the wall, the snap-off judgement criterion of
the throat system of the constricted square can be expressed as the following:

Pc−neck − Pc− f ront = σ(
1
Rt

+
1

Rzt
− Cm

Rc
) > 0 (1)

where Rc, Rt, Rzt are the radius of the pore curvature, throat curvature, transverse throat
curvature, respectively. Cm is dimensionless curvature, which is related to the shape of pore
section. Based on the minimum surface energy model, Cm = 1.89 in square pores, given by
Ransohoff et al. [8]. Regardless of 1/Rzt, when pore shrinkage is gentle, Rc > 1.89Rt.
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Figure 1. Schematic diagram of gas–liquid two-phase flow. (Yellow is the gas phase and blue is the
water phase).

An improved pseudo-potential model is used to verify the applicability of the static
criterion proposed by Ransohoff et al. [8]. To facilitate the comparison of the simulation
results with this criterion, the dimensionless pore–throat length ratio and width ratio are
defined to characterize the change in pore structure, which are expressed as the following:

L∗ = L/Lp (2)

R∗ = Rt/Rc (3)

where Lp is the length of the entire pore–throat system, and L is the length of the throat.
Based on this, we can find the static criterion of snap-off R* ≤ 0.53.
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2.2. Lattice Boltzmann Method

The Bhatnagar-Gross-Krook (BGK) collision process can be expressed by characterizing
the fluid motion with the discrete density distribution [36], which can be written as follows:

fi(x + ei∆t, t + ∆t)− fi(x, t) = −∆t
τ
[ fi(x, t)− f eq

i (x, t)] + ∆ fi(x, t) (4)

where fi(x,t) is the density distribution function along i direction; ∆x and ∆t represent grid
step and time step, respectively; τ denotes the relaxation time, whose expression is showed
in Equation (2).

τ =
ν

c2
s ∆t

+ 0.5 (5)

where cs = 1/
√

3 is the local speed of sound, and ν represents the kinetic viscosity. In
Equation (1), ei is defined to be the discrete velocity in each direction, and for the D2Q9
model (“D2” indicates that the model is applied in two spatial dimensions, while “Q9”
signifies that there are nine discrete velocities considered in the LBM) [37], it is expressed
as the following:

ei =


0, i = 0(

cos
[
(i−1)π

2

]
, sin

[
(i−1)π

2

])
, i = 1 ∼ 4

√
2
(

cos
[
(i−5)π

2 + π
4

]
, sin

[
(i−5)π

2 + π
4

])
, i = 5 ∼ 8

(6)

The equilibrium density distribution f eq
i (x, t) is calculated using the following equation:

f eq
i (x, t) = wiρ[1 +

ei · u
c2

s
+

(ei · u)2

2c4
s

− u2

2c2
s
] (7)

where wi is a weight factor; for the D2Q9 model, wi = 4/9 when i = 0; wi = 1/9 when i = 1~4;
wi = 1/36 when i = 5~8. The macroscopic density ρ and velocity u are calculated as follows:

ρ = ∑
i

fi (8)

u =

∑
i

ei fi

ρ
(9)

The original pseudo-potential model achieves phase separation through incorporating
inter-particle forces within the fluid system. The forces between fluids in the pseudo-
potential model are defined as follows [28]:

Fint(x, x′) = −G(
∣∣x − x′

∣∣)ψσ(x)ψσ(x)(x′ − x) (10)

where G is the Green function; ψ(x,t) is the effective mass, which is defined as
ψ(ρ) = ρ0[1 − exp(−ρ/ρ0)], and ρ0 = 1 is the reference density. Given the forces between
the particles in the first layer, the formula can be simplified as follows:

Fint(x, t) = −gψ(x, t)c2
s ∑

i
w(|ei|2)ψ(x + ei∆t, t)ei (11)

where g is the control parameter of interaction intensity between fluids, w(|ei|2) is weight
coefficient, |ei|2 = 1, w(|ei|2) = 1/3; |ei|2 = 2, w(|ei|2) = 1/12. The equation of state of the
pseudo-potential model can be expressed as the following [28]:

p = c2
s ρ +

c2
s g
2

ψ2 (12)
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However, using the above equation will lead to a thermodynamic inconsistency,
and the maximum density ratio and viscosity are both within 10 during the simulation.
Therefore, a model combining the real fluid equation of state with the pseudo-potential
model was proposed by Yuan et al. [38] to improve its accuracy. In this paper, we use the
Redlich–Kwong equation of state (RK EOS) to characterize the gas–liquid two-phase. Firstly,
the RK EOS is a relatively simple yet accurate model for describing the thermodynamic
properties of non-ideal gases, especially in the context of dense fluids or near-critical
conditions. Secondly, it offers a good compromise between computational complexity
and accuracy, making it suitable for the numerical simulations conducted in this study.
Additionally, the RK EOS has been widely used and validated in the literature, providing a
solid foundation for our investigations [39]. The RK EOS is defined as the following:

pEOS =
ρRT

1 − bρ
− aρ2

√
T(1 + bρ)

(13)

where pEOS is the pressure of the actual fluid, R is gas constant, T is the temperature of the
system, ρ is the density of the actual fluid, and a as well as b are both critical parameters
(a = 0.42748R2Tc

2.5/pc, b = 0.08662RTc/pc). Huang et al. [40] gave the parameter values,
where a = 2/49, b = 2/21, R = 1, Tc = 0.1961, pc = 0.1784, ρc = 2.9887. The following formula
can be used to calculate the effective mass after adding the RK equation:

ψ =

√√√√2( ρRT
1−bρ − aρ2

√
T(1+bρ)

− c2
s ρ)

gc2
s

(14)

It is worth noting that g will be eliminated in the calculation of force (Equation (8)),
so it ensures that the sign in the square root sign is positive. Therefore, g = −1 is chosen
in the simulation. In this paper, a modified force scheme proposed by Gong et al. [41] is
adopted to reduce the false velocity at the interface between the two phases, as shown in
Equation (9).

Fint = −βgψ∇ψ(x)− 1 − β

2
g∇2ψ(x) (15)

Furthermore, Chen et al. [42] proposed a simplified formula considering the interaction
between the nearest the next-nearest nodes.

Fint = −1 − β

2
gc2

s

N

∑
α=1

w(|ei|2)ψ2(x + ei∆t)ei − β
g
2

ψ(x)c2
s

N

∑
α=1

w(|ei|2)ψ(x + ei∆t)ei (16)

where β is an adjusting parameter, which can improve the thermodynamic consistency of
the model and reduce the false velocity by changing β. If we only consider the forces of the
nodes in the first layer, Equation (9) is further extended to the following [14]:

Fx = gc2
s


−βψi,j[γ1(ψi+1,j − ψi−1,j) + γ2(ψi+1,j+1 − ψi−1,j+1

+ψi+1,j−1 − ψi−1,j−1)]−
1−β

2 [γ1(ψ
2
i+1,j − ψ2

i−1,j)

+γ2(ψ
2
i+1,j+1 − ψ2

i−1,j+1 + ψ2
i+1,j−1 − ψ2

i−1,j−1)]

 (17)

Fy = gc2
s


−βψi,j[γ1(ψi,j+1 − ψi,j−1) + γ2(ψi+1,j+1 − ψi+1,j−1

+ψi−1,j+1 − ψi−1,j−1)]−
1−β

2 [γ1(ψ
2
i,j+1 − ψ2

i,j−1)

+γ2(ψ
2
i+1,j+1 − ψ2

i+1,j−1 + ψ2
i−1,j+1 − ψ2

i−1,j−1)]

 (18)

It is also called E4 force scheme. γ1 and γ2 are the discretized coefficients, where
γ1 = 1/3 and γ2 = 1/12. The readers can refer to Mukherjee et al. [43]’s study of extending
the forces to E6/E8 force schemes to obtain lower false velocities and more accurate
interfacial tensions.
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The force between fluid and wall is similar to that between fluids [39].

Fads(x, t) = −gψ(x, t)∑
i

wiψ(ρw)s(x + ei∆t, t)ei (19)

where the function to determine the fluid node and the wall surface is s(x + ei∆t,t). If
x + ei∆t is 1 in the solid node, the corresponding value in the fluid node is 0. ρw is the wall
density, which can be adjusted to simulate different contact angles. In the traditional LBM,
external forces are often approximated using a simple forcing term, which may introduce
discretization errors. The exact difference method (EDM) [44] addresses this issue through
providing a more accurate way to account for these external forces. The key idea of the
EDM is to calculate the exact difference between the equilibrium distribution functions in
the presence and absence of external forces (∆fi(x, t)). This exact difference is then added to
the collision operator in the LBM, ensuring that the influence of external forces is accurately
captured. For adding fluid–fluid force and fluid–solid force, this paper adopts the exact
difference method (EDM) scheme to deal with the external forces, which can be written as
the following:

∆ fi(x, t) = f eq
i (ρ, u +

Ftotal∆t
ρ

)− f eq
i (ρ, u) (20)

where Ftotal represents the sum of the fluid–fluid force and the fluid–solid force. EDM is
one of the most common external force processing formats and can be adapted to a wide
temperature range.

3. Model Verification
3.1. Verification of Thermodynamic Consistency

Thermodynamic inconsistency is the main problem in pseudo-potential models, which
will directly affect the calculation accuracy of the gas–liquid density ratio and interfacial
tension. Therefore, evaluating the model is the first thing to be conducted. Since the
capillary pressure will have a certain impact on the gas–liquid density, we use the gas–liquid
model with a hypothetical flat interface to study the gas–liquid coexistence density, and
compare it with Maxwell’s theoretical results to evaluate the thermodynamic consistency.
First, a 31 × 201 lattice space is established, and periodic boundaries are set in both x and
y directions. The gas–liquid coexistence density can be simulated by only changing the
temperature. Also, the density initialization method of Huang et al. [45] can improve the
numerical stability, which is expressed as the following:

ρ(y) = ρv +
ρl − ρv

2
abs

{
tanh[

2(y − 50)
W

]− tanh[
2(y − 150)

W
]

}
(21)

where W is the width of the phase interface, and is generally 2–5 grids. ρv and ρl are the gas
and liquid densities of the Maxwell theory. In this method, the position of 50 ≤ y ≤150 is
liquid phase and the other positions are gas phase. The gas–liquid interface is a straight line,
and capillary pressure can be ignored [45]. We compare the gas–liquid coexistence density
under β = 1, β = 1.125 and β = 1.25 and the Maxwell theory. As shown in Figure 2, when
β = 1 (representing the original fluid-force format), it is observed that the gas–liquid density
obtained from LBM simulation fails to match the gas–liquid density calculated directly
using the RK EOS (solid line in Figure 2). However, by employing an improved fluid-force
format and adjusting the coefficient β accordingly, we can achieve consistency between the
gas–liquid density obtained from the LBM simulation and that derived from the RKEOS
under specific temperature and pressure conditions. When β = 1.125, our LBM model
basically shows agreement with the Maxwell theory, and β = 1.125 is therefore adopted.
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3.2. Verification of Interfacial Tension

We calculate the interfacial tension by simulating the static circular droplet. Three
different grid sizes (101 × 101, 151 × 151, 201 × 201) are constructed to simulate the
density distribution of the static circular droplet and to test grid independence (this test is
conducted to obtain a more accurate static interfacial tension.). The density initialization
method proposed by Huang et al. [46] is adopted.

ρ(x, y) =
ρl + ρv

2
− ρl − ρv

2
× tanh[

2(
√
(x − x0)

2 + (y − y0)
2 − R0)

W
] (22)

where R0 is the droplet initialization radius, and (x0, y0) is the initial center of the droplet.
The simulation conditions are T = 0.8Tc, ρv = 0.342, and ρl = 6.60. The periodic boundary
is used around the simulation, and the other parameters are consistent with those in
Section 3.1. In order to facilitate comparison, the ratio of droplet diameter to grid size
in different grids is kept consistent, and the simulation time step is selected to be 5000
to make the results stable. The simulation results are shown in Figure 3. The density
distributions of the gas phase and liquid phase at the center line with different grid sizes
are almost the same, indicating that simulation results are grid-independent, and the
simulated results only have small deviations in the two-phase transition region. When
the grid density exceeds 151 × 151, the simulation results of the density distribution are
almost consistent, which meets the requirements of simulation accuracy. As a result, to save
computational resources, the 151 × 151 grid space is selected for the simulation verification
of interfacial tension.
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We further simulated the static behavior of the circular droplet at T = 0.7Tc, T = 0.75Tc
and T = 0.8Tc. After the simulation reached equilibrium, the actual gas-hydraulic difference
is calculated according to Equation (14). The interfacial tension is determined using the
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Young–Laplace equation, ∆P = Pint − Pout = σ/R [47]. In this study, the density of the
gas–liquid interface is (ρv + ρl)/2, and the droplet diameter is determined based on this. By
changing the droplet diameter, a series of pressure differences and its relationship with the
droplet radius are obtained. As shown in Figure 4, the reciprocal of pressure and radius
presents a good linear relationship (R2 is greater than 0.999). Through linear fitting, the
tension values of the gas–liquid interface at different temperatures are 0.463, 0.361 and
0.264 lu, respectively (where lu stands for lattice unit).
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3.3. Verification of Static Contact Angle

In this work, the fluid–fluid force and fluid–solid wall force are considered, and a
different contact between the droplet and wall are simulated on this basis. Chen et al. [42]
gave a method for calculating the contact angles of the droplet on the wall:

r =
4ξ2

2 + ξ2
1

8ξ2
(23)

θ =

{
arcsin( ξ1

2r ), θ ≤ 90◦

π − arcsin( ξ1
2r ), θ > 90◦

(24)

where θ is contact angle, ξ1 is base length of the contact line between the droplet and
solid wall, and ξ2 is height of the droplet. In order to verify different wetting angles, we
established a grid area of 151 × 151, and set the periodic boundary in the x direction. y = 0
and y = Ny are taken as solid wall and are used as rebound boundaries [48]; simulated
temperature T = 0.8Tc. Finally, the density initialization method proposed by Li et al. [49]
is adopted as:

ρ(x, y) =
{

ρl , if (x − x0)
2 + (y − y0)

2 ≤ R2
0

ρv, otherwise
(25)

where R0 is the droplet initialization radius. In this paper, R0 = 15 lu, (x0, y0) = (75, 135) is
set as the initial center of the droplet. The wetting angle can be simulated by varying the
wall density ρw. The simulation results are shown in Figure 5.
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3.4. Characteristics of Corner Liquid Retention

In square-section pores and throats, the liquid phase will remain at the corners of
the pores and throats after gas displacement, whose retention characteristics (radius of
curvature) have a certain effect on the snap-off in noncircular pores [50]. Therefore, to verify
the accuracy of our model, we use pseudo-potential to simulate the relationship between
the curvature radius of corner and liquid saturation. The conditions are as follows: a
151 × 151 grid space is established; temperature is set as T = 0.8Tc; solid walls and rebound
boundary are adopted; the wetting angle is 0◦ and other parameters are consistent with
Section 3.3. Based on Li et al. [49], we propose a new initialization density method to
characterize the different radius of the curvature of the liquid phase in corner. The format
is as follows:

ρ(x, y) =
{

ρl , if (x − x0)
2 + (y − y0)

2 ≥ R2
1

ρv, otherwise
(26)

where (x0, y0) = (75, 75) is the coordinate position of the initial center of the bubble,
and R1 is the initial bubble radius, which ranges from 75 to 75

√
2 to represent different

radius of curvature of the corner liquid (0 to 75). As shown in Figure 6, our model can
capture the curvature radius of the liquid film and liquid phase at the corner of the wall.
The characterization method of static liquid film thickness on the wall can be found in
reference [51–53]. This paper mainly focuses on the relationship between the curvature
diameters and saturation of liquid phase at the corner.

By comparing the simulated results of the curvature radius and saturation of liquid
phase at the corner with those proposed by Li et al. [54], the theoretical model can be
simplified as follows, without considering the influence of wall–liquid film thickness:

Sl = (1 − π

4
)ε2 (27)

where ε is the diameter of dimensionless curvature, ε = d/(L1 − 2h), L1 is the length of square
pores, h is the thickness of liquid film, and d is the curvature diameter of corner liquid.
In Figure 7, it can be seen that our simulation results are consistent with the theoretical
results, indicating that our model can accurately evaluate the trend of occurrence of the
liquid phase in the corner and determine the radius of the curvature of the liquid.
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3.5. Grid Independence Test

The grid independence test of the model is carried out through simulating the liquid
phase displacement process in a single tube under different grid sizes (the vertex position
of the curved liquid surface changed with time). To this end, four different grid sizes
(241 × 41, 301 × 51, 361 × 61, 421 × 71) are established in this work. The bottom and top
of the y-direction are used as solid boundaries with a non-slip rebound scheme. We set a 5
to 10 grid buffer area for the gas phase at the inlet and outlet; other places were set with the
liquid phase. The external force flow at each node is added. We also applied a periodic
boundary for the flow direction (x direction). When the liquid phase is displaced to the
gas phase buffer area at the outlet, the liquid phase density is automatically replaced by
the gas phase density at the next occurrence to realize the “disappearance” of the liquid
phase in the buffer area, thus completing the displacement process. The simulation runs
at T = 0.8Tc, ρv = 0.342 and ρl = 6.60 and the ratio of simulated displacement pressure
and the ratio of simulated time step to the interval of sampling points remain constant,
respectively. The simulation results are almost the same for different grid sizes in Figure 8.
Therefore, the grid size of the simulation conditions is selected as 51 × 301 in the subsequent
displacement simulations.
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4. Discussion
4.1. Simulation of Snap-Off Phenomenon

We establish a grid space of 301 × 51 and set a throat with a width of 30 lu (L* = 0.2,
R* = 0.6) at 120 < x < 180 and 10 < y < 40. The boundary in the x direction is the same as the
one in Section 3.5. The throat wall is set as solid wall with a rebound boundary at y = 0 and
y = 50, and the contact angle is set as 0◦. The simulation conditions are as follows: (1) The
gas phase density ρv = 0.53 lu, the liquid phase density ρl = 6.08 lu, and the density ratio
(ρr = 11.5) are close to the density ratio (ρr = 11) of water and methane at 15 MPa, 350 K
from, the NIST chemical database. (2) The gas phase viscosity µv is 0.088 lu and the liquid
viscosity µl is 1.013 lu. (3) The interfacial tension between the two phases is σ = 0.178 lu.

To express the displacement more clearly, we divide the whole process into three
stages by time: (1) The gas phase displacement stage in the pores at the left end. (2) The
displacement stage of the gas phase invasion of the throat. (3) The gas phase breaks through
the throat and enters the displacement stage of the pores at the right end. We select gas
phase saturation Sg, which is the ratio of the volume fraction of the gas phase to the volume
fraction of the entire region. During the displacement, the retained liquid phase saturation
Srl is used, which refers to the ratio of the liquid volume fraction within the boundary to
the volume fraction of the whole region in the process of displacement. The vertex of the
two-phase curved liquid surface is taken as the dividing line (vertical line), as parameters
to quantitatively characterize the liquid phase changes. Since Sg + Srl is equivalent to the
total area affected by gas flooding in the process of piston displacement with a flat interface
in the petroleum field, we captured the changing rule of Sg and Sg + Srl over time and listed
the density distribution of the two-phase fluid at a certain point in three stages (Figure 9). In
the first stage (t < 9000), the gas phase is displaced in the pores at the left end. A relatively
stable curved liquid surface is formed and Srl remains a low value during. In the second
stage (9000 ≤ t ≤ 13,000), there is retained liquid at the corner of the pore and throat wall,
and Srl increases gradually with the increase in simulated time step. In the third stage
(t > 13,000), the gas phase broke through the throat and entered the pores at the right end.
Due to the strong wettability of the wall, the gas phase could not contact the wall; a large
amount of liquid phase was retained on the pore wall at the right end, which resulted in the
Srl increasing rapidly. Finally, the retained wetting phase gradually flowed back into the
throat over time, and finally formed the snap-off. In addition, the conditions used for the
snap-off observed (R* = 0.6) do not satisfy the static criterion for the snap-off (R* ≤ 0.53).
This is because the gas phase cannot create contact with the throat wall and the pore wall
at the right end in the second and third stages. As a result, the radius of the leading edge
after the gas phase that breaks through the throat is always smaller than the pore radius
and the value of Cm is too large, which makes the prediction of the derived static criterion
based on the angle flow conservative.
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water phase).

We further calculate the changes in the Pc-neck and Pc-front values in the third stage, as
shown in Figure 10. With the increase in time step, Pc-neck increases along with Srl; after the
gas phase breaks through the throat, the curvature radius of the leading-edge increases,
leading to the continuous reduction in Pc-front. Finally, Pc-neck > Pc-front causes the retained
liquid phase to backflow and forms snap-off.
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The above results show agreement with the previous static criteria for judging the
occurrence of snap-off, which indicates that Roof et al.’s [6] snap-off mechanism based
on unbalanced capillary pressure is also applicable in the mutant pore–throat system.
Meanwhile, the above 2D simulation results are basically consistent with the experimental
results of bubble snap-off in the 3D pore–throat structure by Wu et al. [15], indicating that
our simulation results are still valid for the actual 3D situation. However, a large number
of studies have shown that dynamic factors had a great impact on the phenomenon of
snap-off [11], but the current theoretical models are all quasi-static geometric criteria and
cannot consider the impact of dynamic factors. Therefore, the pseudo-potential model is
adopted to evaluate the influence of capillary number Ca, L* and R* on phase interface
snap-off in gas–liquid two-phase displacement using numerical simulation.

4.2. Influence of Cappillary Number Ca

Capillary number is an important parameter of two-phase flow; it is defined as
the following:

Ca =
ρnνnuave

σ
(28)



Energies 2024, 17, 4062 13 of 20

where ρn,νn represent the density and kinematic viscosity of the non-wetting phase, respec-
tively, which are the same as the density and kinematic viscosity of the gas phase in the
simulation of this paper. uave is the average velocity of two-phase displacement [9].

The influence of the capillary number on the snap-off will be studied by changing
the displacement pressure under the following conditions: (1) Establish a 300 × 51 grid
space; (2) Set a throat with length of 100 lu and width of 30 lu (L* = 0.33, R* = 0.6) at
the position of 100 < x < 200 and 10 < y < 40; (3) Ensure the displacement pressure is
∆P = 0.069; (4) The edge position of phase interface is captured every 500 time steps, and
the average displacement velocity (uave = ∆s/∆t) can be obtained using the curve of the
relation between the phase interface position and time. It should be pointed out that ∆s and
∆t represent the displacement and time before the occurrence of the snap-off. Figure 11a
shows the variation rule of Sg and Sg + Srl over time in the two-phase displacement, when
Ca = 4.8 × 10−3 and the density distribution of two-phase fluid is at a certain time in the
three stages. Firstly, the simulation results in the first stage show agreement with those
in Section 4.1. Secondly, when the gas phase enters the throat, the retained liquid phase
always exists in the pore corner and throat wall, resulting in the increase in Srl. While
there is small displacement pressure the gas phase cannot break through the throat, and
the gas–liquid interface ultimately maintains the balance in the throat and does not extend.
Srl remained unchanged (Srl = 0.11). The reason for the above phenomenon is that the
capillary pressure at the gas–liquid interface and the force at the solid–liquid interface form
large flow resistance, which is called the capillary “pinning” effect [55]. Therefore, the
primary condition for the snap-off is that displacement pressure can overcome the capillary
“pinning” effect and form effective displacement.
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We increased the displacement pressure to ∆p = 0.078, as shown in Figure 11b; this
shows the variation rule of Sg and Sg + Srl with time and the density distribution of two-
phase fluid at a certain time of the three stages when Ca = 5.6 × 10−3. The first stage is
consistent with the simulation results above. After the gas phase enters the throat, the
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liquid phase remains in the pore corner and the throat wall, the liquid thickness on the
throat wall presents an uneven distribution, and Srl increases gradually. With the increase
in the time step, the retained liquid phase flows back and snaps off the phase interface in
the second stage, which indicates that the snap-off can occur before the gas phase breaks
through the throat in the non-gradual pore–throat system.

Keeping other conditions unchanged, we increased displacement pressure to ∆p = 0.105,
as shown in Figure 11c. At this time, the capillary number (Ca = 8.0 × 10−3) is relatively
large. Compared with the previous simulation results, the retained liquid phase saturation
Srl on the throat wall in the second stage is small. With the time step increasing, the gas
phase continues to flow forward and the snap-off does not occur until it breaks through the
throat. When the gas phase reached the outlet, the retained liquid phase flows back and
formed snap-off as the simulated time step continues to increase. In addition, the location
of the snap-off moved to the outlet of the throat with the increase in capillary numbers,
which shows agreement with the experimental results of Wei et al. [56], who used a 3D
pore–throat structure to study bubble snap-off under different capillary numbers.

The displacement pressure is further increased to ∆p = 0.114 (Ca = 8.6 × 10−3), and
the displacement pressure is large and Srl is small. As the time step increases, the gas phase
breaks through the throat and eventually reaches the outlet. When the gas phase reaches
the outlet, there is no snap-off with the increase in the simulated time step. It indicates that
for a fixed pore–throat structure, there are critical capillary numbers. When the capillary
numbers of the system are larger than the critical capillary numbers, the backflow of the
retained liquid phase in the throat will be inhibited, so as to inhibit the occurrence of the
snap-off.

Figure 12 shows the changes in the leading-edge vertex positions of the phase interface
over time under the above four conditions within 50,000 time-steps. After the occurrence
of the snap-off, we took the peak of the curved liquid level in the throat as the actual phase
interface position, so that when the phase interface position changed suddenly, it could
be judged as the snap-off. We can see that when the gas phase is continuous, continuous
snap-off can occur. The displacement and the location of the snap-off will hardly change
each time, which is similar to the formation process of a droplet/bubble [57]. Meanwhile,
for a specific pore–throat system, only when the capillary numbers meet a certain range will
large capillary numbers inhibit the return of the retained liquid phase in the displacement
and thus inhibit the occurrence of the snap-off, while small capillary numbers cannot
overcome the capillary “pinning” effect to form effective displacement. Our simulation
results are consistent with the conclusions obtained by Tsai et al. [9] in the study of bubble
snap-off behavior under the pressure gradient at the gradual pore–throat.
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4.3. Influence of Pore–Throat Length Ratio

Pore–throat structure also has an important influence on the snap-off [9,10]. Therefore,
we propose the pseudo-potential model to study the influence of different throat lengths
on the snap-off. The conditions are as follows: (1) Establish a 301 × 51 grid space; (2) Set
throats of the same width (R* = 0.6) but different lengths at the position 10 < y < 40. For
different throat lengths, displacement pressure can better reflect the influence of dynamic
factors on stuck fracture than capillary number. Therefore, we use displacement pressure
to represent the influence of dynamic parameters instead of capillary numbers.

In the simulation, we determine the critical conditions for the snap-off by changing the
displacement pressure (0.036 to 0.123) and L* (0.08 to 0.4). In this paper, the displacement
effect of different pore–throat ratios are shown under two simulated conditions ∆p = 0.084
and L* = 0.3 as well as ∆p = 0.084 and L* = 0.2. As shown in Figure 13, at different time
steps, with the decrease in throat length, the flow resistance decreases and the average
two-phase displacement velocity increases, and the liquid saturation Srl retained in the
pore corner and throat wall is low. However, it is worth noting that the pore–throat width
ratio observed for the snap-off is inconsistent with that predicted using the static criterion
(R* ≤ 0.53). This indicated that even if the pore–throat ratio of static criterion is not satisfied,
a long enough throat length will promote the occurrence of the snap-off. Therefore, the
pore–throat system with different throat lengths will present different flow states under the
same displacement pressure.
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As the same time, we conduct a series of simulations to determine the conditions
for the snap-off at different pore–throat length ratios and to finally obtain the critical
displacement pressure for the snap-off, as shown in Figure 14. It can be seen that from the
figure that for the pore–throat system with a fixed throat width, there is a critical length
ratio (L* = 0.08), so that the change in displacement pressure will not cause the snap-off in
gas–liquid two-phase displacement, which shows agreement with the conclusion proposed
by Deng et al. [10] that the snap-off was inhibited in the short-wavelength gradual pore–
throat. With the increase in throat length, a different displacement pressure difference will
lead to three flow states: the snap-off, continuous flow and ineffective displacement in
gas–liquid displacement. When displacement pressure is less than the lower limit of critical
displacement pressure, the capillary “pinning” effect cannot be overcome and invalid
displacement is formed. When the displacement pressure is greater than the upper limit of
the critical displacement pressure, the gas phase will maintain a continuous flow state and
inhibit the occurrence of the snap-off.
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4.4. Influence of Pore–Throat Width Ratio

In this section, we study the influence of the throat width ratio on the snap-off by
fixing L* and changing R*. The conditions are as follows: (1) Establish a 301 × 51 grid
space; (2) Set the throat with a length of 50 lu (L* = 0.167) at 125 < x < 175; (3) Set other
parameters in the same way as in Section 3.3. During the simulation, the critical condition
is determined by changing the displacement pressure from 0.033 to 0.1 and the R* size from
0.52 to 0.68. Here, two groups of ∆p = 0.084, R* = 0.52 and ∆p = 0.084, R* = 0.6 are used as
examples to show the effect of different pore–throat width ratios on flow state in gas–liquid
two-phase displacement, as shown in Figure 15. It is found that with the decrease in throat
width, the flow resistance increases significantly and the average two-phase displacement
velocity decreases, while the liquid saturation Srl remains in the pore corner and the throat
wall is higher. It is worth mentioning that R* = 0.52 meets the condition of static criterion
(R* ≤ 0.53) and the phenomenon of the snap-off is observed, which verified the accuracy
of our simulation results. In the case of R* = 0.6, there is no snap-off in the displacement,
which also indicated that the increase in throat width will inhibit the snap-off.
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Figure 15. Comparison of two-phase displacement processes, (a) t = 10,000, R* = 0.52; (b) t = 10,000,
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We also simulated the effect of the pore–throat width ratio on the snap-off and the
critical displacement pressure was obtained, as shown in Figure 16. Similar to Section 3.3,
for a pore–throat system with a fixed throat length, the gas–liquid two-phase produce three
types of flow states under different displacement pressures. With the increase in throat
width, the range of the displacement pressure decreases gradually. When the width ratio
increases to R* = 0.68, the change in the displacement pressure will not cause the snap-off
in gas–liquid two-phase displacement. It is important to mention here that for R* = 0.52,
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which meets the condition for predicting the occurrence of the snap-off according to the
static criterion, when the displacement pressure is greater than 0.1, the snap-off will not
occur, indicating that the snap-off can be inhibited by a large displacement pressure, even
if the static criterion is met. Meanwhile, based on Equation (1), the critical width ratio
is predicted to be (R* = 0.53), which is 28.3% lower than the critical width ratio through
simulation (R* = 0.68).
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5. Conclusions

In this work, an improved pseudo-potential model and the improved fluid–fluid force
scheme, regarding the original one component pseudo-potential-based LBM, are presented
here. On this basis, the flow states of the gas–liquid two-phase in the pore–throat system
under different displacement conditions are simulated. The following conclusions can
be obtained:

(1) The basic reason for the phase interface snap-off is that the liquid phase (wetting
phase) retained in displacement gradually flows back over time due to unbalanced
pore–throat capillary pressure. However, a large amount of retained liquid is observed
in the pore corner and throat wall, which leads to the static criterion based on the
assumption of the angular flow, which overestimates the radius of curvature of the
bubbles on the right side of the throat and thus underestimates the conditions for the
occurrence of the snap-off.

(2) Revealing the influence of displacement pressure (capillary numbers) on gas–liquid
two-phase displacement. In the non-gradual pore–throat system, only when displace-
ment pressure is in a certain range, the snap-off will occur. If the upper limit of the
capillary number is exceeded, even if the static condition is satisfied, the snap-off
will be inhibited. Below this lower boundary, displacement cannot be completed.
Meanwhile, the increase in capillary number makes the location of the snap-off move
towards the outlet end of the throat.

(3) Revealing the influence law of pore–throat length ratio on gas–liquid two-phase
displacement. For the pore–throat system with a fixed width, a sufficiently long throat
can promote the occurrence of the snap-off even if it does not meet the pore–throat
width ratio (R* ≤ 0.53) for static criterion. The range of displacement pressure for
the occurrence of the snap-off expends with the increase in throat length. In addition,
there is a critical throat length, so that no matter how the displacement pressure
changes, non-snap-off will happen in the throat. For the model in this paper, the
critical pore–throat length ratio L* = 0.08.

(4) Revealing the influence law of the pore–throat width ratio on gas–liquid two-phase
displacement. For the pore–throat system with a fixed length, the larger the throat
width, the smaller the displacement pressure range. There is a critical throat width so
that no snap-off occurs in the throat, regardless of the displacement pressure. In this
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paper, the critical throat width ratio R* = 0.68. And it will underestimate by 28.3% if
the static criterion is used to predict the condition of the model.
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