
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 7, NO. 11, Nov. 2013                              2676 

Copyright ⓒ 2013 KSII 

 

This work was supported by the Ministry of Knowledge Economy (MKE) of the Republic of Korea] and partially 

supported by BK21 plus. [20118510010040, Development of proactive energy management technologies for 

saving the energy cost of residential complex using cooperative sensing devices. 

 

http://dx.doi.org/10.3837/tiis.2013.11.007 

A Tutorial: Information and 
Communications-based Intelligent Building 
Energy Monitoring and Efficient Systems 

 
Si-O Seo

1
, Seung-Yong Baek

1
, Doyeop Keum

1
, Seungwan Ryu

2 
and Choong-Ho Cho

1
 

1 Computer and Information Science, Korea University,  

Seoul, Korea 

 [e-mail: sioseo@korea.ac.kr, chcho@korea.ac.kr] 
2 Information System, Chung-Ang University 

Seoul, Korea 

[e-mail: ryu@cau.ac.kr] 

*Corresponding author: Choong-Ho Cho 

 
Received February16, 2013; revised May 29, 2013; revised September 18, 2013;  accepted October 23, 2013; 

published November 29, 2013 

 

 

Abstract 
 

Due to increased consumption of energy in the building environment, the building energy 

management systems (BEMS) solution has been developed to achieve energy saving and 

efficiency. However, because of the shortage of building energy management specialists and 

incompatibility among the energy management systems of different vendors, the BEMS 

solution can only be applied to limited buildings individually. 

To solve these problems, we propose a building cluster based remote energy monitoring and 

management (EMM) system and its functionalities and roles of each sub-system to 

simultaneously manage the energy problems of several buildings. We also introduce   a novel 

energy demand forecasting algorithm by using past energy consumption data. Extensive 

performance evaluation study shows that the proposed regression based energy demand 

forecasting model is well fitted to the actual energy consumption model, and it also 

outperforms the artificial neural network (ANN) based forecasting model. 
 

Keywords: energy-saving, energy forecasting, building energy management, energy 

consumption, energy monitoring and management. 
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1. Introduction 

In the last two decades, due to the rapid growth in world energy consumption, keen interest 

has been paid to energy conservation. There are various concerns over supply difficulties, 

exhaustion of energy resources and heavy environmental impacts such as global warming and 

climate change. According to the Energy Information Administration of the U.S. Department 

of Energy (DOE), in 2008 the portion of energy consumption by each end-user sector 

accounted to about  28% in transportation, 31% in industry, 19% in commercial, and 22% in 

residential sectors . respectively. 

The commercial sector covers commercial and public buildings and it includes many types 

of buildings such as schools, office buildings, convention halls, hotels, and hospitals. In this 

sector, a variety of energy services such as heating, ventilation and air conditioning (HVAC), 

domestic hot water (DHW), lighting, refrigeration, and food preparation are provided. With 

the growth in population, building services and comfort levels have been enhanced, with the 

rise in the time spent inside buildings. Therefore, building energy consumption has risen 

rapidly compared to other sectors. The Energy Information Administration (EIA), in its 

International Energy Outlook [1], analyzes and forecasts that the building energy consumption 

will grow by 34% in the next 20 years at an annual growth rate of about 1.5%.      

The increasing trends in energy consumption and CO2 emissions in the building 

environment have made energy saving and efficiency a prime subject for energy policies in 

most  countries. As a result, the role of the BEMS has become more important in the 

achievement of energy saving and efficiency. The BEMS are the ICT-based on building an 

energy facility control system. The BEMS are generally applied to the control of active 

systems such as the building automation systems (BASs), the facility management systems 

(FMSs), HVAC, DHW, and lighting. Performance of the BEMS is closely related to the 

amount of energy consumed in the building and in the enhancement of the comfort levels. In 

particular, due to the requirements of indoor air quality and comfort levels, the HVAC systems 

present an important share of energy consumption (about 30%) in a building[2]. This implies 

that a large amount of energy and cost saving can be achieved through the improvement of 

efficiency of these systems.  

In order to achieve energy saving and efficiency in a building environment, the ICT-based 

BEMS technologies should be applied with substantial energy saving efforts. One such 

substantial effort is the sophisticated energy consumption behavior which is based on a  

predetermined energy demand forecasting and supply plan. In other words, energy saving and 

efficiency can be achieved through the minimization of energy waste and/or shortage problem 

that stems from imbalance between the energy demand and supply. Therefore, for the 

optimization of energy consumption, it is crucial for the BEMS to be able to predict how the 

energy consumption varies hourly, daily. or monthly according to the various environmental 

parameters such as temperature, weather, humidity, and so on. 

However, a heavy investment is required for the BEMS to be applied in a building 

environment. A vast number of remote sensors or sub-metering devices should be used in the 

active systems, i.e., BASs, FMSs, HVAC, DHW and lighting, to collect energy data and other 

energy related environmental and control data. It is also required to establish a central energy 

control and monitoring system to achieve energy efficiency while maintaining a comfortable 

building environment. In addition, many practical problems such as shortage of building 
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energy management specialists and incompatibility among heterogeneous energy 

management systems have made the application of BEMS difficult to use in the building 

environment. Therefore, due to the above problems, the BEMS is currently being applied to a 

limited number of large sized buildings, and it cannot be applied to small or midsized 

buildings and multi-purpose buildings. 

Our Contributions. In this paper, we propose an energy menagement system to solve the 

energy problems as mentioned above and our contributions can be summarized as follows: 

 Firstly, we propose an ICT-based remote building EMM system to control and manage 

energy efficiency for a group of small or medium sized buildings and multi-purpose 

buildings. 

 Secondly, we propose a builiding energy forecasting method that is a highly important 

part of operational phase of building energy management system. In addition, we 

provide an analysis results of two different forecasting methods. 

Organization. This paper is organized as follows: In the next section, we review the building 

energy management technologies and present current problems. In section 3, to solve the 

problems of the current building energy management system, we propose the EMM system 

based on the ICT approach. In section 4, we propose the building energy demand forecasting 

algorithm which is crucial for the achievement of building energy saving and efficiency. 

Finally, we conclude this paper in the following section. 

2. Building Energy Management Technologies 

2.1 Building Energy Management Technologies 

Energy control and management technologies for low energy buildings are classified into 

three groups. namely, the high-efficiency and low energy consuming technologies, the 

individual energy generation and storage system technologies, and the building energy control 

and management technologies. The high-efficiency and low energy consuming technologies 

include the eco-friendly and low energy construction materials utilization technologies and the 

constructive and mechanical energy efficient building design technologies. The individual 

energy generation and storage technologies include the eco-friendly energy generation from 

renewable energy sources such as solar power, wind power, geothermal energy and fuel cell 

based storage system technologies. The building energy control and management technologies 

contain building energy demand forecasting technologies; building energy design and 

management technologies; intelligent and automatic building management technologies; and 

energy monitoring and control system technologies. Table 1 presents three groups of low 

energy building technologies, and detailed energy technologies, systems and services of each 

group. 
Table 1. Three groups of low energy building technologies. 

Groups of low energy building 

technologies 
Energy technologies, systems and services 

High-efficiency and low energy 

consumption technologies 

- energy-efficient outer wall system 

- high-efficiency heat source equipment and facilities 

- heat exchanger and ventilation system 

- natural lighting system 

- eco-friendly construction material design and production 

technologies  
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Individual energy generation and storage 

system technologies 

- solar and wind power based energy generation system 

technologies 

- heat pump related geothermal energy generation system 

technologies 

- fuel cell system technologies 

- high-efficiency energy storage system technologies 

Building energy control and management 

technologies 

- building energy demand forecasting technologies 

- building energy design and management technologies 

- intelligent and automatic building management 

technologies 

- energy monitoring and control system technologies 

 

According to the American Society of Heating, Refrigeration and Air-conditioning 

Engineers (ASHRAE), up to 77% of the total amount of energy saving can be achieved by 

building energy control and management technologies [3], and 83% of the building lifecycle 

cost originated from operation and maintenance processes. Therefore, among the three groups 

of low-energy building technologies, the building energy control and management 

technologies group is the essential one for building energy saving and efficiency. 

2.2 Problems of Current Building Energy Management 

However, a variety of heterogeneous energy management systems such as BASs, Intelligent 

Building Systems (IBSs), FMSs and Energy management systems (EMSs) have existed in the 

builidng environment, and those systems are incompatible with each other. Furthermore, even 

several control and management systems of the same type are incompatible with each other as 

they are manufactured by different vendors. Meanwhile, global energy equipment 

manufacturers and/or building energy management specialized companies such as Honeywell 

and Siemens try to keep their global leadership in this business area by the inclusion of their 

own non-standard proprietary-technologies in their energy facilities and equipment. Moreover, 

they try to expand their control power over the energy related business area by the 

development of various energy control and management solutions. They are mainly 

executable on their facilities and equipment. For instance, Honeywell manufactures many 

building energy and facility control systems such as BASs, IBSs, FMSs and EMSs. Honeywell 

also offers a building energy and systems control solution called the Enterprise Building 

Integrator (EBI). It is now expanding and diversifying its energy business area to other related 

business domains such as cost-effective building energy management, carbon emission 

reduction, and crime and disaster prevention. 

On the other hand, the building manager is currently responsible for the monitoring, 

inspection, fault diagnostics, and energy consumption management of the building energy 

facilities and systems. However, due to the lack of expertise of the building manager in energy 

control and management, the objective of the building energy management cannot be 

sufficiently attained.  

In order to tackle the current building energy management problems, in this paper, we 

propose an ICT-based remote building EMM system for a group of small and midsized 

buildings. 
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3. The Building Energy Monitoring and Management (EMM) System 

The high-efficiency building EMM system is designed not only to solve the interoperability 

problems among the heterogeneous building energy facility and its control systems, but also to 

control groups of small and midsized buildings remotely by using TCP/IP based 

communication networking [4-7]. The proposed EMM system consists of two subsystems, 

namely, the EMM client subsystem that operates at the remote building sites and the EMM 

control center. Figure 1 shows a reference model of the proposed high-efficiency EMM 

system. 

 

 
Fig. 1. A reference model of the high-efficiency EMM system 

3.1 The EMM Client System 

The EMM client subsystems are installed in each building for the collection of energy and 

environmental data. However, there are many heterogeneous incompatible building energy 

control and facility management systems and devices such as BASs, FMSs, EMSs and a 

variety of environmental sensors and energy metering devices [8-10]. Furthermore, these 

systems and devices are controlled individually via different incompatible networking 

protocols such as TCP/IP, BACnet, Modbus, Lonwoks, and Zigbee. In order to collect the 

building energy related data from heterogeneous systems and devices, and to send them to the 

remote EMM center effectively, it is required to integrate such heterogeneous data into a 

unified format [11-12]. Therefore, each EMM client adopts the multi-protocol/multi-network 

interface for the accommodation of such heterogeneous networks. In addition, the EMM client 

requires the BAS integration middleware to control and manage heterogeneous BAS systems 

and other systems in a unified manner. Then, the EMM client sends the unified data to the 

remote EMM center by using the TCP/IP networking. As a client system of the remote 
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building control system, the EMM client carries out a remote control service framework by 

means of interworking with the EMM server system. 

       3.2 The EMM Control Center 

The EMM control center consists of three subsystems, namely, 1) the EMM subsystem, 2) 

the EOM subsystem, and 3) the ESC subsystem. The EMM subsystem is responsible for the 

storage and monitoring of energy and environment monitoring data of each building. As an 

EMM server system, it is also responsible for the remote management and integrated control 

of each remote building. The EOM server is responsible for the implementation of the energy 

saving strategies for each building. In order to achieve this goal, the EOM subsystem analyzes 

the energy consumption pattern of each building to find out the key energy control factors. 

Then, it forecasts the future energy demand to save energy consumption optimally. It is also 

responsible for the maintenance of energy facilities and systems of each building. The ESC 

subsystem is responsible for the prevention of the EMM system from a variety of security 

threats [13] and this includes the EMM client. It is also responsible for the data integrity and 

real-time operation of the EMM system. Figure 2 shows the structure of the high-efficiency 

EMM system and roles of each sub-system, and figure 3 presents the functional sub-blocks of 

each subsystem. 

 

 
Fig. 2. Structure of the high-efficiency EMM system and roles of each sub-system 
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Fig. 3. Functional sub-blocks of each subsystem 

4. Energy Demand Forecasting 

The purpose of the EMM system is to control and manage energy saving and efficiency of a 

group of remote small and/or midsized buildings through ICT based integrated control while 

providing acceptable comfort level. In particular, as indoor air quality and the comfort levels 

are required, efficient energy control and management of the HVAC systems is crucial for the 

EMM system in the context of energy saving and efficiency. Therefore, as mentioned before, 

in order to achieve energy efficiency in the proposed system, it is indispensable to have a 

precise energy demand prediction with the consideration of various energy factors (or 

environmental parameters) such as temperature, weather, humidity, and so on.  

Therefore, in this section, we briefly evaluate the existing energy demand forecasting 

algorithms for the building environment. Then, with a focus on the HVAC system, we derive 

essential energy factors, for example,  key energy control parameters from various energy 

factors such as day, temperature, humidity, the discomfort-index, the solar irradiation index, 

the degree of cloudiness and the wind velocity. Then, we propose a building energy 

forecasting algorithm based on the derived key energy factors. Subsequently, we also evaluate 

the performance of the proposed algorithm with the neural network based forecasting 

algorithm. 

4.1 A Review of Existing Energy Demand Forecasting Algorithms 

In general, a building’s energy consumption  depends on how the building is to be used. 

Hence, after identifying the properties of a building’s energy usage pattern, in order to 
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precisely forecast its energy demand, we should apply a proper forecasting algorithm. Table 2 

presents an example classification of buildings according to the purpose of use. It is obtained 

based on the Energy Performance of the Building Directive (EPBD) provided by EU as a 

building energy performance standard, the Commercial Buildings Energy Consumption 

Survey (CBECS) provided by the U.S. Energy information Administration, and the NS3032 

provided by the Norwegian Government as an Energy and power budget planner for buildings. 

 
Table 2. An example classification of buildings according to the purpose of usage 

  classes description 

Purpose of use 

Residential detached houses, apartments 

Office large(>4,200m2), midsized(>500m2), small(<500m2) 

Commercial Shopping centers, Hotels, Restaurants 

Medical Hospitals 

Education Schools 

 

Energy sources used in the building area can be classified into three groups, namely, heating, 

cooling. and electric power energies. In particular,  cooling energy consists of air conditioning 

energy and air handling unit power energy. The HVAC energy implies the amount of energy 

consumed for the cooling and heating operations.  

Among many forecasting algorithms, three types of approaches,  namely,1) the statistical 

analysis, 2) the energy simulation program based approach, and  3) the intelligent computation 

based approach, are mainly used for the building energy demand [14]. Statistical analysis 

includes  the ARX model, EModel, Energy-signature and Finish load model, and the energy 

simulation program based approach includes the DOE-2, TRNSYS, ESP-r and Energy-Plus 

based approaches. The intelligent computation based approach uses the feedback of the 

artificial neural networks, the feed forward neural networks, the probabilistic neural networks  

and the support vector machine.  

4.2 The Proposed Building Energy Forecasting Algorithm 

In this study, past HVAC based energy consumption data collected from the COEX 

Complex Mall located in Seoul, Korea is used not only to develop a precise energy demand 

forecasting algorithm, but is also used to evaluate the performance of the developed algorithm. 

As the COEX mall is a 1,200,000 square-meter large-scale multi-purpose complex center that 

consists of office towers, exhibition halls, and shopping centers, it can be an appropriate 

test-bed system for the evaluation of the EMM system’s performance. The data used in this 

study is past HVAC operation data. Several types of weather information and other 

environmental data has also been collected from 2006 to 2009, especially for the four months 

of the summer season. The weather information includes the outside temperature, humidity, 

wind velocity, the solar irradiation index. and the degree of cloudiness. Furethermore, the 

environmental data includes the day and hour. The HVAC operation data includes the amount 

of the supplied air conditioning energy accumulated hourly in joules and the amount of electric 

power used to generate such air conditioning energy.  

The proposed energy demand forecasting algorithm consists of two phases, namely, the 

energy demand forecasting model generation phase and the future energy demand forecasting 

phase. In the former phase, the data filtering process is executed first to increase the reliability 

by means of filtering out the abnormal data from the data set. Then, the essential energy factors 

are derived via correlation analysis from the refined sample data. Finally, the energy demand 
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forecasting model is generated based on the essential energy factors. In the latter phase, the 

amount of future hourly energy demand is forecast based on the forecast weather information 

as well as on the generated energy demand forecasting model. Figure 4 describes the proposed 

energy demand forecasting algorithm and detailed processes of the algorithm. 

 

 
Fig. 4. Description of the proposed energy demand forecasting algorithm 

 

4.2.1 The correlation Analysis 

In the correlation analysis process, various environment parameters, except the energy 

consumption data, are used as an input variable. However, not all of the input parameters have 

positive correlation with the amount of energy consumption. Some parameters with weak 

correlation or negative correlation may increase the forecasting error. Therefore, derivation of 

the essential energy factors which have high correlation with the amount of energy 

consumption is crucial for performance of the forecasting model [15]. In this paper, we use the 

Pearson correlation coefficient to analyze the degree of correlation between the environment 

parameters and the amount of energy consumption [16, 17]. In general, for a paired sample 

data (Xi, Yi), the Pearson correlation coefficient is obtained as follows,  
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where, Xi SXX /)(   and Yi SYY /)( -  are standard scores, X and Y are mean values, XS  

and YS  are the standard deviations and 11  r . Table 3 describes the Pearson correlation 

coefficient between each environment parameter and the amount of energy consumption. 
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Table 3. Pearson correlation coefficient between each environment parameter and the amount of energy 

consumption 

Environment  

parameters 
day Temp. Humidity discomfort 

index 

Solar irradiation 

index 

degree of 

cloudiness 

Wind 

velocity 

Pearson 

correlation 

coefficient 
0.015 0.477 0.121 0.592 -0.63 0.036 0.149 

 

From the correlation analysis shown in table 3, temperature and the discomfort-index turned 

out to be the essential energy factors for the energy consumption, especially for air 

conditioning. As the discomfort-index is a combinatory index of temperature and humidity, 

we can deduce that humidity can be used as an essential energy factor instead of the 

discomfort-index. In order to identify this deduction, we analyzed the correlation of the 

temperature and humidity with the amount of energy consumption via partial correlation 

coefficient (PCC) analysis. PCC values of temperature and humidity were 0.698 and 0.589, 

respectively. As a result, in this paper, temperature and humidity are used as essential input 

parameters for the energy demand forecasting model generation.. 

4.2.2 Energy Demand Forecasting Model 

In this paper, in order to establish the energy demand forecasting model, we use the ANN as 

a representative intelligent computational based approach and regression analysis as the 

statistical analysis. For the ANN based approach, the feed-forward neural network model is 

used for the energy forecasting modeling while the back-propagation model is used for the 

validation of the training (sample) data [18, 19]. Our ANN model is composed of four layers, 

and each layer has a feedforward connection. In this model, the number of input units is 2 or 6, 

first hidden units of 15, second hidden units of 10, and one output unit. On the other hand, two 

regression analysis based forecasting models are established, one with two essential energy 

factors as independent variables, and the other with all environmental parameters. 
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where, THQ &  and ALLQ  are the amount of the forecasted energy demand for each cases. T, 

H, U, I, C and W are also variables for temperature, humidity, the discomfort-index, the solar 

irradiation-index, the degree of cloudiness, and the wind velocity, respectively. 

4.2.3 Forecasting Performance Evaluation 

In order to evaluate the performance of the ANN based forecasting model and the regression 

based forecasting model, the Mean Absolute Percentage Error (MAPE) is used as a 

performance index [20]. The MAPE index is as follows, 
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where, tA is the actual value and tF  is the forecast value. 

The MAPE index is examined for the two forecasting models with two sets of input 

parameters. They are a set of all environment parameters and a set of only two essential energy 

factors. The MAPE index of the ANN algorithm and the regression model are 25.8% and 17.3% 

for the case of all parameters, whereas they are 19.7% and 13.1% for the case of two essential 

factors. From the performance evaluation study, the regression based forecasting model turns 

out to be more accurate than the ANN based model in terms of the MAPE index for the two 

cases of input parameter variable set. Moreover, for both the forecasting models, the MAPE 

index with two essential factors turns out to be better than that with all the parameters. This 

result implies that, as of some the parameters have weak correlation or negative correlation 

with the amount of energy consumption, it may increase the forecasting error. Therefore, it is 

crucial for the energy demand forecasting to find out the essential energy factor among the 

various parameters. 

Figures 5, 6 and 7 comparatively diagram the differences between the amount of the 

forecast energy demand and the amount of actual energy consumption over a certain period of 

time. Figure 5 compares the amount of actual energy consumption with the amount of 

regression based forecast energy demand with all and two essential factors over a certain 

period of time. Figure 6 compares the amount of actual energy consumption with the amount 

of ANN based forecast energy demand with all and two essential factors over a certain period 

of time. From figures 5 and 6, the regression based energy demand forecasting model turns out 

to be more stable than the ANN based model over time. This means that energy supply 

planning along with the regression based forecasting model is easier than with the ANN model. 

Thus, the operation and maintenance of the energy facilities and equipment with the regression 

model will be easier than with the ANN model. Figure 7 compares the amount of actual energy 

consumption over time as shown by the two forecasting models with two essential factors. In 

this case, similar to the MAPE index based analysis, the regression based forecasting is more 

stable and it is a better fitted pattern over time than the ANN based model.  
 

 
Fig. 5. Comparison of the amount of actual energy consumption with that of the regression based   

forecasting models (with two sets of parameters) over time. 
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Fig. 6. Comparison of the amount of actual energy consumption with that of the ANN based  forecasting 

models (with two sets of parameters) over time. 

 

 
Fig. 7. Comparison of the amount of actual energy consumption over time with two forecasting models 

(with two essential factors). 

5. Conclusion 

Due to the worldwide increase in energy consumption, energy conservation has become an 

important issue. The increasing trends in the energy consumption and CO2 emissions in the 

building environment has made energy saving and efficiency a prime subject for energy 

policies in most of the countries of the world. As a result, the role of the building BEMS has 

become more important for the achievement of energy saving and efficiency. The BEMS are 

able to control active systems such as HVAC systems. However, due to many causes such as 

shortage of building energy management specialists, and incompatibility among energy 

management systems of the different vendors, the BEMS can only be applied to a limited 

building environment. Moreover, they cannot be applied to small or medium sized buildings 

and multi-purpose buildings.  

To tackle the above building energy problems, we propose an ICT-based remote building 

EMM system which consists of two subsystems, the EMM client subsystem and the EMM 

control center. We propose functionalities and roles of each sub-system which are designed to 

solve the current building energy control and management problems. We also propose a novel 

energy demand forecasting algorithm by using past energy consumption data. Extensive 

performance evaluation study shows that the proposed regression based energy demand 

forecasting model is well fitted to the actual energy consumption model, and it also 

outperforms the ANN based forecasting model. 
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The proposed EMM system is currently under development and will be installed on a 

multi-purpose complex building (the COEX center, Seoul, Korea, for instance) for field-test 

based performance evaluation. 
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