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Abstract

We develop methods for detector learning which ex-
ploit joint training over both weak (image-level) and strong
(bounding box) labels and which transfer learned percep-
tual representations from strongly-labeled auxiliary tasks.
Previous methods for weak-label learning often learn de-
tector models independently using latent variable optimiza-
tion, but fail to share deep representation knowledge across
classes and usually require strong initialization. Other pre-
vious methods transfer deep representations from domains
with strong labels to those with only weak labels, but do not
optimize over individual latent boxes, and thus may miss
specific salient structures for a particular category. We
propose a model that subsumes these previous approaches,
and simultaneously trains a representation and detectors
for categories with either weak or strong labels present.
We provide a novel formulation of a joint multiple instance
learning method that includes examples from classification-
style data when available, and also performs domain trans-
fer learning to improve the underlying detector representa-
tion. Our model outperforms known methods on ImageNet-
200 detection with weak labels.

1. Introduction

It is well known that contemporary visual models thrive
on large amounts of training data, especially those that di-
rectly include labels for desired tasks. Many real world set-
tings contain labels with varying specificity, e.g., “strong”
bounding box detection labels, and “weak” labels indicating
presence somewhere in the image. We tackle the problem
of joint detector and representation learning, and develop
models which cooperatively exploit heterogeneous sources
of training data, where some classes have no “strong” an-
notations. Our model optimizes a latent variable multiple
instance learning model over image regions while simulta-
neously transferring a shared representation from detection-
domain models to classification-domain models. The latter

Figure 1: We learn detectors for categories with only weak
labels (bottom row), by jointly transferring a representation
from auxiliary categories with available strong annotations
(top row) and solving an MIL problem on the weakly anno-
tated data (green box).

provides a key source of automatic and accurate initializa-
tion for latent variable optimization, which has heretofore
been unavailable in such methods.

Previous methods employ varying combinations of weak
and strong labels of the same object category to learn a
detector. Such methods seldom exploit available strong-
labeled data of different, auxiliary categories, despite the
fact that such data is very often available in many practi-
cal scenarios. Deselaers et al. [10] uses auxiliary data to
learn generic objectness information just as an initial step,
but doesn’t optimize jointly for weakly labeled data.

We introduce a new model for large-scale learning of de-
tectors that can jointly exploit weak and strong labels, per-
form inference over latent regions in weakly labeled train-
ing examples, and can transfer representations learned from
related tasks (see Figure 1). In practical settings, such as
learning visual detector models for all available ImageNet
categories, or for learning detector versions of other defined
categories such as Sentibank’s adjective-noun-phrase mod-
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els [7], our model makes greater use of available data and la-
bels than previous approaches. Our method takes advantage
of such data by using the auxiliary strong labels to improve
the feature representation for detection tasks, and uses the
improved representation to learn a stronger detector from
weak labels in a deep architecture.

To learn detectors, we exploit weakly labeled data for
a concept, including both “easy” images (e.g., from Ima-
geNet classification training data), and “hard” weakly la-
beled imagery (e.g., from PASCAL or ImageNet detection
training data with bounding box metadata removed). We
define a novel multiple instance learning (MIL) framework
that includes bags defined on both types of data, and also
jointly optimizes an underlying perceptual representation
using strong detection labels from related categories. The
latter takes advantage of the empirical results in [19], which
demonstrated knowledge of what makes a good perceptual
representation for detection tasks could be learned from a
set of paired weak and strong labeled examples, and the re-
sulting adaptation could be transferred to new categories,
even those for which no strong labels were available.

We evaluate our model empirically on the largest set of
available ground-truth visual detection data, the ImageNet-
200 category challenge. Our method outperforms the previ-
ous best MIL-based approaches for held-out detector learn-
ing on ImageNet-200 [27] by 200%, and outperforms the
previous best domain-adaptation based approach [19] by
12%. Our model is directly applicable to learning improved
“detectors in the wild”, including categories in ImageNet
but not in ImageNet-200, or categories defined ad-hoc for
a particular user or task with just a few training examples
to fine-tune a new classification model. Such models can
be promoted to detectors with no (or few) labeled bounding
boxes.

2. Related Work

CNNs for Visual Recognition Within the last few years,
convolutional neural networks (CNNs) have emerged as the
clear winners for many visual recognition tasks. A break-
through was made when the positive performance demon-
strated for digit recognition [25] began to translate to the
ImageNet [27] classification challenge winner [22]. Shortly
thereafter, the feature space learned through these archi-
tectures was shown to be generic and effective for a large
variety of visual recognition tasks [12, 40]. These results
were followed by state-of-the-art results for object detec-
tion [16, 29]. Most recently, it was shown that CNN ar-
chitectures can be used to transfer generic information be-
tween the classification and detection tasks [19], improving
detection performance for tasks which lack bounding box
training data.

Training with Auxiliary Data Sources There has been a
large amount of prior work on training models using aux-
iliary data sources. The problem of visual domain adap-
tation is precisely seeking to use data from a large auxil-
iary source domain to improve recognition performance on
a target domain which has little or no labeled data avail-
able. Techniques to solve this problem consist of learning a
new feature representation that minimizes the distance be-
tween source and target distributions [28, 23, 17, 15], regu-
larizing the learning of a target classifier against the source
model [37, 4, 9], or doing both simultaneously [20, 13].

Multiple Instance Learning Since its inception, the
MIL [11] problem has been attempted in several frame-
works including Noisy-OR [18], boosting [2, 41] etc. But
most commonly, it was framed as a max-margin classifi-
cation problem [3] with latent parameters optimized using
alternating optimization [14, 38]. Overall, MIL is tackled
in two stages: first finding better initialization, and then us-
ing better heuristics for optimization. A number of methods
have been proposed for initialization which include using
large image region excluding boundary [26], using candi-
date set which covers the training data space [33, 34], using
unsupervised patch discovery [32, 30], learning generic ob-
jectness knowledge from auxiliary catgories [1, 10], learn-
ing latent categories from background to suppress it [36]
or using class-specific similarity [31]. Approaches to bet-
ter optimize the non-convex problem involve using multi-
fold learning as a measure of regularizing overfitting [8],
optimize Latent SVM for the area under the ROC curve
(AUC) [6] and training with easy examples in beginning
to avoid bad local optimization [5, 24]. Most of these ap-
proaches perform reasonably only when object covers most
of the region of image, or when most of the candidate re-
gions contain an object. The major challenge faced by MIL
in general is that of fixed feature representation, and poor
initialization particularly in non-object centric images. Our
algorithm provides solutions to both of these issues.

3. Background: MI-SVM

We begin by briefly reviewing a standard solution to
the multiple instance learning problem, Multiple Instance
SVMs (MI-SVMs) [3] or Latent SVMs [14, 38]. In this set-
ting, each weakly labeled image is considered a collection
of regions which form a positive ‘bag’. For a binary clas-
sification problem, the task is to maximize the bag margin
which is defined by the instance with highest confidence.
For each weakly labeled image I 2 W , we collect a set of
regions of interest and define the index set of those regions
as RI . We next define a bag as BI = {xi|i 2 RI}, with
label YI , and let the i

th instance in the bag be (xi, yi) 2
Rp ⇥ {�1,+1}.



Figure 2: Our method jointly optimizes a representation and detectors for categories with only weakly annotated data. We
first learn a feature representation conducive to MIL by initializing all parameters with classification style data. We then
collectively refine the feature space with strongly annotated data from auxiliary tasks, and perform MIL in our detection
feature space. The discovered positive patches are further used to refine the representation and detection weights.

For an image with a negative image-level label, YI =

�1, we label all regions in the image as negative. For an
image with a positive image-level label, YI = 1, we create
a constraint that at least one positive instance occurs in the
image bag.

In a typical detection scenario, RI corresponds to the set
of possible bounding boxes inside the image, and maximiz-
ing over RI is equivalent to discovering the bounding box
that contains the positive object. We define a representation
�(xi) 2 Rd for each instance, which is the feature descrip-
tor for the corresponding bounding box, and formulate the
MI-SVM objective as follows:

min

w2Rd

1

2

kwk22 + ↵

X

I

`

⇣
YI ,max

i2RI

w

T
�(xi)

⌘
(1)

where ↵ is a hyper-parameter and `(y, ŷ) is the hinge loss.
Interestingly, for negative bags i.e. YI = �1, the knowl-
edge that all instances are negative allows us to unfold the
max operation into a sum over each instance. Thus, Equa-
tion (1) reduces to a standard QP with respect to w. For the
case of positive bags, this formulation reduces to a standard
SVM if maximum scoring instance is known.

Based on this idea, Equation (1) is optimized using a
classic concave-convex procedure [39], which decreases the
objective value monotonically with a guarantee to converge
to a local minima or saddle point. Due to this reason,
weakly trained MIL detectors are sensitive to the feature
representation and initial detector weights (i.e. initializa-
tion in MIL)[8, 33]. With our algorithm we mitigate these
sensitivities by learning a representation that works well for
detection and by proposing an initialization technique for
the weakly trained detectors which proves to avoid many of
the pitfalls of prior MIL techniques (see Fig 3).

4. Large Scale Detection Learning

We propose a detection learning algorithm that uses a
heterogeneous data source, containing only weak labels for
some tasks, to produce strong detectors for all. Let the set
of images with only weak labels be denoted as W and the
set of images with strong labels (bounding box annotations)
from auxiliary tasks be denoted as S . We assume that the
set of object categories that appear in the weakly labeled
set, CW , do not overlap with the set of object categories that
appear in the strongly labeled set, CS . For each image in
the weakly labeled set, I 2 W , we have an image-level
label per category, k: Y k

I 2 {1,�1}. For each image in the
strongly labeled set, I 2 S , we have a label per category,
k, per region in the image, i 2 RI : y

k
i 2 {1,�1}. We

seek to learn a representation, �(·) that can be used to train
detectors for all object categories, C = {CW [ CS}. For a
category k 2 C, we denote the category specific detection
parameter as wk and compute our final detection scores per
region, x, as scorek(x) = w

T
k �(x).

We propose a joint optimization algorithm which learns
a feature representation, �(·), and detectors, wk, using the
combination of strongly labeled detection data, S , with
weakly labeled data, W . For a fixed representation, one
can directly train detectors for all categories represented in
the strongly labeled set, k 2 CS . Additionally, for the same
fixed representation, we reviewed in the previous section
techniques to train detectors for the categories in the weakly
labeled data set, k 2 CW . Our insight is that the knowledge
from the strong label set can be used to help guide the op-
timization for the weak labeled set, and we can explicitly
adapt our representation for the categories of interest and
for the generic detection task.



Below, we state our overall objective:

min
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where ↵ is a scalar hyper-parameter, `(.) is the loss function
and �(.) is a regularization over the detector weights. This
formulation is non-convex in nature due to the presence of
instance level ambiguity. It is difficult to optimize directly,
so we choose a specific alternating minimization approach
(see Figure 2).

We begin by initializing a feature representation and ini-
tial CNN classification weights using auxiliary weakly la-
beled data (blue boxes Figure 2). These weights can be
used to compute scores per region proposal to produce ini-
tial detection scores. We next use available strongly anno-
tated data from auxiliary tasks to transfer category invariant
information about the detection problem. We accomplish
this through further optimizing our feature representation
and learning a generic background detection weights (red
boxes Figure 2). We then use the well tuned detection fea-
ture space to perform MIL on our weakly labeled data to
find positive instances (yellow box Figure 2. Finally, we use
our discovered positive instances together with the strongly
annotated data from auxiliary tasks to jointly optimize all
parameters corresponding to feature representation and de-
tection weights.

4.1. Initialize Feature Representation and Detector
Weights

We now discuss our procedure for initializing the fea-
ture representation and detection weights. We want to use
a representation which makes it possible to separate ob-
jects of interest from background and makes it easy to
distinguish different object categories. Convolutional neu-
ral networks (CNNs) have proved effective at providing
the desired semantically discriminative feature representa-
tion [12, 16, 29]. We use the architecture which won the
ILSVRC2012 classification challenge [22], since it is one of
the best performing and most studied models. The network
contains roughly 60 million parameters, and so must be pre-
trained on a large labeled corpus. Following the standard
protocol, we use auxiliary weakly labeled data that was col-
lected for training a classification task for this initial training
of the network parameters (Figure 2: blue boxes). This data
is usually object centric and is therefore effective for train-
ing a network that is able to discriminate between different
categories. We remove the classification layer of the net-
work and use the output of the fully connected layer, fc7,

as our initial feature representation, �(·).
We next learn initial values for all of the detection pa-

rameters, wk, 8k 2 C. To solve this, we begin by solving
the simplified learning problem of image-level classifica-
tion. The image, I 2 S , is labeled as positive for a category
k if any of the regions in the image are labeled as positive
for k and is labeled as negative otherwise, we denote the
image level label as in the weakly labeled case: Y k

I . Now,
we can optimize over all images to refine the representation
and learn category specific parameters that can be used per
region proposal to produce detection scores:

min
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We optimize Equation 3 through fine-tuning our CNN ar-
chitecture with a new K-way last fully connected layer,
where K = |C|.

4.2. Optimize with Strong Labels From Auxiliary
Tasks

Following the recent representation transfer result of
Hoffman et al. [19] - LSDA, we learn to generically trans-
form our classification feature representation into a detec-
tion representation by using the strongly labeled detection
data to modify the representation (layers 1-7), �(·), through
finetuning, as well as initializing a new “background” de-
tector, wb. This detector explicitly attempts to recognize
all data labeled as negative in our bags. Since we initial-
ize this detector with the strongly annotated data, we know
precisely which regions correspond to background. The in-
termediate objective is:

min

wq,�
q2{CS ,b}

X
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This is accomplished by fine-tuning our CNN architecture
with the strongly labeled data, while keeping the detection
weights for the categories with only weakly labeled data
fixed. Note, we do not include the last layer adaptation part
of LSDA [19], since it would not be easy to include in the
joint optimization and was shown not to contribute signif-
icantly to performance. Instead, we propose using weakly
supervised data explicitly, while learning to transform the
classifier weights into detector weights. In addition, we use
the weakly supervised data, along with the strongly super-
vised data, to jointly learn a fine-tuned representation that
works well for detection all categories of interest at test
time.

4.3. Jointly Optimize using All Data

With a representation that has now been directly tuned
for detection, we fix the representation, �(·) and consider



solving for the regions of interest in each weak labeled im-
age. This corresponds to solving the second term in Equa-
tion (2), i.e.:

min
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Note, we can decouple this optimization problem and in-
dependently solve for each category in our weakly labeled
data set, p 2 CW . Let’s consider a single category p. Our
goal is to minimize the loss for category p over images
I 2 W . We will do this by considering two cases. First,
if p is not in the weak label set of an image (Y p

I = �1),
then all regions in that image should be considered negative
for category p. Second, if Y p

I = 1, then we positively label
a region xi if it has the highest confidence of containing ob-
ject and negatively label all other regions. We perform the
discovery of this top region in two steps. At first, we narrow
down the set of candidate bounding boxes using the score,
w

T
p �(xi), from our fixed representation and detectors from

the previous optimization step. This set is then refined to
estimate the most region likely to contain the positive in-
stance in a Latent SVM formulation. The implementation
details are discussed section 5.2.

Our final optimization step is to use the discovered an-
notations from our weak data-set to refine our detectors and
feature representation from the previous optimization step.
This amounts to the subsequent step for alternating mini-
mization of the joint objective described in Equation 2. We
collectively utilize the strong annotations of images in S
and estimated annotations for weakly labelled set, W , to
optimize for detector weights and feature representation, as
follows:

min
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This is achieved by re-finetuning the CNN architecture.
Thus, the overall non-convex objective (2) is approximated
through initialization in (3) and alternating optimization in
(4)-(5).

The refined detector weights and representation can be
used to mine the bounding box annotations for weakly la-
beled data again, and this process can be iterated over (see
Figure 2). We discuss re-training strategies and evaluate the
contribution of this final optimization step in Section 5.3.

Train Num images 395905
Num objects 345854

Val Num images 20121
Num objects 55502

Table 1: Statistics of the ILSVRC13 detection dataset.
Training set has fewer objects per image than validation set.

5. Experiments
We now study the effectiveness of our algorithm by ap-

plying it to a standard detection task.

5.1. ILSVRC13 Detection Dataset & Setup

We use the ILSVRC13 detection dataset [27] for our
experiments. This dataset provides bounding box annota-
tions for 200 categories. The dataset is separated into three
pieces: train, val, test (see Table 1). The training images
have fewer objects per image on an average than validation
set images, so they constitute classification style data [19].
Following prior work [16], we use the further separation of
the validation set into val1 and val2. Overall, we use the
train and val1 set for our training data source and evaluate
our performance of the data in val2.

Specifically, we use ⇠1000 randomly chosen images per
class from the train set for initializing our CNN weights.
For this data we consider only have weak labels for all cat-
egories and train with the classification objective. We use
the train set for this purpose as it tends to have more object-
centric images and is therefore better suited to initializing
classification weights.

We have bounding box annotations for 100/200 of the
categories in val1 (⇠5000 images with bounding boxes).
Specifically, with the category names sorted alphabetically,
categories 1-100 have strong annotations while 101-200
have only weak (image-level) annotations. Finally, we eval-
uate detection performance on the ⇠ 10, 000 images in val2
across all 200 categories.

We use open source deep learning framework,
Caffe [21], for the implementation, training and fine-
tuning of our CNN architecture. For all experiments, the
network is pre-trained using the ILSVRC2012 classification
challenge dataset.

5.2. Analysis of Discovered Positive Boxes

One of the key components of our system is using strong
annotations from auxiliary tasks to learn a representation
where it’s possible to discover patches that correspond to
the objects of interest in our weakly labeled data source.
We begin our analysis by studying the patch discovery that
our feature space enables. We begin by using selective
search [35] to produce candidate regions. We optimize the



Figure 3: Example mined bounding boxes learned using our method. Left side shows the mined boxes after fine-tuning
with images in classification settings only, and right side shows the mined boxes after fine-tuning with auxiliary strongly
annotated dataset. We show top 5 mined boxes across the dataset for corresponding category. Examples with a green outline
are categories for which our algorithm was able to correctly mine patches of the object, while the feature space with only
weak label training was not able to produce correct patches. In yellow we highlight the specific example of “tennis racket”.
None of the discovered patches from the original feature space correctly located the tennis racket and instead included the
person as well. After incorporating the strong annotations from auxiliary tasks, our method starts discovering tennis rackets,
though still has some confusion with the person playing tennis.

patch discovery (Equation (5)) using a one vs all Latent
SVM formulation and optimize the formulation for AUC
criterion [6]. The feature descriptor used is the output of the
fully connected layer, fc7, of the CNN which is produced
after fine-tuning the feature representation with strongly an-
notated data from auxiliary tasks. Following our alternating
minimization approach, these discovered top boxes are then
used to re-estimate the weights and feature representations
of our CNN architecture.

To evaluate the quality of mined boxes, we do pre-
cision analysis with respect to their overlap with ground
truth which is measured using the standard intersection over
union (IOU) metric. Table 2 reports the precision for vary-
ing overlapping thresholds. Our optimization approach pro-
duces one positive patch per image with a weak label, and a
discovered patch is considered a true positive if it overlaps
sufficiently with the ground truth box that corresponds to
that label. Since each patch, once discovered, is considered
an equivalent positive (regardless of score) for the purpose
of retraining, this simple precision metric is a good indica-

tion of the usefulness of our mined patches. It is interesting
that a significant fraction of mined boxes have high over-
lap with the ground truth regions. For reference, we also
computed the standard mean average precision over the dis-
covered patches and report these results.

It is important to understand not only that our new fea-
ture space improves the quality of the resulting patches, but
also what type of errors our method reduces. In Figure 3, we
show the top 5 scoring discovered patches before and after
modifying the feature space with strong annotations from
auxiliary tasks. We find that in many cases the improve-
ment comes from better localization. For example without
auxiliary strong annotations we mostly discover the face of
a lion rather than the body that we discover after our algo-
rithm. Interestingly, there is also an issue with co-occurring
classes. In the bottom row of Figure 3, we show the top
5 discovered patches for “tennis racket”. Once we incor-
porate strong annotations from auxiliary tasks we begin to
be able to distinguish the person playing tennis from the
racket itself. Finally, there are some example mined patches



Precision mAP
ov=0.3 ov=0.5 ov=0.7 ov=0.9 ov=0.5

Without auxiliary strong dataset 29.63 26.10 24.28 23.43 13.13
Ours 32.69 28.81 26.27 24.78 22.81

Table 2: Precision analysis and mAP performance of discovered patches in our weakly labeled training set (val1) of
ILSVRC13 detection dataset. Comparison with varying amount of overlap with ground truth box. About 25% of our mined
boxes have an overlap of at least 0.9. Our method is able to significantly improve the quality of mined boxes after incorpo-
rating strong annotations from auxiliary tasks.

Figure 4: Example mined boxes of the category “laptop”
where using auxiliary strongly annotated data causes patch
discovery to diverge. Top row: The mined boxes obtained
after fine-tuning with images in classification settings only.
Bottom row: The mined boxes obtained after fine-tuning
with the auxiliary strongly annotated dataset that contains
the category “computer keyboard”. These patches were
low scoring examples, but we show them here to demon-
strate a potential failure case – specifically, when one of the
strongly annotated classes is a part of one of the weakly la-
beled classes.

where we reduce quality after incorporating the strong an-
notations from auxiliary tasks. For example, one of our
strongly annotated categories is “computer keyboard”. Due
to the strong training with keyboard images, some of our
mined patches for “laptop” start to have higher scores on
the keyboard rather than the whole laptop (see Figure 4).

5.3. Detection Performance

Now that we’ve analyzed the intermediate result of our
algorithm, we next study the full performance of our sys-
tem. Figure 5 shows the mean average precision (mAP) per-
centage computed over the categories in val2 of ILSVRC13
for which we only have weakly annotated training data
(categories 101-200). We compare to two state-of-the-art
methods for this scenario and show that our algorithm sig-
nificantly outperforms both of the previous state-of-the-art
techniques. The first, LCL [36], detects in the standard
weakly supervised setting – having no bounding box an-
notations for any of the 200 categories. This method also
only reports results across all 200 categories. Our exper-
iments indicate that the first 100 categories are easier on

LCL* LSDA Ours
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AP

 (%
)
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Figure 5: Comparison of mAP (%) for categories with-
out any bounding box annotations (101-200 of val2)
of ILSVRC13. Our method significantly outperforms
both previous state-of-the-art algorithms: LCL [36] and
LSDA [19]. *The value for LCL was computed across all
200 categories. Our experiments show this is an easier task
resulting in higher numbers overall.

average then the second 100 categories, therefore the 6.0%
mAP may actually be an upper bound of the performance of
this approach. The second algorithm we compare against is
LSDA [19], which does utilize the bounding box informa-
tion from the first 100 categories.

We next consider different re-training strategies for
learning new features and detection weights after discov-
ering the positive patches in the weakly labeled data. Ta-
ble 3 reports the mean average precision (mAP) percentage
for no re-training (directly using the feature space learned
after incorporating the strong labels), re-training only the
category detection parameters, and retraining feature rep-
resentations jointly with detection weights. In our experi-
ments the improved performance is due to the first iteration
of the overall algorithm. We find that the best approach is
to jointly learn to refine the feature representation and the
detection weights. More specifically, we learn a new fea-
ture representation by fine-tuning all fully connected layers
in the CNN architecture.

We finally analyze examples where our full algorithm
outperforms the previous state-of-the-art, LSDA [19]. Fig-
ure 6 shows a sample of the types of errors our algorithm
improves on. These include localization errors, confusion
with other categories, and interestingly, confusion with co-



Figure 6: Examples where our algorithm outperforms the previous state-of-the-art. We show the top scoring detection from
the baseline detector, LSDA [19], with a Red box and label, and the top scoring detection from our method, LSDL, as a Green
box and label. Our algorithm improves localization (ex: rabbit, lion etc), confusion with other categories (ex: miniskirt vs
maillot), and confusion with co-occurring classes (ex: volleyball vs volleyball player)

Category Set
Re-train Weakly Strongly AllStrategy Labeled Labeled

- 15.85 27.81 21.83

Ours detectors 17.01 27.85 22.43
rep+detectors 18.08 27.40 22.74

Table 3: Comparison of different ways to re-train after dis-
covery of positive patches. We show mAP on val2 set from
ILSVRC13. We find that the most effective way to re-train
with discovered windows is to modify the detectors and the
feature representation.

occurring categories. In particular, our algorithm provides
improvement when searching for a small object (ball or
helmet) in a sports scene. Training only with weak labels
causes the previous state-of-the-art to confuse the player
and the object, resulting in a detection that includes both.
Our algorithm is able to localize only the small object and
recognize that the player is a separate object of interest.

6. Conclusion

We have presented a method which jointly trains a fea-
ture representation and detectors for categories with only
weakly labeled data. We use the insight that strongly an-
notated detection data from auxiliary tasks can be used to
train a feature representation that is conducive to discover-

ing object patches in weakly labeled data. We demonstrate
using a standard detection dataset (ImageNet-200 detection)
that our method of incorporating the strongly annotated data
from auxiliary tasks is very effective at improving the qual-
ity of the discovered patches. We then use all strong anno-
tations along with our discovered object patches to further
refine our feature representation and produce our final de-
tectors. We show that our full detection algorithm signifi-
cantly outperforms both the previous state-of-the-art meth-
ods which uses only weakly annotated data, as well as the
algorithm which uses strongly annotated data from auxil-
iary tasks, but does not incorporate any MIL for the weak
tasks.
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