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Abstract

We prove limit laws for the number of occurrences of a pattern on the fringe of a ranked tree-child
network which is picked uniformly at random. Our results extend the limit law for cherries proved
by Bienvenu et al. (2022). For patterns of height 1 and 2, we show that they either occur frequently
(mean is asymptotically linear and limit law is normal) or sporadically (mean is asymptotically
constant and limit law is Poisson) or not all (mean tends to 0 and limit law is degenerate). We expect
that these are the only possible limit laws for any fringe pattern.
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1 Introduction

Studying properties of shape statistics for random models that are used to describe the evolutionary
relationship between species is an important topic in biology. For phylogenetic trees, which are used
to model non-reticulate evolution, many such studies have been performed and the stochastic behavior
of, e.g., pattern counts are known in great detail; see [4, 6, 7, 8, 15, 17, 19, 21, 22]. On the other hand,
for phylogenetic networks, which are used to model reticulate evolution, very little is known about the
number of occurrences of patterns when the networks from a given class are randomly sampled. This is
due to the fact that even counting questions for phylogenetic networks from a given class were still open
until recently; see [3, 5, 18, 10, 12, 13, 14, 20] for progress on counting questions for some of the major
classes of phylogenetic networks.

One idea which made the above mentioned counting questions easier and also allowed the inves-
tigation of stochastic properties of shape parameters was the idea of ranking phylogenetic networks;
see [1]. (In fact, as argued in [1], ranked networks might be more important from a practical point of
view because these networks are obtained from an evolution process; see the definition below.) More
precisely, the author of [1] defined ranked tree-child networks and proved several results for them, e.g.,
they obtained a Poisson limit law for the number of cherries when a network is sampled uniformly at
random. This is, as far as we know, the first limit result for the number of occurrences of a pattern in
phylogenetic networks. (Note that cherries were also the first pattern for which a limit law was proved
for phylogenetic trees; see [19].)
∗Supported by NSTC under the research grant NSTC-111-2115-M-004-002-MY2.
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Figure 1: (a) A phylogenetic network which satisfies the tree-child property and is rankable; (b) The
rankable tree-child network from (a) with a ranking.

The main goal of this work is to study limit laws for the number of occurrences of other patterns on
the fringe of ranked tree-child networks. Our results might give an indication of what to expect when
studying patterns for other classes of phylogenetic networks.

Before explaining our results, we give definitions and recall previous results. We start with the
definition of a (rooted, binary) phylogenetic network which is a directed acyclic graph (DAG) without
double edges such that every node falls into one of the following four categories:

• A (unique) root which has in-degree 0 and out-degree 1;

• Leaves which have in-degree 1 and out-degree 0 and which are bijectively labeled by {1, . . . , n}
where n is their number;

• Tree nodes which are nodes of in-degree 1 and out-degree 2;

• Reticulation nodes which are nodes of in-degree 2 and out-degree 1.

See Figure 1-(a) for an example. In fact, the network from this figure is even a tree-child network.

Definition 1. A phylogenetic network is called tree-child network if every non-leaf node has at least one
child which is not a reticulation node.

For a tree-child network, we call a tree-node a branching event and a reticulation node with its two
parents a reticulation event; see Figure 2 for the graphical depiction of these two events that we are
going to use in the sequel. (Vertical edges in this depiction are subsequently be called lineages.)

branching event

(a)

reticulation event

(b)

Figure 2: The branching and reticulation event used in the construction of ranked tree-child networks.

The main object in this paper are ranked tree-child networks which are defined next.

2



Definition 2. A tree-child network is called rankable if it has recursively evolved starting from a branch-
ing event by attaching in each step either a branching event or a reticulation event. A rankable tree-child
network together with a ranking of its events is called a ranked tree-child network.

See Figure 1-(b) for an example of a ranked tree-child network.
Ranked tree-child networks have been introduced in [1] where the authors proved a wealth of combi-

natorial and stochastic properties about them. Two of these properties concern the number of occurrences
of patterns in a ranked tree-child network which is picked uniformly at random from all ranked tree-child
networks with n leaves. (We call such a network a random ranked tree-child network in the sequel.) To
recall these results, we need two definitions. First, a cherry is a tree node with both children leaves (or
equivalently, a branching event with both outgoing lineages external); a trident is a branching event with
all three outgoing lineages external. For instance, in the ranked tree-child network from Figure 1-(b),
there are 2 cherries and no trident.

Denote by Cn (resp. Tn) the number of cherries (resp. tridents) in a random ranked tree-child
network with n leaves. The following limit law result was proved in [1] for Cn: as n→∞, Cn weakly
converges to the Poisson distribution with parameter 1/4, i.e.,

Cn
d−→ Poisson(1/4), (n→∞). (1)

On the other hand, for the number of tridents, the authors in [1] just proved a weak law of large numbers:

Tn
n

P−→ 1

7
, (n→∞), (2)

where P−→ denotes convergence in probability. Our first result improves this to a central limit theorem.

Theorem 1. For the number of tridents Tn in a random ranked tree-child network with n leaves, we
have

Tn − n/7√
24n/637

d−→ N(0, 1), (n→∞), (3)

where N(0, 1) denotes the standard normal distribution.

Note that (1) and (3) are all the limit laws of patterns of height 1, where the height is defined as the
number of steps in the evolution process from the definition of ranked tree-child networks. We next turn
to all patterns of height 2 which are listed in Figure 3. For the number of occurrences of these patterns
in random ranked tree-child networks with n leaves, we have the following result.

Theorem 2. Denote byXn the number of occurrences of a (fixed) pattern of height 2 in a random ranked
tree-child networks with n leaves. Then, we have the following limit law results.

(A) For the patterns in Figure 3-(a), we have that the limit law of Xn is degenerate. More precisely, we
have the following L1-convergence result:

Xn
L1−→ 0, (n→∞).

(B) For the patterns in Figure 3-(b), we have

Xn
d−→ Poisson(λ), (n→∞),

where

(b-i) (b-ii) (b-iii) (b-iv) (b-v)
λ 1/8 1/28 1/56 1/14 1/28
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Figure 3: All patterns of height 2. The number of occurrences of these patterns in a ranked tree-child
network with a large number of leaves is as follows: (a) These two do not occur; (b) These five occur
only sporadically; (c) These two occur frequently. (For details see Theorem 2.)

(C) For the patterns in Figure 3-(c), we have

Xn − µn
σ
√
n

d−→ N(0, 1), (n→∞),

where (µ, σ2) = (4/77, 4575916/137582445) and (µ, σ2) = (2/77, 2930764/137582445) for
the patterns from Figure 3-(c-i) and Figure 3-(c-ii), respectively.

Thus, the only possible limit laws for patterns of height 1 and height 2 are either the normal law
or the Poisson law or the degenerate law. In fact, we believe that these are the only possible limit laws
for the occurrence of any (fixed) pattern; see the discussion in Section 4. Note that is a very different
behavior from the one observed for patterns in random phylogenetic trees which are all known to be
asymptotically normally distributed; see [4].

We conclude the introduction by (briefly) explaining the proof of the above two theorems and at
the same time presenting an outline of the paper. The proofs use the same strategy that was used for
(1) in [1], namely, coupling with a Markov chain and applying the method of moments. In addition,
an important step in the proof of Theorem 1 (as well as in the central limit theorems of Theorem 2)
is shifting-the-mean which considerably reduces the complexity of computing higher central moments.
The proof of Theorem 1 is presented in the next section. The proof of Theorem 2, which is given in
Section 3, is more demanding since for all patterns from Figure 3 except for the cases (b-i), (c-i) and
(c-ii), we need to consider the pattern together with another pattern to be able to compute moments; for
the remaining cases, namely, Figure 3-(b-i), (c-i) and (c-ii), we need to consider each of them with two
more patterns (one of which is a pattern of height 3) and the description of the Markov chain requires
many cases; this makes the computation of the moments complicated (and thus the computations are
done with the help of Maple; see [11] for a combined Maple sheet containing all codes used in the
proofs of this paper). The paper is concluded with some remarks in Section 4.

2 Patterns of Height 1

In this section, we are going to prove Theorem 1. Before doing so, we need some preliminaries.
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First, we recall a random process from [1] (which was called forward construction in that paper).
Start with a branching event and recursively attach in each consecutive step either a branching or a
reticulation event. This is done as follows: in the `−1-st step a tuple (`1, `2) of the ` external lineages is
picked uniformly at random and a branching event is attached to the lineage `1 if `1 = `2 or a reticulation
event with incoming lineages `1 and `2 is created if `1 6= `2. The process stops if n external lineages
are created. Note that the resulting network is not a ranked tree-child network since (a) leaves are not
labeled and (b) an order of the incoming lineages of a reticulation event has been fixed. However, it was
proved in [1] that the random variable counting the number of tridents (or more generally any pattern) in
the network resulting from the the above process has the same distribution as the corresponding random
variable in random ranked tree-child networks.

By analyzing what happens with the number of tridents by performing one more step in the above
construction, the authors in [1] obtained the following result.

Lemma 1 (Bienvenu et al.; [1]). Define a Markov process by T2 = 0 and

(Tn+1|Tn = j) =



j − 1, with probability
3j(3j − 2)

n2
;

j, with probability 1− 3j(3j − 2) + (n− 3j)(n− 3j − 1)

n2
;

j + 1, with probability
(n− 3j)(n− 3j − 1)

n2
.

(4)

Then, Tn has the same distribution as the number of tridents in a random ranked tree-child network with
n leaves.

This was then used to compute the mean and variance of Tn (which then in turn implied (2)). Since
we need the result for the mean, we recall it below.

Lemma 2 (Bienvenu et al.; [1]). Let µn := E(Tn). Then, µn satisfies the recurrence

µn+1 =

(
1− 3

n

)2

µn + 1− 1

n

whose solution is given by

µn =
(15n3 − 85n2 + 144n− 71)n

105(n− 1)(n− 2)(n− 3)
, (n ≥ 4). (5)

Note that this result gives that µn ∼ n/7 as n → ∞. An asymptotic expansion for the variance
was also obtained in [1] by first computing the second moment (which also satisfies a similar first-order
recurrence as the mean) and then using the definition of the variance. It is actually easier to work directly
with the variance which also satisfies a similar recurrence as the mean. (The reason why this is easier
is that it already incorporates the cancellations which arise from E(T 2

n) ∼ (E(Tn))2; this method is the
shifting-the-mean method mentioned in the last paragraph of the previous section.) Moreover, this also
extends to higher moments.

More precisely, we define
φn,m := E(Tn − µn)m.

Then, this sequence satisfies the following recurrence.

Lemma 3. For m ≥ 2, we have

φn+1,m =

(
1− 3m

n

)2

φn,m + ψn,m
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with

ψn,m =
m−1∑
j=0

φn,jΛj(n),

where Λj(n) admits the complete asymptotic expansion

Λj(n) ∼
∞∑
`=0

λj,`
n`

, (n→∞)

with λj,` ∈ R; in particular, λm−1,0 = 0 and

λm−2,0 =

(
m

2

)
× 24

49
.

Proof. Set T̄n := Tn − µn, so that φn,m = E(T̄mn ). From (4), we have

φn+1,m = E(T̄n + µn − µn+1 − 1)m
3(T̄n + µn)(3(T̄n + µn)− 2)

n2

+ E(T̄n + µn − µn+1)
m

×
(

1− 3(T̄n + µn)(3(T̄n + µn)− 2) + (n− 3(T̄n + µn))(n− 3(T̄n + µn)− 1)

n2

)
+ E(T̄n + µn − µn+1 + 1)m

(n− 3(T̄n + µn))(n− 3(T̄n + µn)− 1)

n2
.

From this, by expanding what is inside the means by the binomial theorem, collecting all terms T̄ jn and
subtracting (1− 3m/n)2φn,m, we see that

ψn,m =
m+2∑
j=0

φn,jΛ
(m)
j (n),

where Λ
(m)
j (n) are rational functions in n whose coefficients are functions of m, j, µn and ∆n =

µn − µn−1. Writing down the expressions for Λ
(m)
j (n) explicitly using a computer algebra system

(e.g. Maple), it turns out that Λ
(m)
m+2(n) = Λ

(m)
m+1(n) = Λ

(m)
m (n) = 0. Thus,

ψn,m =

m−1∑
j=0

φn,jΛ
(m)
j (n)

as claimed.
Next, by using the expressions in Lemma 2 for µn and ∆n, we see that Λ

(m)
j (n) are rational functions

in n whose coefficients just depend on m, j and whose denominators have a degree at least as large as
that of the numerators. Consequently,

Λj(n) ∼
∞∑
`=0

λj,`
n`

, (n→∞)

and doing again explicit computations with a computer algebra system, we obtain that λm−1,0 = 0 and
that λm−2,0 is as claimed.

Note that the above recurrence has the (general) form

φn+1 =
(

1− κ

n

)2
φn + ψn, (n ≥ κ+ 1) (6)

with a suitable initial value φκ+1, where κ ∈ N and {ψn}n≥κ+1 is a given sequence. We need a general
result for such a sequence. (This result was also implicitly contained in [1].)
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Lemma 4. Assume that φn satisfies (6). If ψn ∼ cnα with α > −2κ− 1 a real number, then

φn ∼
c

2κ+ α+ 1
nα+1, (n→∞).

Remark 1. Throughout the paper, the notation f(n) ∼ cg(n) (with g(n) > 0) means that f(n) =
cg(n) + o(g(n)). (Note that this is the usual meaning if c 6= 0; however, if c = 0, then it means that
f(n) = o(g(n).)

Proof. Iterating (6) gives the solution

φn =

(
n− 1

κ

)−2(
ψκ+1 +

n−1∑
`=κ+1

(
`

κ

)2

ψ`

)
(7)

Note that (
`

κ

)2

∼ `2κ

κ!2
, (`→∞). (8)

Thus, if ψn ∼ cnα, then

ψκ+1 +
n−1∑
`=κ+1

(
`

κ

)2

ψ` ∼
c

κ!2

n−1∑
`=κ+1

`2κ+α ∼ c

κ!2(2κ+ α+ 1)
n2κ+α+1.

Plugging this into (7) and using once more (8) gives the claimed result.
Applying the last result to the recurrence for the central moments (Lemma 3) and using induction

gives the following asymptotic result for all central moments of Tn. (This method is sometimes refered
to as moment-pumping in the literature; see Section VII.10.1 in [9].)

Proposition 1. As n→∞, the central moments of Tn satisfy

E ((Tn − µn)m) ∼ gm
(

24

637

)m/2
nm/2.

Here, gm denotes the m-th moment of the standard normal distribution, i.e.,

gm = E (N(0, 1)m) =


m!

2m/2(m/2)!
, if m is even;

0, if m is odd.
(9)

Proof. The claim (trivially) holds for m = 0 and m = 1. Next, we assume that the claim holds for all
m′ < m. In order to show it for m, note that from the induction hypothesis, we have for ψn,m from
Lemma 3:

ψn,m ∼
(
m

2

)
× 24

49
× gm−2

(
24

637

)m/2−1
nm/2−1.

Applying Lemma 4, we obtain that

φn,m ∼
(
m

2

)
× 24

49
× gm−2

6m+m/2

(
24

637

)m/2−1
nm/2

∼ (m− 1)gm−2

(
24

637

)m/2
nm/2

from which the claimed result follows since (m− 1)gm−2 = gm.
Theorem 1 follows now from the last proposition by the Fréchet-Shohat Theorem; see, e.g., Sec-

tion 5.30 in [2].

7



3 Patterns of Height 2

In this section, we prove Theorem 2. This is done in the three paragraphs below, one for each of the
three cases in Theorem 2. The proof proceeds along similar lines as the proof from the previous section.
In addition, it makes use of the expansions from Proposition 1 for the moments of the number of tridents
which imply that

E(Tmn ) ∼ µmn ∼
nm

7m
, (n→∞) (10)

and of the following asymptotics of the factorial moments of the number of cherries

E(Cmn ) := E(Cn(Cn − 1) · · · (Cn −m+ 1)) ∼ 1

4m
, (n→∞) (11)

which was used in [1] to prove (1).

Degenerate Limit Laws. We only consider the pattern in Figure 3-(a-i); the other pattern whose limit
law is degenerate, namely the one in Figure 3-(a-ii), is treated similarly. Our method below is slightly
more general than needed; the reason for this is that the other cases from Theorem 2 are proved with
similar arguments (and in these cases, the generality below is needed).

We consider the pattern in Figure 3-(a-i) (called a pattern of type A in the sequel) together with a
cherry which is not contained in a pattern of type A (called a pattern of type B in the sequel). Assume
that a random ranked tree-child network with n leaves contains a pattern of type A and b pattern of type
B, respectively. Note that each external lineage belongs either exactly to a pattern of type A or a pattern
of type B or to neither of these patterns (such a lineage is called a pattern of type C in the sequel). We
now carefully list what happens with the number of patterns of type A and type B if either a branching
or a reticulation event is added in the next step of the forward construction that was described at the
beginning of the last section.

First, if a branching event is added, then we have the following cases.

type A type B probability

type A
−1 +2 a/n2

0 0 2a/n2

type B +1 −1 2b/n2

type C 0 +1 (n− 3a− 2b)/n2

Table 1: The change of the number of patterns of type A and type B (first and second column) if a
branching event is attached to an external lineage belonging to a pattern of type A, type B or type C
(rows). Here, a and b denote the number of patterns of type A and B, respectively. The probability for
each case is given in the third column if one starts with a ranked tree-child network with n leaves (and
thus the probability of picking a fixed external lineage is 1/n2).

For instance, if the branching event is attached to an external lineage from a pattern of type A and
that lineage does not belong to the cherry in that pattern, then two patterns of typeB are created whereas
one pattern of type A was destroyed; this is the first sub-row of the first row in the above table and the
probability that this happens is given by the number of possible choices of such a lineage (a) divided by
the number of choices of a pair of two external lineages (n2). Likewise, the second sub-row of the first
row is the case where the branching event is attached to an external lineage from a pattern of type A
where this lineage now belongs to the cherry of that pattern. Similarly, the remaining rows are explained.

Next, if a reticulation event is added, then we have the cases listed in Table 2.
For instance, the first sub-row of the sixth row of this column is explained as follows: if the retic-

ulation event is attached to an external lineage belonging to the cherry of a pattern of type A and an
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type A type B probability
A −1 0 6a/n2

A & A
−2 0 4a(a− 1)/n2

−2 +1 4a(a− 1)/n2

−2 +2 a(a− 1)/n2

B 0 −1 2b/n2

B & B 0 −2 4b(b− 1)/n2

C & C 0 0 (n− 3a− 2b)(n− 3a− 2b− 1)/n2

A & B
−1 −1 8ab/n2

−1 0 4ab/n2

A & C
−1 0 4a(n− 3a− 2b)/n2

−1 +1 2a(n− 3a− 2b)/n2

B & C 0 −1 4b(n− 3a− 2b)/n2

Table 2: Columns: The change of the number of patterns of type A (first column) and type B (second
column); the probabilities of these changes are contained in the last column. Rows: a single letter means
that both external lineages are picked from a pattern of that type; two letters mean that the external
lineages are chosen from (different) patterns of these two types.

external lineage from a pattern of type B, then a pattern of type A and type B is destroyed (and no new
pattern of typeB is created as happens if the third external lineage from the pattern of typeA is chosen).
The probability that this happens is given by the number of choices of the external lineages divided by
n2; the number of choices equals 2 · 2 · 2 · ab since once the patterns of type A and B are chosen (ab
choices) there are 2 choices for the external lineages in the pattern of type A and 2 in the pattern of type
B; moreover, the factor 2 comes from symmetry. Similarly, the other rows are explained.

Note that Table 1 and Table 2 give the transition probabilities of the Markov chain (Xn, C̃n) where
Xn and C̃n are the number of patterns of type A and type B, respectively, in a random ranked tree-child
network with n leaves. With these probabilities, we obtain the following result.

Lemma 5. Let Xn be the number of occurrences of the pattern from Figure 3-(a-i) in a random ranked
tree-child network with n leaves. Then,

E(Xn+1) =

(
1− 3

n

)2

E(Xn) +
2E(Cn)

n2
. (12)

Proof. For Xn and C̃n (see the paragraph proceeding the lemma), we have

E(Xn+1) =

(
1− 6

n
+

11

n2

)
E(Xn) +

2E(C̃n)

n2
. (13)

Note that Cn = Xn + C̃n. Consequently, we obtain the claimed recurrence from the above one by
replacing C̃n = Cn −Xn.

Remark 2. Note that for (13), we in fact only need the first columns of Table 1 and Table 2. However,
all columns are needed for the patterns below.

The last lemma now implies the limit law result from Theorem 2-(a).

Proof of Theorem 2-(a) for the pattern in Figure 3-(a-i). Recurrence (12) has the form (6) with

ψn =
2E(Cn)

n2
∼ 1

2n2
,

9



A B typetype type C

(a) (b) (c)

Figure 4: (a) The pattern from Figure 3-(b-iv); (b) A trident which is not contained in a pattern from (a);
(c) The remaining external lineages.

where the last step follows from (11). Applying Lemma 4 gives

E(Xn) ∼ 1

10n

which implies the claimed result.

Poisson Limit Laws. Here, we consider the patterns from Figure 3-(b). Since the proof for all patterns
except for the pattern from Figure 3-(b-i) is the same, we only give details for one of these four patterns,
namely, the pattern in Figure 3-(b-iv).

Similarly to the treatment of the pattern from the previous paragraph, we use the types of patterns
depicted in Figure 4. Note that each external lineage from a ranked tree-child network belongs to exactly
one of these types.

Assume now that a ranked tree-child network contains a patterns of type A and b patterns of type B.
Then, we again consider the changes and corresponding probabilities of these numbers when a branching
event or reticulation event is added in the forward construction; see Table 3 and Table 4. This again gives
the transition probabilities of a Markov chain which can be used to compute mixed moments.

type A type B probability

A
−1 0 3a/n2

−1 +1 a/n2

B 0 −1 3b/n2

C 0 0 (n− 4a− 3b)/n2

Table 3: The change of the number of patterns of type A and type B (see Figure 4) when the next event
is a branching event.

Lemma 6. Let Xn be the number of occurrences of the pattern from Figure 3-(b-iv) in a random ranked
tree-child network with n leaves. Then, for all r, s ≥ 0, we have

E(X
r
n+1T

s
n+1) =

(
1− 4r + 3s

n

)2

E(Xr
nT

s
n) +

4r

n2
E(X

r−1
n T s+1

n )− 4r(r − 1)

n2
E(X

r−1
n T sn) +Rn,

where

Rn =
s−1∑
j=0

(
λj,0 +

λj,1
n

+
λj,2
n2

)
E(Xr

nT
j
n).

Here, λj,i are constants which only depend on r and s with λs−1,0 = s.
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type A type B probability

A
−1 +1 8a/n2

0 0 4a/n2

A & A
−2 +1 9a(a− 1)/n2

−2 +2 6a(a− 1)/n2

−2 +3 a(a− 1)/n2

B
0 0 2b/n2

+1 −1 4b/n2

B & B 0 −1 9b(b− 1)/n2

C & C 0 +1 (n− 4a− 3b)(n− 4a− 3b− 1)/n2

A & B
−1 0 18ab/n2

−1 +1 6ab/n2

A & C
−1 +1 6a(n− 4a− 3b)/n2

−1 +2 2a(n− 4a− 3b)/n2

B & C 0 0 6b(n− 4a− 3b)/n2

Table 4: The change of the number of patterns of type A and type B (see Figure 4) when the next event
is a reticulation event.

Proof. Assume that Xn = c and Tn = d. Then, we have c patterns of type A and d− c patterns of type
B. Using the cases from Table 3 and Table 4, we can write Xr

n+1T
s
n+1 given Xn = c and Tn = d as a

sum of terms (Xn + k)r(Tn + `)s which are multiplied with the probabilities of every case and where
k ∈ {−2,−1, 0, 1} is the value from the first column and ` ∈ {−1, 0, 1} is the sum of the values of the
first and second column for every case. Next, we replace (Xn + k)r for k = −2 and k = −1 by

(Xn − 2)r =
(Xn − r)(Xn − r − 1)

Xn(Xn − 1)
Xr
n, (Xn − 1)r =

Xn − r
Xn

Xr
n

and for k = 1 by

(Xn + 1)r =
Xn + 1

Xn − r + 1
Xr
n.

Finally, we expand (Tn + `)s by the binomial theorem and simplify the sum of all terms of the same
order in this expansion with Maple. (Note that since ` ∈ {−1, 0, 1} this only has to be done for the first
three terms in the expansion; the other terms are the same only multiplied with different weights). This
proves the claimed result.

We are now ready to prove the Poisson limit result for the pattern from Figure 3-(b-iv).

Proof of Theorem 2-(b) for the pattern in Figure 3-(b-iv). As above, let Xn denote the number of
occurrences of the pattern from Figure 3-(b-iv) in a random ranked tree-child network with n leaves. We
use induction to show that for all r, s ≥ 0:

E(Xr
nT

s
n) ∼ ns

14r7s
, (n→∞), (14)

where the induction is with respect to the lexicographic order of (r, s).
Note that the base case, namely (0, s) with s ≥ 0, is implied by (10).
Next, by the above lemma E(X

r
nT sn) satisfies a recurrence of the form (6) with all terms in ψn being

of a smaller lexicographic order. Thus, by using the induction hypothesis,

ψn ∼
4r

n2
E(X

r−1
n T s+1

n ) + λs−1,0E(Xr
nT

s−1
n ) ∼ 8r + 7s

14r7s
ns−1.

11



A B typetype type C

(a) (b)

typeD

Figure 5: (a) The pattern of height 3 which contains two overlapping patterns from Figure 3-(b-i); (b)
The types of patterns considered in the proof of the Poisson limit law for the pattern in Figure 3-(b-i);
in order that every external lineage belongs exactly to one type, a pattern of type B is not allowed to be
contained in a pattern of type A; also, the lineage in type D is not an external lineage in A, B or C.

The induction claim follows now from this by applying Lemma 4.
Finally, the claimed Poisson limit law for Xn follows from (14) by setting s = 0 which gives in the

limit the factorial moments of a Poisson distribution.
Next, we turn to the remaining pattern from Figure 3-(b), namely the pattern in Figure 3-(b-i). This

pattern is different from the other patterns in Figure 3-(b) because two occurrences of this pattern in
a ranked tree-child network might overlap; see Figure 5-(a). (For the pattern in this figure, we do not
distinguish the ranks of the first two events.) Thus, we now need to consider patterns of types A-D in
order to set up the Markov chain for proving the Poisson limit law for this pattern; see Figure 5-(b).

Assume that the number of patterns of type A, type B and type C in a ranked tree-child network
with n leaves is given by a, b and c, respectively. Then, the changes and probabilities when adding one
more event in the forward construction are listed in Table 5 and Table 6.

type A type B type C probability

A
−1 0 +1 3a/n2

−1 +1 +1 2a/n2

B 0 −1 +1 4b/n2

C 0 0 0 2c/n2

D 0 0 +1 (n− 5a− 4b− 2c)/n2

Table 5: The change of the number of patterns of type A, type B and type C (see Figure 5-(b)) when the
next event is a branching event.

Using the transition probabilities from Table 5 and Table 6, we obtain now the following lemma.

Lemma 7. Denote by Yn and X̃n the number of occurrences of patterns of type A and type B, respec-
tively, in a random ranked tree-child network with n leaves. Then, for r, s, t ≥ 0, we have

E(Y
r
n+1X̃

s
n+1C

t
n+1) =

(
1− 5r + 4s+ 2t

n

)2

E(Y r
n X̃

s
nC

t
n) +

t

n
E(Y r

n X̃
s
nC

t−1
n ) +

4s

n
E(Y

r+1
n X̃

s−1
n Ctn)

+
4s

n
E(Y r

n X̃
s−1
n C

t+1
n ) +

Rn
n2
, (15)

where Rn is given by

t(2− 5r − 4s− 2t)E(Y r
n X̃

s
nC

t−1
n ) + 4rE(Y

r−1
n X̃s

nC
t+2
n )− 2s(1 + 10r + 8s+ 4t)E(Y

r+1
n X̃

s−1
n Ctn)

+ 2stE(Y
r+1
n X̃

s−1
n C

t−1
n )− 8sE(Y r

n X̃
s−1
n C

t+2
n ) + 4s(2− 5r − 4s− 2t)E(Y r

n X̃
s−1
n C

t+1
n )

+ 4s(s− 1)E(Y
r+2
n X̃

s−2
n Ctn) + 8s(s− 1)E(Y

r+1
n X̃

s−2
n C

t+1
n ).

12



type A type B type C probability
A −1 0 0 20an2

A & A
−2 0 0 9a(a− 1)/n2

−2 +1 0 12a(a− 1)/n2

−2 +2 0 4a(a− 1)/n2

B 0 −1 0 12b/n2

B& B 0 −2 0 16b(b− 1)/n2

C 0 0 −1 2c/n2

C & C +1 0 −2 4c(c− 1)/n2

D & D 0 0 0 (n− 5a− 4b− 2c)(n− 5a− 4b− 2c− 1)/n2

A & B
−1 −1 0 24ab/n2

−1 0 0 16ab/n2

A & C
−1 +1 −1 12ac/n2

−1 +2 −1 8ac/n2

A & D
−1 0 0 6a(n− 5a− 4b− 2c)/n2

−1 +1 0 4a(n− 5a− 4b− 2c)/n2

B & C 0 0 −1 16bc/n2

B & D 0 −1 0 8b(n− 5a− 4b− 2c)/n2

C & D 0 +1 −1 4c(n− 5a− 4b− 2c)/n2

Table 6: The change of the number of patterns of type A and type B (see Figure 5-(b)) when the next
event is a reticulation event.

Proof. Using the results from Table 5 and Table 6, E(Y
r
n+1X̃

s
n+1C

t
n+1) given Yn, X̃n and Cn can be

written as a sum of terms of the form

(Yn + k)r(X̃n + `)s(Cn +m)t

which are multiplied with the probabilities. Here, k, ` and m are suitable integers, e.g., for the contribu-
tion from the second sub-row of column A & C in Table 6, we have k = −1, ` = 2,m = −1. Then, we
rewrite, e.g., this term as

(Yn − 1)r(X̃n + 2)s(Cn − 1)t =
(Yn − r)(X̃n + 2)(X̃n + 1)(Cn − t)
Yn(X̃n − s+ 2)(X̃n − s+ 1)Cn

Y r
n X̃

s
nC

t
n

and similar for the other terms. The rest of the proof is just a long computation (which is best done with
the help of Maple).

The last lemma implies the following result which contains the Poisson limit law for the pattern in
Figure 3-(b-i).

Proposition 2. (a) Let Yn be the number of occurrences of the pattern from Figure 5-(a) in a random
ranked tree-child network with n leaves. Then,

Yn
L1−→ 0, (n→∞).

(b) Let Xn be the number of occurrences of the pattern from Figure 3-(b-i) in a random ranked tree-
child network with n leaves. Then,

(Xn, Cn)
d−→ (X,C), (n→∞),

where X and C are independent Poisson random variables with parameters 1/8 and 1/4, respec-
tively.

13



Proof. We use induction with respect to the lexicographic order on (s, r, t) to show that for all r, s, t ≥ 0:

E(Y r
n X̃

s
nC

t
n) ∼ 0r ·

(
1

8

)s
·
(

1

4

)t
, (16)

where X̃n is the random variable from Lemma 7 and we use the convention that 00 := 1. Note that
the second, third and fourth term on the right hand side of (15) and all terms in Rn are of a smaller
lexicographic order than (s, r, t). Also note that (15) has the form (6).

Now, first the induction base holds because of (11). Next, assume that the claim holds for all se-
quences (s′, r′, t′) which are lexicographic smaller than (s, r, t). In order to prove the claim for (s, r, t),
we make a case distinction.

First, if r > 0, then the induction hypothesis implies that (15) satisfies (6) with

ψn = o(1/n).

Thus, from Lemma 4, we obtain that E(Y
r
n X̃

s
nC

t
n) = o(1) which proves the claim in this case.

Secondly, if r = 0, then again by the induction claim, (15) is of the form (6) with

ψn ∼
t

n
E(X̃s

nC
t−1
n ) +

4s

n
E(X̃

s−1
n C

t+1
n ) ∼ 8s+ 4t

8s4tn
.

Thus, by Lemma 4

E(X̃s
nC

t
n) ∼ 1

8s4t
.

which also proves the claim in this case.
Finally, observe that (16) implies part (a). Moreover, it also implies that

(X̃n, Cn)
d−→ (X̃, C),

where X̃ and C are independent Poisson random variables with parameters 1/8 and 1/4, respectively.
Part (b) follows from this by part (a), the relation Xn = X̃n + 2Yn and Slutsky’s theorem.

Normal Limit Laws. In this paragraph, we consider the patterns in Figure 3-(c) which according to
Theorem 2 are both normally distributed. We only give details for the pattern in Figure 3-(c-i), the other
pattern in Figure 3-(c) is treated similarly.

First note that two of the patterns in Figure 3-(c-i) again can overlap in a ranked tree-child network;
see Figure 6-(a). (We do not distinguish the ranks of the first two events in this figure.) Thus, similar to
the pattern in Figure 3-(b-i), we consider four types of patterns in the sequel; see Figure 6-(b). Assume
that a ranked tree-child network with n leaves contains a, b and c patterns of type A,B and C, respec-
tively. We again have to list the changes and probabilities if one more event is attached in the forward
construction, however, this time there are many cases. We list all of them in Tables 7-9.

Using these tables, we can first derive the means of the number of occurrences of the patterns from
Figure 3-(c-i) and Figure 6-(a).

Lemma 8. Denote by Xn and Yn the number of occurrences of the patterns from Figure 3-(c-i) and
Figure 6-(a), respectively. Let ρn := E(Xn) and τn := E(Yn). Then,

ρn+1 =

(
1− 5

n

)2

ρn +
4

n
E(Tn)− 12

n2
E(Tn)

and

τn+1 =

(
1− 7

n

)2

τn −
4

n2
E(Tn) +

4

n2
E(T 2

n).
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A B typetype type C

(a) (b)

type D

Figure 6: (a) The pattern of height 3 which contains two overlapping patterns from Figure 3-(c-i); (b)
The types of pattern considered in the proof of the normal limit law for the pattern in Figure 3-(c-i); in
order that every external lineage belongs exactly to one type, a pattern of typeB (resp. C) is not allowed
to be contained in a pattern of type A (resp. B and A); also, the lineage in type D is not an external
lineage in A, B or C.

The solutions of the above two recurrences are given by

ρn =
(1080n5 − 16668n4 + 96992n3 − 261735n2 + 319471n− 135654)n

20790(n− 1)(n− 2)(n− 3)(n− 4)(n− 5)
, (n ≥ 6) (17)

and, for n ≥ 7,

τn = 2(4290n7−125730n6+1509970n5−9550275n4+33968326n3−66128140n−24510098)n
1576575(n−1)(n−2)(n−3)(n−4)(n−5)(n−6)(n−7) . (18)

Proof. Assume that Yn = d,Xn = e and Tn = f . Then, we have d patterns of type A, e − 2d patterns
of type B and f + e− d patterns of type C.

The recurrence for µn and ρn are derived by considering the transition probabilities from the Ta-
bles 7-9. Note that both recurrences are of type (6) whose exact solution is given by (7). Using the
result from Lemma 2, a corresponding result for E(T 2

n) (best computed with Maple) and straightforward
computations (again best done with Maple) gives the claimed results for ρn and τn.

type A type B type C probability

A
−1 0 0 3a/n2

−1 +1 0 4a/n2

B
0 −1 0 3b/n2

0 −1 +1 2b/n2

C 0 0 −1 3c/n2

D 0 0 0 (n− 7a− 5b− 3c)/n2

Table 7: The change of the number of patterns of type A,B and C (see Figure 6-(b)) when the next
event is a branching event.

We next shift the means and derive the recurrence for the mixed moments.

Lemma 9. Denote by Xn and Yn the number of occurrences of the patterns from Figure 3-(c-i) and
Figure 6-(a), respectively, in a random ranked tree-child network with n leaves. Moreover, set µn :=
E(Tn), ρn := E(Xn), τn := E(Yn) and T̄n := Tn − µn, X̄n := Xn − ρn, Ȳn := Yn − τn. Then, for all
r, s, t ≥ 0, we have

E(Ȳ r
n+1X̄

s
n+1T̄

t
n+1) =

(
1− 7r + 5s+ 3t

n

)2

E(Ȳ r
n X̄

s
nT̄

t
n) +Rn (19)
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type A type B type C probability

A

−1 0 +1 14a/n2

−1 0 +2 8a/n2

−1 +1 0 16a/n2

−1 +1 +1 4a/n2

A & A

−1 0 0 4a(a− 1)/n2

−2 0 +1 a(a− 1)/n2

−2 +1 0 4a(a− 1)/n2

−2 +1 +1 8a(a− 1)/n2

−2 +2 0 16a(a− 1)/n2

−2 +2 +1 16a(a− 1)/n2

B
0 0 0 8b/n2

0 −1 +1 10b/n2

0 −1 +2 2b/n2

B & B

0 −1 0 4b(b− 1)/n2

0 −1 +1 8b(b− 1)/n2

0 −2 +1 b(b− 1)/n2

0 −2 +2 4b(b− 1)/n2

0 −2 +3 4b(b− 1)/n2

+1 −2 0 4b(b− 1)/n2

C 0 0 0 6c/n2

C & C
0 0 −1 c(c− 1)/n2

0 +1 −2 4c(c− 1)/n2

+1 0 −2 4c(c− 1)/n2

D & D 0 0 +1 (n− 7a− 5b− 3c)(n− 7a− 5b− 3c− 1)/n2

Table 8: The change of the number of patterns of type A,B and C (see Figure 6-(b)) when the next
event is a reticulation event which is attached to one or two patterns of type X with X ∈ {A,B,C,D}.

with
Rn =

∑
(s′,r′,t′)

E(Ȳ r′
n X̄

s′
n T̄

t′
n )Λr′,s′,t′(n), (20)

where the sum runs over (s′, r′, t′) which are of a smaller lexicographic order than (s, r, t) and Λr′,s′,t′(n)
admits the complete asymptotic expansion:

Λr′,s′,t′(n) ∼
∞∑
`=0

λr′,s′,t′,`
n`

, (n→∞). (21)

Moreover, all terms in (20) with (r′ + s′ + t′)/2− ` ≥ (r + s+ t)/2− 1 are given by

4s

n
E(Ȳ r

n X̄
s−1
n T̄ t+1

n ) +
8r

7n
E(Ȳ r−1

n X̄s
nT̄

t+1
n )

+

(
r

2

)
80092

540225
E(Ȳ r−2

n X̄s
nT̄

t
n) +

(
s

2

)
21916

29645
E(Ȳ r

n X̄
s−2
n T̄ tn) +

(
t

2

)
24

49
E(Ȳ r

n X̄
s
nT̄

t−2
n )

− 128

539
stE(Ȳ r

n X̄
s−1
n T̄ t−1n )− 32

343
rtE(Ȳ r−1

n X̄s
nT̄

t−1
n ) +

712

3773
rsE(Ȳ r−1

n X̄s−1
n T̄ tn). (22)

Proof. Assume that Yn, Xn and Tn are given. Then, using the cases listed in the Tables 7-9, we can write
the conditional expectation of Ȳ r

n+1X̄
s
n+1T̄

t
n+1 given Yn, Xn and Tn as a sum of terms of the form

(Ȳn + τn − τn+1 + k)r(X̄n + ρn − ρn+1 + `)s(T̄n + µn − µn+1 +m)t (23)
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type A type B type C probability

A & B

0 −1 0 8ab/n2

−1 −1 +1 2ab/n2

−1 −1 +2 4ab/n2

−1 0 0 8ab/n2

−1 0 +1 16ab/n2

−1 0 +2 16ab/n2

−1 +1 0 16ab/n2

A & C

0 0 −1 8ac/n2

−1 0 0 2ac/n2

−1 +1 −1 8ac/n2

−1 +1 0 8ac/n2

−1 +2 −1 16ac/n2

A & D
−1 0 +1 2a(n− 7a− 5b− 3c)/n2

−1 +1 0 4a(n− 7a− 5b− 3c)/n2

−1 +1 +1 8a(n− 7a− 5b− 3c)/n2

B & C

0 −1 0 2bc/n2

0 −1 +1 4bc/n2

0 0 −1 8bc/n2

0 0 0 8bc/n2

+1 −1 −1 8bc/n2

B & D
0 −1 +1 2b(n− 7a− 5b− 3c)/n2

0 −1 +2 4b(n− 7a− 5b− 3c)/n2

0 0 0 4b(n− 7a− 5b− 3c)/n2

C & D
0 0 0 2c(n− 7a− 5b− 3c)/n2

0 +1 −1 4c(n− 7a− 5b− 3c)/n2

Table 9: The change of the number of patterns of type A,B and C (see Figure 6-(b)) when the next
event is a reticulation event which is attached to a pattern of type X and a pattern of type Y with
(X,Y ) ∈ {(A,B), (A,C), (A,D), (B,C), (B,D), (C,D)}.

multiplied with the probabilities from the Tables 7-9 (where a = Ȳn+τn, b = X̄n+ρn−2(Ȳn+τn), c =
T̄n + µn − X̄n − ρn + Ȳn + τn). Here, k, `,m are integers depending on the case considered. For
convenience, we call this sum S in the sequel.

Now, use the expansion:

(X̄n + ρn − ρn+1 + `)s =

s∑
j=0

(
s

j

)
X̄j
n(ρn − ρn+1 + `)s−j . (24)

First, by replacing the middle term in (23) by X̄s
n (the first term in the expansion (24)) and using Maple to

sum up all these terms multiplied with their probabilities (which contain at most X̄2
n), we find that X̄s+2

n

and X̄s+1
n do not appear in this sum. Likewise, by replacing the middle term in (23) by sX̄s−1

n (ρn −
ρn+1 + `) (the second term in the expansion (24)), we see that X̄s+1

n does not appear. Thus, the highest
power of X̄n in the sum S is X̄s

n. Next, by collecting these highest terms and repeating the above
argument with the first term in (23), we see that terms with Ȳ r+2

n X̄s
n and Ȳ r+1

n X̄s
n do not occur in S.

Finally, a similar line of reasoning shows that terms with Ȳ r
n X̄

s
nT̄

t+2
n and Ȳ r

n X̄
s
nT̄

t+1
n do not appear in

S as well. Overall, this shows that the sum in (20) is over the indicated range.
Next, the claimed expansion for Λr′,s′,t′(n) follows by expanding τn−τn+1, ρn−ρn+1 and µn−µn+1

(see (5), (17) and (18), respectively; note that these expansions are all of the form (21)) and pointing
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out that the probabilities might contain factors of the form τ2n, ρ
2
n, µ

2
n, τnρn, τnµn, or ρnµn which are

however divided by n2 and thus expanding them gives also terms of the form (21).
Finally, in order to find all terms with (r′+s′+ t′)/2−` ≥ (r+s+ t)/2−1, we proceed as follows:

if we expand the first factor in (23) and retain only the terms which contain Ȳ r
n , Ȳ

r−1
n , Ȳ r−2

n , Ȳ r−3
n and

Ȳ r−4
n , then we see that we only lose terms Ȳ r′

n X̄
s′
n T̄

t′
n in S with

(r′ + s′ + t′)/2− ` ≤ (r′ + s′ + t′)/2 ≤ (r − 5 + s+ t+ 2)/2 < (r + s+ t)/2− 1.

Similarly, we only lose smaller order terms when we just keep the terms with X̄s
n, . . . , X̄

s−4
n and the

terms with T̄ tn, . . . , T̄
t−4
n in the expansion of the second and third factor in (23), respectively. Thus, we

only need to retain a fixed number (which does not depend on r, s and t) of terms in each of the terms
of (23) from S. Then, the rest of the computation can then be done with Maple.

The recurrence from the above lemma can now be used to prove the normal limit law of the pattern
in Figure 3-(c-i) (which completes the proof of Theorem 2). In fact, we have a more general result.

Proposition 3. Let the notation be as in Lemma 9. Then, as n→∞,

1

n
(Yn − E(Yn), Xn − E(Xn), Tn − E(Tn))

d−→ N(0,Σ),

where N(0,Σ) denotes a trivariate normal distribution with mean vector 0 and covariance matrix

Σ =


1002796

203664825
433528

62537475 − 32
13377

433528
62537475

4575916
137582445 − 608

119119

− 32
13377 − 608

119119
24
637

 .

Proof of Proposition 3. We use induction with respect to the lexicographic order of (s, r, t) to show that
for all r, s, t ≥ 0:

E(Ȳ r
n X̄

s
nT̄

t
n) ∼ cr,s,tn(r+s+t)/2,

where cr,s,t := E(N r
1N

s
2N

t
3) withN = (N1, N2, N3) the trivariate normal distribution with mean vector

0 and covariance matrix Σ.
First, the base case is implied by Proposition 1. Thus, we may assume that the claim holds for all

sequences (s′, r′, t′) which are lexicographic smaller than (s, r, t).
In order to prove the claim for (s, r, t), we observe that (19) has the form (6) with the sequence ψn

satisfying ψn ∼ c̃r,s,tn(r+s+t)/2−1 where

c̃r,s,t :=4scr,s−1,t+1 +
8r

7
cr−1,s,t+1 +

(
r

2

)
80092

540225
cr−2,s,t +

(
s

2

)
21916

29645
cr,s−2,t +

(
t

2

)
24

49
cr,s,t−2

− 128

539
stcr,s−1,t−1 −

32

343
rtcr−1,s,t−1 +

712

3773
rscr−1,s−1,t. (25)

Now, recall that by Isserlis’ theorem [16], we have

cr,s−1,t+1 =
∑
P

∏
{Pi,Pj}∈P

Cov(Pi, Pj),

where the sum runs over all partitions of the multiset {N1, . . . , N1, N2, . . . , N2, N3, . . . , N3} into pairs
where N1 is repeated r times, N2 is repeated s− 1 times and N3 is repeated t+ 1 times. By fixing one
N3 and considering its pairing with all other elements, we obtain that

cr,s−1,t+1 = tΣ3,3cr,s−1,t−1 + (s− 1)Σ3,2cr,s−2,t + rΣ3,1cr−1,s−1,t.
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Moreover, by a similar argument for cr−1,s,t+1, we have

cr−1,s,t+1 = tΣ3,3cr−1,s,t−1 + sΣ3,2cr−1,s−1,t + (r − 1)Σ3,2cr−2,s,t.

Plugging this into (25), we obtain that

c̃r,s,t =

(
r

2

)
1002796

7022925
cr−2,s,t +

(
s

2

)
4575916

6551545
cr,s−2,t +

(
t

2

)
24

49
cr,s,t−2

− 608

7007
stcr,s−1,t−1 −

32

637
rtcr−1,s,t−1 +

433528

2501499
rscr−1,s−1,t. (26)

Next, again by Isserlis’ theorem, we have the recurrences:

cr,s,t = (r − 1)Σ1,1cr−2,s,t + sΣ1,2cr−1,s−1,t + tΣ1,3cr−1,s,t−1;

cr,s,t = rΣ2,1cr−1,s−1,t + (s− 1)Σ2,2cr,s−2,t + tΣ2,3cr,s−1,t−1;

cr,s,t = rΣ3,1cr−1,s,t−1 + sΣ3,2cr,s−1,t−1 + (t− 1)Σ3,3cr,s,t−2.

Multiplying the first by 29r/2, the second by 21s/2 and the third by 13t/2 gives as right-hand side
exactly (26). Thus,

c̃r,s,t =

(
29

2
r +

21

2
s+

13

2
t

)
cr,s,t.

Overall, we have shown that (19) has the form (6) with

ψn ∼
(

29

2
r +

21

2
s+

13

2
t

)
cr,s,tn

(r+s+t)/2−1.

The induction claim follows now from this by applying Lemma 4. This completes the proof.

4 Conclusion

The main purpose of this paper was to study the number of occurrences of patterns on the fringe of
ranked tree-child networks. More precisely, we strengthened the weak law of large numbers for the
number of tridents from [1] by proving a central limit theorem (which completed the classification of
the limit laws of patterns of height 1) and studied the limit laws of all patterns of height 2. There
are only three possible limit laws: normal, Poisson and degenerate; accordingly, pattern either occur
frequently (normal pattern), sporadically (Poisson pattern) or not all (degenerate pattern). We think that
this behavior persists for patterns of any height.

In fact, we can formulate a conjecture for the limit law of any fringe pattern which is defined as a
connected substructure of a ranked tree-child network which has entirely evolved from a fixed set of
lineages by consecutively adding branching and reticulation events. The limit law of such a pattern can
be obtained recursively as follows.

Conjecture 1. Let F be a fringe pattern. Denote by P resp. P1 and P2 the patterns which are obtained
from it by removing the last event. (Here, the second case is only possible if the last event is a reticulation
event and the pattern gets disconnected when this event is removed.) Then, we have the following cases.

(a) If P is a normal pattern, then F is a Poisson pattern; in all other cases for P , the pattern F is a
degenerate pattern.

(b) If P1 and P2 are both normal patterns, then F is also a normal pattern; if P1 is a normal pattern
and P2 is a Poisson pattern or vice versa, then F is a Poisson pattern; in all remaining cases for
P1 and P2, F is a degenerate pattern.
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This conjecture is easily seen to be consistent with the limit laws for the patterns from Figure 3; see
Theorem 2. It is also consistent with the limit law results for the two patterns of height 3 above: the
pattern from Figure 5-(a) was shown to be degenerate (see Proposition 2, (a)) and indeed the pattern
splits into two Poisson patterns when the last event is removed; likewise, the pattern from Figure 6-(a) is
a normal pattern (see Proposition 3) and it splits into two normal patterns when the last event is removed.

For the proof of the results in this paper (Theorem 1 and Theorem 2) we extended the approach from
[1] which was based on coupling with a Markov chain and the method of moments. The method can be
applied to prove further cases of the above conjecture; however, technical details become more and more
demanding for patterns of increasing height. Thus, in order to proof the conjecture in its full generality,
we think that a new (less computation-intensive) approach has to be devised.

We conclude by pointing out that one of the main contributions of the current study is that it con-
stitutes the first such study for a class of phylogenetic networks. Indeed, it would be interesting to
undertake similar studies for other classes of phylogenetic networks, e.g., the class of tree-child net-
works. However, for this class, almost nothing is known so far about the occurrence of patterns. In fact,
the only result we are aware of was proved in [18] where the authors showed that the number of cherries
is o(n) for almost all tree-child networks with n leaves (see also [5] for a refinement of this). Thus,
a (wild) guess would be that the limit law of this pattern is again the Poisson law; however, tools for
proving this (as well as deriving limit laws for other patterns) are completely lacking. We leave this as
an open problem.
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