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Abstract

Tries and PATRICIA tries are fundamental data structures in computer science with numerous ap-
plications. In a recent paper, a general framework for obtaining the mean and variance of additive shape
parameters of tries and PATRICIA tries under the Bernoulli model was proposed. In this note, we show
that a slight modification of this framework yields a central limit theorem for shape parameters, too.
This central limit theorem contains many of the previous central limit theorems from the literature and
it can be used to prove recent conjectures and derive new results. As an example, we will consider a
refinement of the size of tries and PATRICIA tries, namely, the number of nodes of fixed outdegree and
obtain (univariate and bivariate) central limit theorems. Moreover, trivariate central limit theorems for
size, internal path length and internal Wiener index of tries and PATRICIA tries are derived as well.

1 Introduction and Results
Tries (from the word data retrival) have, since their introduction by de la Briandais [2] in 1959, found
many applications, e.g., in searching, sorting, dynamic hashing, coding, polynomial factorization, regular
languages, contention tree algorithms, automatically correcting words in texts, retrieving IP addresses and
satellite data, internet routing, and molecular biology; see Park et al. [23] for details and many references.
Also, many variants of tries have been proposed, where one of the simplest and most popular variant are
PATRICIA tries which were invented by D. R. Morrison1 [20] in 1968. (PATRICIA is an acronym which
stands for Practical Algorithm To Retrieve Information Coded In Alphanumeric.)

Due to their importance, tries and PATRICIA tries have been extensively studied. The purpose of this
paper is to contribute to their analysis. We start by giving a precise definition. Both structures are built
from a set of n infinite strings over a finite alphabet S of cardinality m ≥ 2. For the sake of simplicity,
we let S = {1, . . . ,m}. From the n strings, we will build an m-ary tree consisting of internal and external
(=leaf) nodes, where the strings are stored in the external nodes. For the trie this is done recursively as

Key words: Tries, nodes of fixed out-degree, total path length, Wiener index, moments, multivariate central limit theorems.
1According to Wikipedia, PATRICIA tries were independently invented by G. Gwehenberger [12].
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follows: if n = 1, then the only string is stored in the root; otherwise an internal node is created and the
n strings are divided into m sets according to their first letter. Then, the first letters of every string are
removed and the m subtrees of the root are built recursively from the m sets. PATRICIA tries are built
according to the same rules with the only difference that the creation of internal nodes with outdegree one
is avoided. Thus, PATRICIA tries can be seen as a space-optimized version of tries.

Next, we will explain the random model which will be used throughout this paper: letters will be as-
sumed to be generated independently with the probability of a letter being i equal to pi with 0 < pi < 1
and

∑
i pi = 1. This is the most simple, but also most unrealistic random model for practical applica-

tions. More realistic random models have been proposed by Vallée [25] and analyzed by Bourdon [1] and
Vallée et al. [3]. However, deriving stochastic properties beyond the mean of these models still remains
challenging. Therefore, we restrict ourself to the above simple model in the current paper.

Under the above random model, shape parameters of tries and PATRICIA tries become random vari-
ables; see [23] for many examples of shape parameters. Stochastic properties of such shape parameters
have been extensively studied, where a lot of attention was paid to additive shape parameters. For a random
trie of size n, an additive shape parameter Xn is defined as follows: Xn is a sequence of random variables
satisfying the distributional recurrence

Xn
d
=

m∑
i=1

X
(i)

I
(i)
n

+ Tn, (n ≥ n0), (1)

where n0 > 0 is an integers, Xn, X
(1)
n , . . . , X

(m)
n , (I

(1)
n , . . . , I

(m)
n ), Tn are independent, X(i)

n has the same
distribution as Xn and

πj1,...,jm = P (I(1)n = j1, . . . , I
(m)
n = jm) =

(
n

j1, · · · , jm

)
pj11 · · · pjmm

with j1, . . . , jm ≥ 0 and j1 + · · · + jm = n. This recurrence can be explained as follows: the shape
parameter Xn is computed as the sum of shape parameters for all subtrees of the root plus some additional
cost which is given by Tn. (Tn is called toll-function and might be random.)

The analysis of moments of (1) is by now relatively standard and a lot of sophisticated tools have been
introduced, most of them belonging to the field of Analytic Combinatorics; see Flajolet and Sedgewick
[7]. We recall here the three most important analytic tools which have been proposed.

• Mellin Transform: suggested by N. G. de Bruijn to D. Knuth; see Knuth [18] and the excellent
survey article by Flajolet et al. [4].

• Rice Method: suggested by S. O. Rice to D. Knuth; see [18] and Flajolet and Sedgewick [6].

• Analytic Depoissonization: proposed by Jacquet and Régnier [16] and systematically developed by
Jacquet and Szpankowski [17].

In Fuchs et al. [8], the authors used Mellin transform together with the theory of JS-admissibility from
Hwang et al. [15] (which is largely based on analytic Depoissonization) and the idea of “corrected pois-
sonized variance” which is also from [15] to propose a general framework for deriving asymptotic expan-
sions of mean and variance of additive shape parameters in random tries and random PATRICIA tries. In
this article, which is intended to be a supplement to [8], we will show that the same framework with only
minor modifications gives a general central limit theorem for a large class of additive shape parameters,
which in particular covers most of the previous central limit theorems for shape parameters in random tries
and random Patricia tries. We will only state in details the result for m-ary random tries, a similar result
for m-ary PATRICIA tries is straightforward.

Now, in order to state our result, we first recall the following definition; see [8, 15, 17].
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Definition 1. Let f̃(z) be an entire function and α, γ ∈ R. Then, we say that f̃(z) is JS-admissible and
write f̃(z) ∈ JS (or more precisely, f̃(z) ∈ JS α,γ) if for 0 < φ < π/2 and all |z| ≥ 1 the following
two conditions hold.

(I) Uniformly for | arg(z)| ≤ φ,
f̃(z) = O

(
|z|α(log+ |z|)γ

)
,

where log+ x := log(1 + x).

(O) Uniformly for φ ≤ | arg(z)| ≤ π,

f(z) := ezf̃(z) = O
(
e(1−ε)|z|

)
,

where ε > 0.

Moreover, we need the following notations

g̃1(z) = e−z
∑
n≥2

E(Tn)
zn

n!
, g̃2(z) = e−z

∑
n≥2

E(T 2
n)
zn

n!

and
ṼT (z) = g̃2(z)− g̃1(z)− zg̃′1(z)2.

(The latter is the corrected Poissonized variance of Tn; see [8].) Then, the main result of the paper is the
following general central limit theorem.

Theorem 2. Assume that g̃1(z) ∈JS α1,γ1
with 0 ≤ α1 < 1/2, g̃2(z) ∈JS and ṼT (z) ∈JS α2,γ2

with
α2 < 1. Moreover, assume that ‖Tn‖s = o(

√
n), 2 < s ≤ 3 and Var(Xn) ≥ cn for all n large enough

with c > 0. Then, as n→∞,
Xn − E(Xn)√

Var(Xn)

d−→ N(0, 1).

Remark 1. In Section 2.3, we will discuss how to check the above assumption of at least linear growth for
the variance.

As an application, we will consider the number of internal nodes of outdegree k in a random trie of
size n which will be denoted by N (k)

n . (This is a refinement of the size of tries and PATRICIA tries; see
Corollary 1 below.) We will give a multivariate study of these parameters by considering

Zn =
m∑
k=1

akN
(k)
n ,

where a1, . . . , am are arbitrary real number with ai 6= (i− 1)a2 for some i (this is to make sure that Zn is
not deterministic; see Lemma 1 and the remark succeeding it). Note that a similar multivariate framework
was considered in Hubalek et al. [14] for shape parameters in digital search trees. However, our analysis
will take into account many tools developed after [14]. (In fact, one could give a similar framework as in
our paper also for digital search trees.) We have the following result.

Theorem 3. We have, as n→∞,

E(Zn) ∼ nP (log1/a n), Var(Zn) ∼ nQ(log1/a n),
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where a > 0 is a suitable constant and P (z), Q(z) are infinitely differentiable, 1-periodic functions (pos-
sibly constant). Moreover, Var(Zn) > 0 for all n large enough and

Zn − E(Zn)√
Var(Zn)

d−→ N(0, 1).

As a consequence, we consider the size of tries and PATRICIA tries

N (T )
n =

m∑
k=1

N (k)
n , N (P )

n =
m∑
k=2

N (k)
n .

Note that N (P )
n equals n− 1 if m = 2 and this case was excluded from our definition of Zn. We have the

following consequence of Theorem 3.

Corollary 1. For m ≥ 2, as n→∞,

N
(T )
n − E(N

(T )
n )√

Var(N
(T )
n )

d−→ N(0, 1)

and for m ≥ 3, as n→∞,
N

(P )
n − E(N

(P )
n )√

Var(N
(P )
n )

d−→ N(0, 1).

The result for the size of tries with m = 2 is classical; see [16] for an analytic proof and Neininger and
Rüschendorf [21] for a proof using the contraction method.

As another consequence of Theorem 3, we obtain

Cov(N (k1)
n , N (k2)

n ) ∼ nQ(k1,k2)(log1/a n) (2)

for all 1 ≤ k1, k2 ≤ m, where Q(k1,k2)(z) is an infinitely differentiable, 1-periodic function (possibly
constant). Set

Var(N (k1)
n ) ∼ nQ(k1)(log1/a n), Var(N (k2)

n ) ∼ nQ(k2)(log1/a n)

and

Σn =

(
nQ(k1)(log1/a n) nQ(k1,k2)(log1/a n)

nQ(k1,k2)(log1/a n) nQ(k2)(log1/a n)

)
.

Then, we have the following bivariate limit law.

Theorem 4. Assume that (k1, k2,m) 6∈ {(1, 2, 2), (2, 3, 3)}. Then, Σn is positive definite for n large
enough and, as n→∞,

Σ−1/2n

(
N

(k1)
n − E(N

(k1)
n )

N
(k2)
n − E(N

(k2)
n )

)
d−→ N(0, I2),

where I2 denotes the 2× 2 identity matrix.

Remark 2. If (k1, k2,m) ∈ {(1, 2, 2), (2, 3, 3)}, then the covariance matrix is singular and thus Theorem 4
does not hold; see Remark 4 below.
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A similar result could be also given for (N
(k1)
n , N

(k2)
n , N

(k3)
n ), however, proving that the corresponding

covariance matrix is positive definite would be technically complicated (and the problem becomes even
more intractable when considering stochastic vectors of higher dimension).

Finally, we will consider the internal path length (sum of all distances of internal nodes to the root)
and the internal Wiener index (sum of all distances between unordered pairs of internal nodes) which will
be denoted by T (?)

n and W (?)
n , respectively, where ? ∈ {T, P} depending on whether we consider tries or

PATRICIA tries. We have to following trivariate limit law.

Theorem 5. For ? = T and m ≥ 2 or ? = P and m ≥ 3, we have, as n→∞,

E(N (?)
n ) ∼ nP (log1/a n), E(T (?)

n ) ∼ h−1n log nP (log1/a n), E(W (?)
n ) ∼ h−1n2 log nP (log1/a n)2

and

Var(N (?)
n ) ∼ nQ(log1/a n), Var(T (?)

n ) ∼ h−2n log2 nQ(log1/a n),

Var(W (?)
n ) ∼ 4h−2n3 log2 nP (log1/a n)2Q(log1/a n),

where h = −
∑

i pi log pi and P (z), Q(z) are infinitely differentiable, 1-periodic functions (possibly con-
stant). Moreover, we haveN (?)

n − E(N
(?)
n )√

Var(N
(?)
n )

,
T

(?)
n − E(T

(?)
n )√

Var(T
(?)
n )

,
W

(?)
n − E(W

(?)
n )√

Var(W
(?)
n )

 d−→ (X,X,X),

where X is standard normal distributed.

The result for tries when m = 2 was already stated in [9], where we studied many types of Wiener
indices for digital trees. However, the result for PATRICIA tries was not included in [9] since the proof
will make use of Corollary 1. This is, in fact, another motivation for the current study.

We conclude the introduction by giving a short sketch of the paper. In the next section, we will recall
the framework for deriving asymptotic expansions of mean and variance of additive shape parameters for
tries from [8]. Moreover, we will explain that with a slight modification of the framework, our main result
can be obtained. Then, in Section 3, we will apply our framework to derive Theorem 3 (in Subsection 3.1)
and Theorem 4 (in Subsection 3.2). In Section 4, we will discuss the internal path length and Wiener index
and prove Theorem 5. Finally, we will conclude the paper with some remarks in Section 5.

2 Moments and Central Limit Theorems
Throughout this section, in addition to the assumptions on Xn from the introduction, we will also assume
that n0 = 2 and X0 = X1 = 0. (Modifications to other values of n0, X0, X1 are straightforward.)

2.1 Preliminaries
In this subsection, we are going to recall some definitions and results from [8] and [15] and some properties
from Flajolet et al. [5].

First, note that from (1), we immediately obtain that all moments ofXn satisfy a recurrence of the form

fn =
m∑
i=1

n∑
j=0

(
n

j

)
pji (1− pi)n−jfj + gn, (n ≥ 2), (3)
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where gn is a suitable given sequence and f0 = f1 = 0. Due to the appearance of the binomial distribution,
it is advantageous to consider Poisson generating functions

f̃(z) = e−z
∑
n≥0

fn
zn

n!
, g̃(z) = e−z

∑
n≥2

gn
zn

n!
.

Then, (3) becomes

f̃(z) =
m∑
i=1

f̃(piz) + g̃(z). (4)

Note that (3) and (4) correspond to two different models: in the first, the number n of strings is fixed,
whereas in the second (the so-called Poisson model), n is replaced by a Poisson random variable with
parameter z.

Due to the concentration property of the Poisson distribution, we expect a close relationship between
the two models above. More precisely, we expect that fn ∼ f̃(n) (the so-called Poisson heuristic) and
hence an asymptotic study of (4) is sufficient in order to obtain an asymptotic expansion of fn (which is
our main goal). The Poisson heuristic was made precise in [17] and we combined the latter with Hayman’s
theory of admissible functions [13] leading to the notion of JS-admissibility from [8] and [15]; see the
introduction for the precise definition of JS-admissible functions.

JS-admissible functions satisfy closure properties; see Lemma 2.3 in [15]. Moreover, the Hadamard
product is also closed under JS-admissibility; see [8]. From this and asymptotic transfer theorems from
[8], one shows, e.g., that the Poisson generating function of the first and second moment of Xn are both
JS-admissible provided that the Poisson generating function of the first and second moment of Tn are
JS-admissible; see [8]. Hence, for asymptotic purpose, we can entirely concentrate on (4).

Finding an asymptotic expansion as z → ∞ of f̃(z) satisfying (4) is standard. The main tool for this
purpose is the Mellin transform; see [4]. Denote the Mellin transform of f̃(z) and g̃(z) by

F (ω) = M [f̃(z);ω]; G(ω) = M [g̃(z);ω].

Then,

F (ω) =
G(ω)

1−
∑

i p
−ω
i

.

An asymptotic expansion of f̃(z) is obtained from this by the inverse Mellin transform

f̃(z) =
1

2πi

∫
(−3/2)

F (ω)z−ωdω (5)

and shifting the line of integration to the right and collecting residues. To carry out this program, we need
suitable decay properties of F (ω) as well as a good understanding of its residues.

Assume now that g̃(z) ∈ JS α,γ with α < 1. Then, G(ω) is analytic in the fundamental strip
−2 < <(ω) < −α (subsequently, we will denote this set by 〈−2,−α〉). Moreover, by Proposition 5
in [4] (which we nicknamed exponential smallness lemma in [8]), we have exponential decay of G(ω)
along vertical lines in its fundamental strip. Consequently, all residues of F (ω) come from zeros of
P (ω) = 1−

∑
i p
−ω
i which are easily seen to satisfy <(ω) ≥ −1. We use the notations

Z=−1 = {<(ω) = −1 : P (ω) = 0}, Z<δ = {−1 ≤ <(ω) < δ : P (ω) = 0},

where δ > −1. A great deal about theses zeros is known; see the deep study [5] and references therein.
First, as for Z=−1, there are two cases.
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• Periodic case: log pi/ log pj is rational for all i, j, or equivalently, there exists an 0 < a < 1 and
αi ∈ N such that pi = aαi for all i. In this case, all the zeros with <(ω) = −1 are given by
Z=−1 = {−1 + 2`πi/ log(1/a) : ` ∈ Z}.

• Aperiodic case: at least one of the ratios log pi/ log pj is irrational. In this case, there is only one
zero with <(ω) = −1, namely, the (trivial) zero −1.

Beyond the line <(ω) = −1, the behavior of the zeros of P (ω) is more chaotic. Nevertheless, the zero dis-
tribution still shows some regularity, for instance, the zeros are uniformly separated, 1/P (ω) is uniformly
bounded provided that ω is uniformly far away from the zeros, etc; see [5]. These properties combined
with the above properties of G(ω) allow one to shift the line of integration in (5) to the right and use the
residue theorem. This yields, as z →∞,

f̃(z) ∼ −
∑

ω`∈Z<−α+ε

G(ω`)

P ′(ω`)
z−ω` +O

(
z−α+ε

)
for ε > 0. The same asymptotics then also holds for fn due to theory of JS-admissibility.

2.2 Mean and Variance
We recall here the results concerning asymptotics of mean and variance of Xn satisfying (1) from [8],
where we only concentrate on the case where the Poisson generating function of first and second moment
of Tn is small. We need the following notations

f̃1(z) = e−z
∑
n≥0

E(Xn)
zn

n!
, f̃2(z) = e−z

∑
n≥0

E(X2
n)
zn

n!
.

Moreover, recall the definitions of g̃1(z), g̃2(z) and ṼT (z) from the introduction.

Theorem 6 (Mean of Xn; see [8]). Assume that g̃1(z) ∈JS α,γ with 0 ≤ α < 1. Then, as n→∞,

E(Xn) =
∑

ω`∈Z<−α+ε

G1(ω`)n
−ω` +O

(
n−α+ε

)
,

where ε > 0 and G1(ω) is an analytic function of exponential decay on <(ω) = γ ∈ 〈−2,−α + ε〉.

Theorem 7 (Variance of Xn; see [8]). Assume that g̃2(z) ∈JS and g̃1(z), ṼT (z) ∈JS α,γ with α < 1.
Then, as n→∞,

Var(Xn) ∼
∑

ω`∈Z=−1

G2(ω`)n
−ω` ,

where G2(ω) is an analytic function of exponential decay on <(ω) = −1.

Note that from the discussion in Section 2.1, in the periodic case, the last result can be rewritten to

Var(Xn) ∼ nQ(log1/a n),

where Q(z) is an infinitely differentiable, 1-periodic function. (Infinite differentiability is readily obtained
from the exponential decay on <(ω) = −1.) In the aperiodic case, we obtain that

Var(Xn) ∼ cn,

where c is a suitable constant. (Both cases can be merged by, e.g., setting a = 1 in the aperiodic case.)
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2.3 Central Limit Theorems
In this section, we are going to prove our main result, namely, Theorem 2. Before doing so, we will
however need to discuss how to show that the variance is positive for all n large enough which is needed
for normalization purposes. (Note that since the variance is by definition nonnegative, so, proving that it
is positive amounts to showing that it is nonzero.) This is a non-trivial problem, even though an explicit
expression can be given for the main term in the asymptotic expansion of the variance; see [8]. This
explicit expression is, however, too involved and also depends on the parameters p1, . . . , pm (and on k in
the example discussed in Section 1).

In order to solve this problem, we will consider the recurrence satisfied by the variance which is of the
form (3) and apply the following result which is based on a result of Schachinger [24]. (Since we need
similar arguments in the proof of Proposition 3 below, we will give the proof which is also largely based
on [24].)

Proposition 1. Let fn be a sequence satisfying (3) with f0 = f1 = 0. Assume that gn is non-negative and
gn0 > 0 for some n0 ≥ 2. Then, fn = Ω(n).

Proof. We first bring (3) into the following form

fn =
m∑
i=1

n−1∑
j=0

(
n

j

)
pji (1− pi)n−j

1−
∑

i p
n
i

fj +
gn

1−
∑

i p
n
i

.

Next, note that from Chernoff’s bound, we have∑
|j−pin|>pin2/3

(
n

j

)
pji (1− pi)n−j

1−
∑

i p
n
i

= O
(
n−3
)

for all 1 ≤ i ≤ m. Moreover, note that due to the assumptions, fn > 0 for all n ≥ n0.
We will use the following notations

Fn = fn/n, F n = min
n0≤k≤n

Fk, n+ = n+ n2/3, n− = n− n2/3.

Our goal is to prove that F n has a positive lower bound.
First, observe for n sufficiently large

Fn ≥
m∑
i=1

∑
|j−pin|≤pin2/3

(
n

j

)
pji (1− pi)n−j

1−
∑

i p
n
i

· j
n
Fj

≥
m∑
i=1

F dpin+e
pin−
n

∑
|j−pin|≤pin2/3

(
n

j

)
pji (1− pi)n−j

1−
∑

i p
n
i

≥
(
1− Cn−1/3

) m∑
i=1

F dpin+epi, (6)

where C > 0 is a suitable constant. W.l.o.g. assume that p1 = max1≤i≤m pi. Set p′ = (1 + p1)/2. Then,
for n sufficiently large, we have dpin+e ≤ bp′nc for all i. Thus, (6) becomes for n large enough

Fn ≥ F bp′nc
(
1− Cn−1/3

)
. (7)

Next, we only consider n with F n−1 > Fn, i.e., n for which F n jumps. If the number of such n is
finite, then our goal is obviously established. Otherwise, pick such an n which is large enough and denote
it by N0. Moreover, define recursively

Nk+1 = max{n ∈ N : F n−1 > Fn and F bp′nc ≥ FNk}.

8



Note that Nk is increasing and Nk+2 > Nk/p
′, i.e., Nk grows exponentially fast. The latter implies that

∞∏
k=0

(
1− CN−1/3k

)
is convergent and hence there exists a k0 large enough such that

∞∏
j=k0+1

(
1− CN−1/3j

)
≥ 1/2.

Finally, observe that from (7)

FNk
= FNk ≥ F bp′Nkc

(
1− CN−1/3k

)
≥ FNk−1

(
1− CN−1/3k

)
and iterating this gives for all k ≥ k0

FNk
≥ FNk0

k∏
j=k0+1

(
1− CN−1/3j

)
≥ FNk0

/2.

This proves our goal.
Now, we turn to the proof of Theorem 2. (For specific shape parameters, a proof was already given in

[21]. Our proof is a generalization with some simplifications.)

Proof of Theorem 2. First, from Theorem 6 and Theorem 7, as n→∞,

E(Xn) =
∑

ω`∈Z<−α1+ε

G1(ω`)n
−ω` +O

(
n−α1+ε

)
, Var(Xn) ∼

∑
ω`∈Z=−1

G2(ω`)n
−ω` ,

where ε > 0 is chosen such that α1 + ε < 1/2. Set

Φ1(x) =
∑

ω`∈Z<−α1+ε

G1(ω`)x
−ω` , Φ2(x) =

∑
ω`∈Z=−1

G2(ω`)x
−ω`−1.

We collect some obvious properties of these functions.

• We have,
m∑
i=1

Φ1(pix) =
∑

ω`∈Z<−α1+ε

G1(ω`)x
−ω`

m∑
i=1

p−ω`i = Φ1(x). (8)

• For all 1 ≤ i, j ≤ m,

Φ′1(pix)− Φ′1(pjx) =
∑

ω`∈Z<−α1+ε

G1(ω`)(−ω`)x−ω`−1
(
p−ω`−1i − p−ω`−1j

)
= o(x), (9)

where the last equality follows from the fact that p−ω`−1i = p−ω`−1j for all ω` ∈ Z=−1.

• We have,
Φ′′1(x) =

∑
ω`∈Z<−α1+ε

G1(ω`)(−ω`)(−ω` − 1)x−ω`−2 = O(1/x). (10)
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• Φ2(pix) = Φ2(x) for all 1 ≤ i ≤ m and Φ′2(x) = O(1/x).

For the proof we will use the contraction method; see Corollary 5.2 in [21]. We have to verify the
following assumptions:

Φ2(n)−1/2

(
Tn − Φ1(n) +

m∑
i=1

Φ1(I
(i)
n )

)
Ls−→ 0, (11)

(
I
(i)
n Φ2(I

(i)
n )

nΦ2(n)

)1/2

Ls−→ Ai,
m∑
i=1

A2
i = 1, P (∃i : Ai = 1) < 1. (12)

We start with the verification of (12). First, observe that the strong law of large numbers for I(i)n implies
that

I
(i)
n

n

a.s.−→ pi. (13)

Next, by Taylor series expansion and the properties of Φ2(x) from above, we obtain

Φ2(I
(i)
n ) = Φ2(n) +O

(∣∣∣I(i)n
n
− pi

∣∣∣).
Thus,

Φ2(I
(i)
n )

Φ2(n)
− 1 = Φ2(n)−1O

(∣∣∣I(i)n
n
− pi

∣∣∣) a.s.−→ 0, (14)

where we used the assumption on Var(Xn) and (13). Now, combining (13) and (14) yields the first
claim of (12) with a.s convergence and Ai =

√
pi. The dominated convergence theorem implies that a.s.

convergence can be replaced by Ls convergence. The other claims of (12) are easily verified.
Now, we turn to (11). First, note that the assumption on ‖Xn‖s and Var(Xn) imply that Tn in (11) can

be dropped. Next, set

An =
m⋂
i=1

{|I(i)n − pin| ≤ pin
2/3}

and denote by χAn the indicator function of χAn . Chernoff’s bound yields

P (Acn) = O
(
e−pmn

1/3/3
)
,

where w.l.o.g. pm = min1≤i≤m pi. Consequently,∥∥∥∥∥Φ2(n)−1/2

(
−Φ1(n) +

m∑
i=1

Φ1(I
(i)
n )

)
χAcn

∥∥∥∥∥
s

= O
(√

ne−pmn
1/3/(3s)

)
= o(1).

Next, on A, we use Taylor series expansion and (10) which gives

Φ1(I
(i)
n ) = Φ1(pin) + Φ′1(pin)

(
I(i)n − pin

)
+O

((
I(i)n − pin

)2
/n
)

for 1 ≤ i ≤ m. Thus,∥∥∥∥∥Φ2(n)−1/2

(
−Φ1(n) +

m∑
i=1

Φ1(I
(i)
n )

)
χAn

∥∥∥∥∥
s

≤

∥∥∥∥∥Φ2(n)−1/2
m∑
i=1

Φ′1(pin)
(
I(i)n − pin

)∥∥∥∥∥
s

+

∥∥∥∥∥Φ2(n)−1/2
m∑
i=1

O
((
I(i)n − pin

)2
/n
)∥∥∥∥∥

s

,
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where we used (8). Using (9) and the assumption on Var(Xn), the first term is estimated as∥∥∥∥∥Φ2(n)−1/2
m∑
i=1

Φ′1(pin)
(
I(i)n − pin

)∥∥∥∥∥
s

=

∥∥∥∥∥Φ2(n)−1/2
m−1∑
i=1

(Φ′1(pin)− Φ′1(pmn))
(
I(i)n − pin

)∥∥∥∥∥
s

≤ o(1)
m∑
i=1

∥∥(I(i)n − pin) /√n∥∥s = o (‖N(0, 1)‖s) = o(1).

Similarly, for the second term, we obtain∥∥∥∥∥Φ2(n)−1/2
m∑
i=1

O
((
I(i)n − pin

)2
/n
)∥∥∥∥∥

s

= O
(
‖N(0, 1)2‖s/

√
n
)

= o(1).

Combining everything yields (11). This concludes the proof of the theorem.

3 Nodes of Fixed Out-degree

3.1 Proof of Theorem 3
After the preparations from the previous section, the proof of Theorem 3 is relatively straightforward.

First, observe that Zn is indeed an additive shape parameter satisfying a recurrence of type (1). In order
to see this, note that

N (k)
n

d
=

m∑
i=1

(N
(k)

I
(i)
n

)(i) + T (k)
n , (n ≥ 2),

where notation is as in Section 1, N (k)
0 = N

(k)
1 = 0 and

T (k)
n =

{
1, if #{1 ≤ i ≤ m : I

(i)
n 6= 0} = k;

0, otherwise.

Consequently,

Zn
d
=

m∑
i=1

Z
(i)

I
(i)
n

+ Tn, (n ≥ 2), (15)

where Z0 = Z1 = 0 and

Tn =
m∑
k=1

akT
(k)
n . (16)

Next, observe that Tn is not independent of (I
(1)
n , . . . , I

(m)
n ) and hence, strictly speaking, our results

from the previous sections do not apply. However, it is easily checked that the proofs of the results from
the previous section still work for the current situation under the same assumptions; see Section 5.4 in [8]
for a similar example.

Now, in order to apply the results, we have to check that the assumptions hold. This is not complicated
since g̃1(z) and g̃2(z) are easily computed. For instance, to compute g̃1(z), note that

E
(
T (k)
n

)
=

∑
{i1,...,ik}⊆S

∑
ji1+···+jik=n
ji1 ,...,jik≥1

(
n

ji1 , . . . , jik

)
p
ji1
i1
· · · pjikik .

11



Consequently, for k ≥ 2,

e−z
∑
n≥2

E
(
T (k)
n

) zn
n!

=
∑

{i1,...,ik}⊆S

e−z
(
e
pji1

z − 1
)
· · ·
(
e
pjik

z − 1
)

and similar for k = 1. From this, we obtain g̃1(z) by (16) and linearity of the mean.
In particular, we see that g̃1(z) is a linear combination of functions of the form e−az with a ≥ 0. Hence,

from the closure properties of [8], we have that g̃1(z) ∈ JS 0,0. The same result is also easily verified
to hold for g̃2(z). Thus, the claims about mean and variance in Theorem 3 follow from Theorem 6 and
Theorem 7.

Next, we turn to the limit law. We are going to apply Theorem 2. The only assumption of this theorem
which needs further explanation is the assumption on the positiveness of the variance (or more precisely,
the assumption of the at least linear growth of the variance). This assumption will be verified via the next
two results.

Lemma 1. Zn is not deterministic for n large enough.

···

···

···

Figure 1: Two tries with internal nodes black and external nodes white. The trie on the left has all internal
nodes of outdegree 2 except the last which is of outdegree i; the trie on the right has all internal nodes of
outdegree 2 expect the last two which are of outdegree i.

Proof. First, observe that the claim is trivial if a1 6= 0. Thus, we may assume thatm ≥ 3 and ai 6= (i−1)a2
for i ≥ 3. For this case, consider the two tries from Figure 1. For the first trie, we have Zn = (n−i)a2+ai;
for the second, we have Zn = (n− 2i+ 1)a2 + 2ai. From our assumption, these two values are different.
This concludes the proof.

Remark 3. If ai = (i− 1)a2 for all i, then it is easy to see that Zn = a2(n− 1) for all n.

Proposition 2. We have, Var(Zn) ≥ cn with c > 0 for all n large enough.

Proof. We first derive the recurrence for Var(Zn). Set µn = E(Zn) and

Mn(y) = E
(
e(Zn−µn)y

)
.

Then, from (15),

Mn(y) =
∑

j1+···+jm=n

πj1,...,jmMj1(y) · · ·Mjm(y)E
(
e(Tn−µn+

∑
i µji )y|I(1)n = j1, . . . , I

(m)
n = jm

)

12



with n ≥ 2 and M0(y) = M1(y) = 1. Observe that

σ2
n = Var(Zn) = Mn(y)′′

∣∣∣
y=0

.

Differentiating yields

σ2
n =

m∑
i=1

n∑
j=0

(
n

j

)
pji (1− pi)n−jσ2

j + ηn, (n ≥ 2),

where σ2
0 = σ2

1 = 0 and

ηn =
∑

j1+···+jm=n

πj1,...,jmE
((
Tn − µn +

∑
i

µji
)2|I(1)n = j1, . . . , I

(m)
n = jm

)
.

From the last expression, we see that ξn ≥ 0. Consequently, by Proposition 1, either Var(Xn) grows
at least linearly or equals zero for all n. The latter, however, is impossible by Lemma 1.

Now, we can apply Theorem 2. This concludes the proof of Theorem 3.

3.2 Proof of Theorem 4
In this subsection, we will prove Theorem 4.

First note that the covariance of N (k1)
n and N (k2)

n can be obtained from Theorem 3 via the relation

2Cov
(
N (k1)
n , N (k2)

n

)
= Var

(
N (k1)
n +N (k2)

n

)
− Var

(
N (k1)
n

)
− Var

(
N (k2)
n

)
.

This relation and Theorem 3 gives (2).
Next, as in the previous subsection, we have to show for normalization purposes that Σn is positive

definite. We will do this again in two steps. Recall from Theorem 3 the requirement that (k1, k2,m) 6∈
{(1, 2, 2), (2, 3, 3)}.

Lemma 2. The correlation coefficient ρ(N
(k1)
n , N

(k2)
n ) is not −1 or 1 for all n large enough.

Proof. We use proof by contradiction. Thus, assume that ρ(N
(k1)
n , N

(k2)
n ) ∈ {−1, 1} which implies that for

some an, bn ∈ R with an 6= 0, we have that

N (k1)
n = anN

(k2)
n + bn.

Obviously this cannot hold if k1 = 1. Thus, we may assume that k1 ≥ 2. First, consider k1 = 2 and set
i 6= k2 (this is possible due to the assumption on (k1, k2,m)). Then, we get a contradiction from the two
tries in Figure 1 (since N (2)

n decreases, whereas N (k2)
n remains constant). Next, consider k1 > 2 and set

i = k2. Then, again a contradiction is obtained from Figure 1 (now, N (k1)
n remains constant, whereas N (i)

n

increases).

Remark 4. (k1, k2,m) = (1, 2, 2) is the only case where the correlation coefficient is not defined (N (2)
n is

deterministic in this case; see Remark 3). If (k1, k2,m) = (2, 3, 3), then N (2)
n = n− 1− 2N

(3)
n (again by

Remark 3). Hence, in this case ρ(N
(2)
n , N

(3)
n ) = −1.

Proposition 3. Σn is positive definite for all n large enough.
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Proof. It is sufficient to show that det(Σn) > 0 for all n large enough. For the proof of this, we will need
some notation. First,

µ(k1)
n = E(N (k1)

n ), µ(k2)
n = E(N (k2)

n ).

Moreover,
ξn = Var(N (k1)

n ), νn = Cov(N (k1)
n , N (k2)

n ), κn = Var(N (k2)
n ).

Then, by setting
Fn(u, v) = E

(
e(N

(k1)
n −µ(k1)n )u+(N

(k2)
n −µ(k2)n )v

)
and arguing as in Proposition 2, we obtain (after a lengthy computation)

ξn1κn2 + ξn2κn1 − 2νn1νn2

=
∑

j1+···+jm=n1

∑
l1+···+lm=n2

πj1,...,jmπl1,...,lm

m∑
i=1

m∑
u=1

(ξjiκlu + ξluκji − 2νjiνlu) + τn1,n2 (17)

for n1, n2 ≥ 2 and all initial conditions equal to 0. In order to describe τn1,n2 set

αj1,...,jm = E
((
T (k1)
n − µ(k1)

n +
∑
i

µ
(k1)
ji

)2|I(1)n = j1, . . . , I
(m)
n = jm

)
,

βj1,...,jm = E
((
T (k2)
n − µ(k2)

n +
∑
i

µ
(k2)
ji

)2|I(1)n = j1, . . . , I
(m)
n = jm

)
.

Then,
τn1,n2 =

∑
j1+···+jm=n1

∑
l1+···+lm=n2

πj1,...,jmπl1,...,lm (Θj1,...,jm,l1,...,lm + Ξj1,...,jm,l1,...,lm) ,

where
Θj1,...,jm,l1,...,lm = (αj1,...,jmβl1,...,lm − αl1,...,lmβj1,...,jm)2

and

Ξj1,...,jm,l1,...,lm =
m∑
i=1

E
(
αl1,...,lm(N

(k1)
ji
− µ(k1)

ji
)− βl1,...,lm(N

(k1)
ji
− µ(k2)

ji
)
)2

+
m∑
u=1

E
(
αj1,...,jm(N

(k2)
lu
− µ(k2)

ju
)− βj1,...,jm(N

(k1)
lu
− µ(k1)

lu
)
)2
.

Now, note that τn1,n2 ≥ 0 for all n1, n2. By applying a similar line of arguments as in Proposition 1 to
(17) one obtains that

ξn1κn2 + ξn2κn1 − 2νn1νn2

is either identical zero for all n1, n2 or ≥ cn1n2 with c > 0. The former is however impossible due to
Lemma 2. Finally, by setting n1 = n2, we obtain that det(Σn) ≥ cn2 with c > 0.

As a consequence of this proposition, Σ
1/2
n exists for n large enough. For the proof of the bivariate

limit law in Theorem 4, we need some notation(
b
(1)
n

b
(2)
n

)
= Σ−1/2n

((
T

(k1)
n

T
(k2)
n

)
−

(
µ
(k1)
n

µ
(k2)
n

)
+

k∑
i=1

(
µ
(k1)

I
(i)
n

µ
(k2)

I
(i)
n

))
,
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where µ(k1)
n and µ(k2)

n are as in the proof of the above proposition and

A(i)
n = Σ−1/2n Σ

1/2

I
(i)
n

, 1 ≤ i ≤ m.

Explicit expressions for these vectors and matrices can be derived by Maple and are given in Appendix A.

Proof of the bivariate limit law in Theorem 4. We use the multivariate version of the contraction method;
see Neininger and Rüschendorf [21]. We have to verify the following assumptions for 2 < s ≤ 3:(

b
(1)
n

b
(2)
n

)
Ls−→
(

0
0

)
, A(i)

n
Ls−→ Ai, (18)

E
m∑
i=1

‖Ai‖sop < 1, E
(
‖Ai‖sopχ{I(i)n ≤j}∪{I(i)n =n}

)
→ 0 (19)

for all 1 ≤ i ≤ m and j ∈ N, where ‖ · ‖op denotes the operator norm of a matrix.
First, recall that from Subsection 3.1, we have

T
(?)
n − µ(?)

n +
∑m

i=1 µ
(?)
i√

n

Ls−→ 0

for ? ∈ {k1, k2}. This together with the boundedness of Ω1(n),Ω2(n),Ω3(n) (from Proposition 2) and
D(n) (from the proof of Proposition 3) shows the claimed result for b(1)n and b(2)n in (18).

Next, to show the second claim in (18), we argue as in the proof of (12) in Theorem 2. For instance,
for the expressions in A(i)

n (1, 1), we obtain

Ω1(I
(i)
n ) + Ω2(I

(i)
n ) + 2

√
D(I

(i)
n )

Ω1(n) + Ω2(n) + 2
√
D(n)

a.s.−→ 1

and (
Ω1(I

(i)
n ) +

√
D(I

(i)
n )

)(
Ω2(n) +

√
D(n)

)
− Ω3(n)Ω3(I

(i)
n )

2D(n) + (Ω1(n) + Ω2(n))
√
D(n)

a.s.−→ 1

which are proved similar as (14). Plugging this into the expression for A(i)
n (1, 1) and using (13) then gives

A(i)
n (1, 1)

a.s.−→ √pi.

By dominated convergence, the same holds in Ls. Similarly, the other entries of A(i)
n are treated. Overall,

we obtain
A(i)
n

Ls−→ √piI2 (20)

which shows the second claim in (18).
From (20) it follows immediately that ‖Ai‖op =

√
pi. Using this, the two conditions in (19) are easily

checked.
Finally, by applying the multivariate contraction method, we obtain convergence in distribution of

the random vector from Theorem 4 to a random variable whose distribution is the unique solution of a
distributional fixed point equation (see [22]). It is easily verified that the only solution of this fixed point
equation is the (2-dimensional) standard normal distribution. This completes the proof of Theorem 4.
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4 Size, Total Path Length and Wiener Index

This section will be concerned with the proof of Theorem 5. We start by recalling the definition of T (?)
n and

W
(?)
n from the introduction: T (?)

n is the internal path length and W (?)
n is the internal Wiener index. Here,

? ∈ {T, P} depending on whether tries or PATRICIA tries are considered (in the latter case, we have in
addition that m ≥ 3). We will only give the proof for PATRICIA tries, the proof for tries being similar.
For the sake of simplicity, we are going to drop all superindices.

First, observe that the internal path length and internal Wiener index satisfy the following distribution
recurrences for n ≥ 2

Tn
d
=

{∑m
i=1

(
T

(i)

I
(i)
n

+N
(i)

I
(i)
n

)
, if I(i)n 6= n for all i;

Tn, otherwise
(21)

and

Wn
d
=

{∑m
i=1

(
W

(i)

I
(i)
n

+ T
(i)

I
(i)
n

+N
(i)

I
(i)
n

)
+
∑

(i,j)∈S2
N

(i)

I
(i)
n

(
T

(j)

I
(j)
n

+N
(j)

I
(j)
n

)
, if I(i)n 6= n for all i;

Wn, otherwise,
(22)

where notation is as in Section 1, S2 = {(i, j) : 1 ≤ i,≤ m, i 6= j} and T0 = T1 = W0 = W1 = 0.

Mean Values. We consider Poisson generating functions

f̃N(z) = e−z
∑
n≥0

E(Nn)
zn

n!
, f̃T (z) = e−z

∑
n≥0

E(Tn)
zn

n!
, f̃W (z) = e−z

∑
n≥0

E(Wn)
zn

n!
.

Then, from (21) and (22),

f̃T (z) =
m∑
i=1

f̃T (piz) +
m∑
i=1

f̃N(piz)−
m∑
i=1

e(pi−1)zf̃N(piz) (23)

and

f̃W (z) =
m∑
i=1

f̃W (piz) +
∑

(i,j)∈S2

f̃N(piz)f̃T (pjz) +
∑

(i,j)∈S2

f̃N(piz)f̃N(pjz)

+
m∑
i=1

(
f̃T (piz) + f̃N(piz)

)
−

m∑
i=1

e(pi−1)z
(
f̃T (piz) + f̃N(piz)

)
. (24)

Recall that from Theorem 3, we have, as n→∞,

E(Nn) ∼ nP (log1/a n),

where P (z) is an infinitely differentiable, 1-periodic function (possibly constant). We show now the fol-
lowing result.

Proposition 4. We have, as n→∞,

E(Tn) ∼ h−1n log nP (log1/a n), E(Wn) ∼ h−1n2 log nP (log1/a n)2.
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Proof. We show these asymptotic expansions (with n replaced by z) for f̃T (z) and f̃W (z). The above
results follow then by the theory of JS-admissibility; see the explanation in Section 2.1 and [8].

First, we need the following expansion which follows from the analysis of Nn

f̃N(z) =
∑

ωl∈Z<ε

G1(ω`)z
−ωl +O(zε) (25)

uniformly in z with | arg(z)| ≤ φ and 0 < φ < π/2; see the discussion in Section 2.1 and [8]. Note that
the same asymptotic expansion also holds for

m∑
i=1

f̃N(piz) =
∑

ωl∈Z<ε

G1(ω`)z
−ωl +O(zε).

By the direct mapping theorem in [4] this implies that the Mellin transform

G
(1)
T (ω) = M

[
m∑
i=1

f̃N(piz);ω

]
, ω ∈ 〈−2,−1〉,

can be extended to a meromorphic function in 〈−2,−ε〉 with simply poles at ω = ωl, ωl ∈ Z<ε and residue
−G1(ω`). Also, again by (25),

G
(2)
T (ω) = M

[
−

m∑
i=1

e(pi−1)zf̃N(piz);ω

]

is analytic in 〈−2,−ε〉. Finally, observe that by results from Section 8 in [4] both G(1)
T (z) and G(2)

T (z)
decay exponentially along vertical lines in 〈−2,−ε〉.

Now, set
FT (ω) = M [f̃N(z);ω].

Then, from (23), we obtain

FT (ω) =
G

(1)
T (ω) +G

(2)
T (ω)

1−
∑

i p
−ω
i

. (26)

Using inverse Mellin transform gives the claimed expansion for the mean of Tn.
As for the mean of Wn, similar arguments can be used. We only give a sketch. Set

FW (ω) = M [f̃N(z)− cz2;ω],

where cz2 is the first term in the Maclaurin series of f̃N(z) (subtracting this term is necessary for existence
of the Mellin transform). Then, from (24), we obtain

FW (ω) =
GW (ω)

1−
∑

i p
−ω
i

, (27)

where now the main contribution to GW (ω) comes from

M

 ∑
(i,j)∈S2

f̃N(piz)f̃T (pjz);ω
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which has double poles at ω = −ωl1−ωl2 , ωl1 , ωl2 ∈ Z<ε. Carefully analyzing the main term of the Laurent
series expansion at the singularities (which is again done with the direct mapping theorem together with
(25) and the corresponding expansion for f̃T (z) which one obtains from (26) by inverse Mellin transform)
and applying inverse Mellin transform to (27) then gives the claimed result for the mean of Wn.

As an example, assume that we are in the irrational case. Then, the only singularity of GW (ω) with
<(ω) = −2 is −2. The Laurent series of GW (ω) at ω = −2 starts as follows ∑

(i,j)∈S2

pipj

 G1(−1)2

h(w + 2)2
+ · · ·

Consequently, by inverse Mellin transform applied to (27), we obtain for the main term of f̃W (z)∑
(i,j)∈S̃ pipj

1−
∑

i p
2
i

· G1(−1)2

h
z2 log z =

G1(−1)2

h
z2 log z

which then gives the claimed result.

Variance and Covariances. Here, we consider the variances and covariances of Nn, Tn and Wn. Again,
we can restrict ourself to the Poisson model. Let f̃N2(z), f̃N,T (z), f̃T 2 , f̃N,W (z), f̃T,W (z) and f̃W 2(z) denote
the Poisson generating functions of E(N2

n),Cov(Nn, Tn),E(T 2
n),Cov(Nn,Wn),Cov(Tn,Wn) and E(W 2

n),
respectively. Moreover consider corrected poissonized variances and covariances:

ṼN(z) = f̃N2(z)− f̃N(z)2 − zf̃ ′N(z)2,

C̃N,T (z) = f̃N,T (z)− f̃N(z)f̃T (z)− zf̃ ′N(z)f̃ ′T (z),

ṼT (z) = f̃T 2(z)− f̃T (z)2 − zf̃ ′T (z)2,

C̃N,W (z) = f̃N,W (z)− f̃N(z)f̃W (z)− zf̃ ′N(z)f̃ ′W (z),

C̃T,W (z) = f̃T,W (z)− f̃T (z)f̃W (z)− zf̃ ′T (z)f̃ ′W (z),

ṼW (z) = f̃W 2(z)− f̃W (z)2 − zf̃ ′W (z)2.

These functions correspond to the variances and covariances in the Poisson model; see [8] and [15]. Func-
tional equations which are obtained from (21), (22) and (23) and (24) are collected in Appendix B.

Recall now, that from Theorem 3, we have, as n→∞,

Var(Nn) ∼ nQ(log1/a n),

where Q(z) is an infinite differentiable, 1-periodic function (possibly zero). As for the other variances and
covariances, we have the following result.

Proposition 5. We have, as n→∞,

Cov(Nn, Tn) ∼ h−1n log nQ(log1/a n),

Var(Tn) ∼ h−2n log2 nQ(log1/a n),

Cov(Nn,Wn) ∼ 2h−1n2 log nP (log1/a n)Q(log1/a n),

Cov(Tn,Wn) ∼ 2h−2n2 log2 nP (log1/a n)Q(log1/a n),

Var(Wn) ∼ 4h−2n3 log2 nP (log1/a n)2Q(log1/a n).
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In particular,
ρ(Nn, Tn) −→ 0, ρ(Nn,Wn) −→ 0, ρ(Tn,Wn) −→ 0,

where ρ(·, ·) denotes the correlation coefficient.

Proof. Similar to Proposition 4.

Limit Law. What is left is the proof of the trivariate limit law in Theorem 5. For the proof, we argue
as in [9]. For the readers convenience we repeat the (easy) argument. Let X be a random variable with a
standard normal distribution. Then, from Corollary 1,(

Nn − E(Nn)√
Var(Nn)

,
Nn − E(Nn)√

Var(Nn)
,
Nn − E(Nn)√

Var(Nn)

)
d−→ (X,X,X). (28)

Now, set

Un =
Tn − E(Tn)√

Var(Tn)
− Nn − E(Nn)√

Var(Nn)
,

Vn =
Wn − E(Wn)√

Var(Wn)
− Nn − E(Nn)√

Var(Nn)
.

Note that
E(U2

n) = 2− 2ρ(Nn, Tn), E(V 2
n ) = 2− 2ρ(Nn,Wn).

From this and Proposition 5, we obtain that Un, Vn
P−→ 0, where P−→ denotes convergence in probability.

Thus,
(0, Un, Vn)

P−→ (0, 0, 0).

By Slutsky’s theorem, the latter can be added to (28) which yields the result.

5 Conclusion
In this paper, we showed that the recent framework from [8] for deriving asymptotic expansions of mean
and variance of additive shape parameters in tries and PATRICIA tries can be modified to obtain central
limit theorems, too. We used this modified framework to give a multivariate study of the number of nodes
of fixed out-degree in tries (which generalizes the size of tries and PATRICIA tries). Moreover, we proved
multivariate central limit theorem for size, internal path length and internal Wiener index in tries and
PATRICIA tries. The latter Wiener index is one more type of Wiener index; see [9] for many other types.

Our framework can be applied to other parameters as well. One example is the number of 2-protected
nodes (internal nodes with a distance at least two to a leaf) which was recently studied by Gaither et al. [10]
and Gaither and Ward [11]. Indeed, it is easily seen that this parameter is also an additive shape parameter.
So, our results can be used to re-derive the results of [10] and [11] and add a central limit theorem (which
was conjectured in [11]). Details might appear elsewhere.
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Appendix A
We will use the following notations

Ω1(n) = Q(k1)(log1/a n), Ω2(n) = Q(k2)(log1/a n), Ω3(n) = Q(k1,k2)(log1/a n)

and
D(n) = Ω1(n)Ω2(n)− Ω3(n)2.

Then,

b(1)n =
T

(k1)
n − µ(k1)

n +
∑m

i=1 µ
(k1)
Ii√

n
·

(
Ω1(n) +

√
D(n)

)(√
Ω1(n) + Ω2(n) + 2

√
D(n)

)
2D(n) + (Ω1(n) + Ω2(n))

√
D(n)

−
T

(k2)
n − µ(k2)

n +
∑m

i=1 µ
(k2)
Ii√

n
·

Ω3(n)
√

Ω1(n) + Ω2(n) + 2
√
D(n)

2D(n) + (Ω1(n) + Ω2(n))
√
D(n)

,

b(2)n =
T

(k2)
n − µ(k2)

n +
∑m

i=1 µ
(k2)
Ii√

n
·

(
Ω2(n) +

√
D(n)

)(√
Ω1(n) + Ω2(n) + 2

√
D(n)

)
2D(n) + (Ω1(n) + Ω2(n))

√
D(n)

−
T

(k1)
n − µ(k1)

n +
∑m

i=1 µ
(k1)
Ii√

n
·

Ω3(n)
√

Ω1(n) + Ω2(n) + 2
√
D(n)

2D(n) + (Ω1(n) + Ω2(n))
√
D(n)
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and

A(i)
n (1, 1) = B(i)

n ·

(
Ω1(I

(i)
n ) +

√
D(I

(i)
n )

)(
Ω2(n) +

√
D(n)

)
− Ω3(n)Ω3(I

(n)
r )

2D(n) + (Ω1(n) + Ω2(n))
√
D(n)

,

A(i)
n (1, 2) = B(i)

n ·
Ω3(I

(i)
n )
(

Ω2(n) +
√
D(n)

)
− Ω3(n)

(
Ω2(I

(i)
n ) +

√
D(I

(i)
n )

)
2D(n) + (Ω1(n) + Ω2(n))

√
D(n)

,

A(i)
n (2, 1) = B(i)

n ·
Ω3(I

(i)
n )
(

Ω1(n) +
√
D(n)

)
− Ω3(n)

(
Ω1(I

(i)
n ) +

√
D(I

(i)
n )

)
2D(n) + (Ω1(n) + Ω2(n))

√
D(n)

,

A(i)
n (2, 2) = B(i)

n ·

(
Ω1(n) +

√
D(n)

)(
Ω2(I

(i)
n ) +

√
D(I

(i)
n )

)
− Ω3(n)Ω3(I

(n)
r )

2D(n) + (Ω1(n) + Ω2(n))
√
D(n)

,

where

B(i)
n =

√
I
(i)
n

n
·

√√√√ Ω1(n) + Ω2(n) + 2
√
D(n)

Ω1(I
(i)
n ) + Ω2(I

(i)
n ) + 2

√
D(I

(i)
n )

.

Appendix B
We give all functional equations in the form

f̃(z) =
m∑
i=1

f̃(piz) + g̃(z),

where for g̃(z) we only give the main term and size of the error term (this is sufficient for obtaining the
main terms in Proposition 5; see the proof of Proposition 4). For precise expressions of g̃(z) see Lee [19].

We have,

C̃N,T (z) =
m∑
i=1

C̃N,T (piz) +
m∑
i=1

ṼN(piz) + g̃N,T (z),

ṼT (z) =
m∑
i=1

ṼT (piz) + 2
m∑
i=1

C̃N,T (piz) + g̃T (z),

C̃N,W (z) =
m∑
i=1

C̃N,W (piz) +
∑

(i,j)∈S2

(
ṼN(piz)f̃T (pjz) + C̃N,T (piz)f̃N(pjz)

)
+ g̃N,W (z),

C̃T,W (z) =
m∑
i=1

C̃T,W (piz) +
∑

(i,j)∈S2

(
C̃N,T (piz)f̃T (pjz) + ṼT (piz)f̃N(pjz)

)
+ g̃T,W (z),

ṼW (z) =
m∑
i=1

ṼW (piz) +
∑

(i,j)∈S2

(
ṼN(piz)f̃T (pjz)2 + 2C̃N,T (piz)f̃N(pjz)f̃T (pjz)

+ ṼT (z)f̃N(pjz)2 + 2C̃N,W f̃T (pjz) + 2C̃T,W (piz)f̃N(pjz)
)
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+
∑

(i,j,k)∈S3

(
ṼN(piz)f̃T (pjz)f̃T (pkz) + 2C̃N,T (piz)f̃N(pjz)f̃T (pkz)

+ ṼT (piz)f̃N(pjz)f̃N(pkz)
)
,

where S3 = {(i, j, k) : 1 ≤ i, j, k ≤ m, i 6= j, j 6= k, i 6= k} and

g̃N,T (z) = o(z),

g̃T (z) = O(z),

g̃N,W (z) = O(z2),

g̃T,W (z) = O(z2 log z),

g̃W (z) = O(z3 log z)

uniformly in z with | arg(z)| ≤ φ and 0 < φ < π/2.
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