AN ANALOGUE OF A THEOREM OF SZUSZ FOR
FORMAL LAURENT SERIES OVER FINITE FIELDS

MICHAEL FUCHS*

ABSTRACT. About 40 years ago, Sziisz proved an extension of the well-
known Gauss-Kuzmin theorem. This result played a crucial role in sev-
eral subsequent papers (for instance papers due to Sziisz, Philipp, and
the author). In this note, we provide an analogue in the field of formal
Laurent series and outline applications to the metric theory of continued
fractions and to the metric theory of diophantine approximation.

1. INTRODUCTION

In order to fix notations let = = [ag, a1, az,...] be the continued fraction
expansion of z € [0, 1] and denote by
Pk
— = [ao,al,...,ak]
dk

the k-th convergent. Furthermore put

gk = [0, Aft1,Ak12, - - ]

In [13], Szlisz proved the following generalization of the well-known Gauss-
Kuzmin theorem

Theorem 1. Fort € [0,1], a,b,r € N, and r > 1 define
my(a,b,t) ;= Mz €[0,1]: g1 =a (r),q. =b (r),& < t}
where A denotes Lebesque measure. Then, we have

o B (11 O(pF) if (abr) =1
0 if (a,b,r)#1

mk(a7 ba t) =

where C(r) = r? I (1 — %) , p < 1is a constant, and the constant implied

in the error term only depends on r.
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Furthermore, Sziisz used the method of proof of Theorem 1 to obtain
asymptotic independence of certain events (see Satz 3.1 in [13]). As an ap-
plication he was able to prove an extension of Khintchine’s strong law of
large numbers in the metric theory of continued fractions (see Theorem 1 in
[11] resp. Satz 3.2 in [13]).

Another application of Sziisz’s theorem was given by Philipp who im-
proved and extended a central limit theorem in the metric theory of dio-
phantine approximation proved by LeVeque (see [6], [7], and [9]). Recently,
Philipp’s theorem was improved by the author (see [3]) and we managed
to extend and solve a problem raised by LeVeque (see [2] and [7]). In both
papers Sziisz’s theorem was one of the fundamental lemmas.

Since Sziisz’s theorem has so many applications, it is worth it to ask for
an analogue in the field of formal Laurent series over a finite base field. In
this note, we provide such an analogue and outline applications to the metric
theory of continued fractions and diophantine approximation.

Before we state the results, let us recall some definitions and basic prop-
erties. By F,, we denote the finite field with ¢ = p’ (p € P,¢ > 1) elements.
Furthermore, we use the standard notation F,((T~1)) for the field of formal
Laurent series over F, which is the set of all formal sums

a= Zaka, ap € Fy,an # 0.
k<n
Clearly, the ring of polynomials and the field of rational functions are con-
tained in F,((T1)), whereas, we have the following chain of inclusions

Fo[T] C Fo(T) C Fo((T7)).

Throughout the paper, we write «, 3, ... for the elements of F,((T~1)) and
P,Q, ... for the elements of F,[T]. We define a valuation on F,((T~1)) by
la] = ¢" for o # 0 resp. 0] = 0. It is easy to see that F,((T~!)) endowed
with this evaluation is an ultrametric space.

There is a continued fractions theory in F,((7"!)) with polynomials
playing the role of integers (see [12] for example). As in the classical the-

ory, we denote by a = [Ag, A1, Aa,...] the continued fraction expansion of
a € F ((T™1)). Furthermore, we use

Py

— =[Ag, A1, ..., A

o [ ]

for the k-th convergent and
gk - [0, Ak+1, Ak+2, .. ]

Since we are interested in the metric theory, we consider the following
subset of F,((T71))

H=f{a e Fy(T7Y) : o] < 1}

which can be seen as an analogue of the interval [0, 1]. Observe, that H
together with the restriction of the valuation on H is a compact abelian
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group. Let H denote its o-algebra of Borel sets. Then, it is well known
that there exists a unique, translation invariant probability measure on the
measure space (H,H) that we are going to denote by h. Because of the
ultrametric structure of the probability space (H,H, h), the metric theory
of continued fractions in the Laurent series case is much easier than in the
classical case (compare with [4]).

We conclude the introduction by giving a short plan of the paper: in the
next section, we state our results. Section 3 is devoted to the proof of the
analogue of Sziisz’s theorem and in Section 4, we outline applications to the
metric theory of continued fractions. Finally, Section 5 and Section 6 contain
applications to the metric theory of diophantine approximation.

2. RESULTS
The main result is the following analogue of Sziisz’s theorem
Theorem 2. For z € [0,1], S,T, R € Fy[T], and deg R > 0 define
mp(S,T,z) :=h({a € H: Qr-1 =S (R),Qx =T (R),|&]| < z}).
Then, we have

atmd 1+ 0h) if (S,T,R) =1

mi(S, T, z) = { 0 if (S,T,R)#1

where C(R) = |R|? [Irr (1 - ﬁ) (the product is extended over all monic,

irreducible polynomials P dividing R), p < 1 is a constant, and the constant
implied in the error term only depends on R.

Furthermore, we can use the proof technique of this theorem to obtain
the following asymptotic independence result

Theorem 3. For z € [0,1], Ay,...,A4;,S,T,R € F,[T], degR > 0, and
1<degA;, 1<1i<I define
mi(Ar,..., A S, T,x) :={a € H: Ai(a) = Ay,..., Ai(a) = A4,
Qe-1=5 (R),Qr =T (R), |&| < 2}
and
m(Ay, ..., A) ={a€ H: Aj(a) =A1,..., Ai(a) = Aj}

where A;(«) is the i-th partial quotient in the continued fraction expansion
of a.. Then, we have

m(Ar, . A S, Tox) | ofgd "1+ 0" ) if (S,T,R) =1
m(Al,...,Al) 0 Zf (S,T,R)#l

where C(R), p are as in Theorem 2, and the implied constant again only
depends on R.
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As in the classical theory, these two results have several applications.
Firstly, we concentrate on the metric theory of continued fraction expansion.

We give a common extension of a result due to Sziisz (or more precisely of
the analogue of this result in the Laurent series case which is straightforward
to prove) and a recent result of Harman and Wong (see Theorem 1 in [5]
and Satz 3.2 in [13]). Therefore, we define

Definition 1. Let By,...,B;,R € Fy[T| with degR > 0 and degB; <
deg R, 1 <1t <1 be given. We call the [-tuple By, ..., B; acceptable mod R
if

(Bi7Bi+1) =1, 1<i<l

and

(R, Bi-1)|(Bi — Bi—2), 3<i<lI
If the l-tuple B, ..., By is not acceptable mod R, we call it prohibited mod
R.

Using this notation, we can prove the following theorem

Theorem 4. Let f(Cy,...,C), A) be a function where Cy,...,C}, A €
F,[T], deg A > 1, and > 2. Furthermore, assume that f is periodic mod R
in the first | coordinates and satisfies

1£(Ch,...,Cr A)| < |A]Y20

where § > 0 is a real constant. Denote by (k;)i>1 an increasing sequence of
positive integers. Then, we have

> F@Qkis- s Qriti1, Art) = C(f)n+ O (nl/Z(IOg n)3/2+6> a.s.
i<n
for all e > 0. Here,
C(f) = > f(Bi,..., Bi, A)C(By, ..., By)g 2984

A€TFy[T], degA>1
Bi, ..., B; acceptable

and

l
1
C(By,...,B) = —— —2degC
( 1 ) l) C(R)};[gc;]q

where
Lj = {A € Fq[T] : ABj_l = Bj — Bj_g (R)}

This result entails the following interesting consequence

Corollary 1. Let S,R € Fy[T], deg R > 0 be given. Assume that (k;)i>1 is
an increasing sequence of positive integers. Then, we have a.s.

for infinitely many i.
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Remark 1. This consequence has to be compared with a remark in [5] where
the special case that (k;);>1 is an arithmetic progression was considered.
Indeed, a similar result is also true in the classical case (the method of the
proof can be used without difficulties).

Next, we give applications to the metric theory of diophantine approxi-
mation. Therefore, let f be a positive, real-valued function defined on the
non-negative real numbers satisfying the following conditions

F10, 2 f(k) = oo, (1)
S o FR)ET < (g f(R)Y? (2)

with 0 < § < 1/2. We are concerned with the diophantine approximation
problem

P d

Q Q|
where o € H. Fix polynomials .S, R with deg R > 0 and define the following
sequence of random variables

Xn(a) =#{(P,Q): 0<degQ <n,Q =S (R),P/Q is a solution of (3)}.

In the classical case, LeVeque conjectured a central limit theorem for the
above sequence of random variables (actually, LeVeque considered a more
restrictive class of functions f and defined the sequence of random variables
without the restriction that the denominators have to be in an arithmetic
progression; see [7]) and this conjecture was settled by the author in [2].

A similar result is true in the Laurent series case (compare with Theorem
1in [2]).

Theorem 5. Set
n
F(n) := Zqﬂogq OIS
k=0
Then, we have

lim A |X, <o1F(n)+w(o2F(n)log F(n))l/Q} = 12 / e~ /2 4.
V2T J—oco

Here,
_q—1 g+ 1)(g—1)?|(S,R)|¢(R)
01 =~5—, 02=
R 2qlog q|R|C(S, R)
and
1 1
C(S,R) =R’ <1 — |P|) 11 <1+ ‘P’)
PR Plgs

where the products are extended over all monic, irreducible polynomials sat-
isfying the desired properties.
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The situation is getting much easier if we use instead of (2)

n n 1/2_52
> FERE < (Z f(k)> (4)
k=0 k=0

with 0 < d1,02 < 1/2 and if we replace X,, by the following sequence of
random variables

V(o) == #{(P.Q): 0<degQ <n,deg(P,Q) <d,Q =S5 (R),
P/Q is a solution of (3)}
(5)

where d > 1 is a fixed integer.

In the classical case, the statistical behaviour of (5) was already treated by
LeVeque (see [6]). LeVeque’s results were improved by Philipp a few years
later (see [9]). In [3], we in turn improved Philipp’s results by providing
almost sure and distribution type invariance principles.

These results carry over in the Laurent series case. Therefore put

F(n) = Z qﬂogq F(k)]
k=0
and

-1 K(D
c=o=1"1 % T ’CQ'Q

deg D<degR (0 < degC <d
CD =S (R)

T2=Td2=q;1 Z Z kLDq_zl

deg D<deg R 0<I<d

where k; p is the number of pairs (C1,C2) with C1,Cs solutions of CD =
S (R), deg C,deg Cy <[ and either deg Cy =1 or deg Cy = [. Furthermore,
set

max{n : 72F(n) <t} ift>72F(0)
ny =
! 0 otherwise

where ¢ > 0.

Now, consider the product probability space (H,H, h) x ([0, 1], B, A) where
B denotes the o-algebra of Borel sets on [0, 1] and A is the Lebesgue measure.
Using the above notation, we define on this probability space a stochastic
process Y by setting for « € H and z € [0, 1]

Y(t)=Y(t;a,2) =Yy, () — 0 F(ny)

Adjoining a uniformly distributed random variable independent of the
entire sequence (Y,(a)),>1 guarantees that the probability space is rich
enough.
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Theorem 6. There exists a sequence (Z;(c, x))i>1 of independent, standard
normal N'(0,1) random variables defined on the above probability space such
that, as n — 00,

’Y(n) — ZZz- = o((nloglogn)/?) a.s. (6)
i<n
and
1
i _ >
(h x \) 7 e Y (k) Z;Z >el —0 (7)
for all € > 0.

As in [3], we can even prove more if f satisfies an additional assumption.

Theorem 7. Let f satisfy (1), (4) and the following additional condition

n n 1-63
> k)< <Z f(k>> (8)
k=0 k=0

where 0 < 83 < 1. Then, there exists a sequence (Z;(c, x))i>1 of independent,
standard normal N'(0,1) random variables defined on the above probability
space such that, as n — oo,

Y(n)-> Zi<n'* as. (9)
i<n

where 0 < X\ < 1/2 is a real constant.

Remark 2. As it was pointed out in [3] these theorems entail several con-
sequences, for instance, a functional central limit theorem and a Strassen’s
type version of the iterated logarithm law. Under the stronger assumptions
of the second theorem, we even obtain a functional iterated logarithm law
for the maximum.

Remark 3. Theorem 6 as well as Theorem 7 contain the main result of [4]
as a special case. Thereby notice that from a probabilistic point of view the
situation in the cited paper is totally different from the situation here; more
specifically in [4], we had to deal with independent sequences of random
variables whereas here the involved random variables will just satisfy some
mixing conditions.

3. PROOF OF THEOREM 2 AND THEOREM 3

We need a few lemmas before we can start with the proofs of the theorems.
The first two lemmas collect well-known properties of the continued fraction
expansion in the Laurent series case.

: et < I qu] be a given polynomz’al with deg7'ee at least 1. We
have
h({a cH: Ak(@) = A}) — q*QdegA.
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Proof. This is an easy calculation. O

Lemma 2. Let f be a real-valued function defined on the set of all polynomi-
als with degree at least 1. Then the sequence of functions f(Ay) defined on H
is an independent and identically distributed sequence of random variables.

Proof. Lemma 4 in [8]. O

For the third and final lemma, we need a little bit notation. Define, for
given polynomials S, T, R,Cy,Cs,Cs,Cy € Fy[T] with deg R > 0, consecu-
tively

Ul(Cl) = T—ClS (R),
Us(Co) = S — ColUy(Ch) (R),
Us(Cs) = UL(Cy) — C3Us(C)  (R),
Us(Cy) = Us(Cy) — CulUs(C3) (R).

As in [13], we can prove the following elementary lemma

Lemma 3. Let S, T,_S’,_T,R € Fy[T] be given polynomials with deg R > 0
and (S,T,R) = 1,(S,T,R) = 1. There are polynomials Ci,Cs,C5,Cy €
Fo[T] such that

Us(Cs3) = T (R),

Uy(Cy) = S (R).

Now, we can start proving the theorems.

Proof of Theorem 2. Because of the fact that denominators of two
consecutive convergents have to be coprime, it is clear that my(S,7,z) =0
for all polynomials with (S,7, R) # 1. Therefore, we can concentrate on
polynomials S, T with (5,7, R) = 1.

Since .
&kl = 7

| A1
Lemma 1 and Lemma 2 implies

mi(S,T,0) = h({a € H: Qe =5 (R), Qe =T (R)}):

-h({a € H: |Agy1| > 1/2})
=h({a € H: Qr1=5 (R),Qx =T (R)})gl8a"]
and so, it is sufficient to consider
mk(S,T) == h({a € H: Qu1=5 (R), Q=T (R)}).
Using once more Lemma 1 and Lemma 2, we obtain
my(S,T) = > h{a € H: Qn_o=U(C) (R),
C1€F,[T], deg C1>1

Qr-1=5 (R), Ay =C1}) (10)

= > mi_1(U1(Ch), §)g 24
Clqu[T], deg C1>1
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and by applying the last equality three times, we get
mk(S’ T) _ Z mk,4(U4(C4), U3(03)>q—2(deg C1+deg Ca+deg C3+deg Cy)
C1,02,C3,Cy

where the sum runs over all polynomials of degree at least 1.
Next, define

mp = min m(S,T),
(S,T,R)=1, deg S, degT'<deg R
M, = max mk(57 T)a
(S,T,R)=1, deg S, degT'<deg R
and observe
—2deg C
mi($,T) = Y mka(Ui(Ch), S)g P
C1€F,[T], deg Oy >1
> mp_q Z g 29 = my_y

C1€F,[T), deg C1>1

for all polynomials S, T with (5,7, R) = 1. Consequently, the sequence my,
is a non-decreasing sequence of real numbers.

Since
Z q—2(deg C1+deg Ca+deg C3+deg Cs) _ 1

C1,C2,05,Cy

where the sum runs over all polynomials with degree at least 1, we have

my (S, T) — my, < Z (my—4(Us(C4), Us(C3)) — my—4)-
C1,C2,C5,Cy
. q—2(deg C1+deg Co+deg C3+deg Cy) )

Let S,T be polynomials with (S,T,R) = 1, degS, degT < degR sat-
isfying my_4 = m(S,T). According to Lemma 3, there are polynomials
Dy, Dy, D3, Dy such that Us(D3) = T,Uy(Dy4) = S. Hence

m(S,T) —my <Y (my_a(Us(Ca),Us(C3)) — my_a)-
. q—2(deg C1+deg C2+deg C3+deg Cy)

where the sum runs over all polynomials C1, Csy, Cs, Cy with degree at least
1 and there exists an index i € {1,2, 3,4} such that C; # D; (R). Thus,

*
mk(S, T) —my, < (]\4']674 o mk74) Z q72(deg C1+deg Ca+deg C3+deg Cy)
and an easy calculation gives
Z* q—Q(degCl+degC’2+degC'3+degC4) < b
where p < 1 is a constant that only depends on R. Therefore
My —my, < (Mg —my_4)p

which implies M}, — my = O(p*) for a suitable constant p.
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Consequently, we have for fixed polynomials S, T with (S,7, R) =1
mi(S,T) = mi(S,T) + O(p")
for all polynomials S, 7T with (S, T, R) = 1. This implies

1= > my(S,T)
(5,T,R)=1, deg S, degT<deg R
= (mi(S,T) + O(p*)) > 1.
(5,T,R)=1, deg S, degT<deg R
and since
> 1=C(R),
(S,T,R)=1, deg S, deg T<deg R
we get
1
S,T) = —— +O(p"

which gives the desired result. ([

Proof of Theorem 3. Define
mi(Ai, ..., A S, T) =h({a€e H: Ai(a) = A1,..., Ai(a) = A,
Qe-1=85 (R), Qe =T (R)}).
As in the proof of Theorem 2 it suffices to concentrate on the above quantity
on the one hand and to consider only polynomials S, R with (S,7,R) = 1
on the other hand. Next, observe that
my (A1, ..., A S, T)
m(A17 cee 7Al)

satisfies recurrence (10). Furthermore, we have the right norming. Therefore,
we get, as in the proof of Theorem 2,

my(Ax, ..., A S, T) 1

= 14+ O0(p"!
mAn, A4y o o))
(especially, notice that the implied constant does not depend on Ay, ..., A;)
which immediately gives the result. O

4. PROOF OF THEOREM 4
First, we need a little bit notation.

Definition 2. Let By, ..., B; be an acceptable [-tuple mod R and A € Fy[T
a polynomial with deg A > 1. Then, we put

T:L'(Bla .- 7B17A) = {OZ €EH: Q=B (R)a s 7Qi+l—1 =B (R)a
Ay = A}

Next, we collect a few simple lemmas.



AN ANALOGUE OF A THEOREM OF SZUSZ 11

Lemma 4. We have
h(T;(Bi,...,B; A)) = C(By,...,B)q 2% 4(1 4+ O(p))).

Here,

C(Bl,.. Z q—2degC
CEL]'

1 l
L B) = ==
’ l) C(R) e

where
Li={AeF,T]: ABj_1 =B; — Bj_2 (R)}.
Proof. Observe that

T;(Bi,...,Bi; A) = U {o€e H: Qi =By (R),Qi+1 = Bz (R),
Cs€Ls,....Ci€l,
A2 =0Cs,..., Ajy1 = C, A = A}

and the result is easily obtained by using Theorem 2, Lemma 1, and Lemma
2. O

Lemma 5. We have
MTi(Bi, ..., B;; A1) N Tj(Ch, ..., Cl; As))
= W(Ti(By, . .., By; A1)W(Tj(C1,. .., Cp; A2))(1 + O(p ™)
forj>i+1—1.
Proof. Notice that
T;(By, ..., Bi;A1) NT(Ch,...,Cp; Az) =

U U {aceH: Ay =E1,..., A1 =Eiy 1, Ay = Ay,
Er,...Eiy1—1 Ds,...,Dy

Q;=C1 (R),Qj4+1=C2 (R),Ajy0=D3,...,Aj 1 = Dy,

Ajw = Az}
where the first joint runs over all polynomials E1, ..., F;1;_1 with degree at
least 1 such that the denominators of the convergents of [0, E1, ..., E;j1;—1]

satisfy Q; = B1 (R),...,Qi+i—1 = B; (R) and the second joint runs over all
polynomials D3, ..., D; with D; € L; where

Lj = {A S ]Fq[T] : ACj_l = Cj — Cj_g (R)}

Applying Theorem 3, Lemma 1, Lemma 2, and Lemma 5 immediately gives
the result. 0

The proof of Theorem 4 follows from these two lemmas.
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Proof of Theorem 4. Set X; := f(Qg;,---,Qr,y_1> Ak,,,) and consider

EX; = > f(Bi,...,B;, Ah(Ty,(By, ..., B, A))

A €FT], degA>1
Bi,..., B; acceptable

= (L+0(p*)C(f).

Therefore, we have

E(ZXZ) =C(f)n+O(1). (11)

i<n
Next, we estimate

E‘Xz’: Z ‘f(Bla>BZ7A)’h’(Tk1(Bl7>BZ7A))<<1

A €Fy[T], degA>1
Bi, ..., B; acceptable

and it is clear that we have E(X;)? < 1 as well. Because of Lemma 5, we
can apply Lemma 1.2.1 in [9] in order to estimate the covariance

Cov(Xy,, Xiy) < p? E|X;, [B|X, | < p27" (12)
for i > i1 + [ — 1. Furthermore, notice
|Cov(Xi,, Xi,)| < E|X;, Xi,| + E| X, |E| X, |
< EYV2(X;) )’ EY* (X, +1< 1

1

(13)

for i9 > i1. Next, consider

m+n m+n
V( > Xi> = > VX, +2 > Cov(Xiy, Xip)  (14)

i=m+1 1=m-+1 m+1<t1<ia<m+n

and break the last sum into two parts > = >"+ 3" according to whether
ip > i1 + 1 — 1 or not. Because of (12) and (13) both parts are bounded by
n. Trivially, the first sum on the right hand side of (14) is also bounded by
n and so, we finally get

m+n
i=m-+1

Using Gaal-Koksma’s method (see for instance Theorem 1.155 in [1])
yields

Y (X; — EX;) = O(n'/?(logn)*/>+)
i<n

for all € > 0 and together with (11), we get the result. O

Proof of Corollary 1. First, we can assume w.l.o.g. that degS < degR.
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Furthermore, choose a polynomial 7" with degT < deg R and (S,T, R) = 1.
Define a function as

F(C1,Co, ) = {

for polynomials C, Co with deg C,deg Cy < deg R and extend it mod R in
the first two coordinates. By applying Theorem 4 the corollary follows. [J

1 Ci=Sand Cy =T
0 otherwise

5. PROOF OF THEOREM 5

The proof is very similar to the one in [2], therefore we will mainly em-
phasis on differences that occur when this proof is transferred to the Laurent
series case: more specifically, we will give the fundamental lemmas used in
this proof.

As in [2], we start by approximating the sequence (Xy,)n>0 several times.
Therefore, define a sequence of random variables as

Uk(a) == #{0 < degC < deg Ay11: CQr =S (R),
O < |Apy1|f(deg CQy)}-

According to the following lemma, we can use this sequence to approximate
(Xn)nZO

Lemma 6. We have

Y U@ +0(1) < X)) < > Ukla)+0(1)  (15)

deg Qr1<n deg Qr<n

Proof. The proof essentially runs along the same lines than the proof of
Lemma 2 in [3].

The only difference is that, because of the following elementary property
of the continued fraction expansion in the Laurent series case

P, 1 1
a _— = g 5
Qr|  |Qkl|Qr+1|  |Qk|?|Akt1]

we have
P | f(degCQy)

< — |C]? < |A deg CQy).

O

In order to approximate once more, the law of the iterated logarithm for
the denominators of the convergents in the continued fraction expansion due
to Gordin and Reznik was used in [2]. As it was already pointed out in [4],
there is a similar result in the Laurent series case (proved by Niederreiter in

[8])-

Lemma 7. For almost all o € H, we have
. | deg Q) — klog, 7|
lim sup =

k—oo  \/20%kloglogk

1
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where o = q/(q — 1)? and v = q?/(¢=Y) is the Khintchine-Levy constant.

By this lemma, we have for each € > 0 that there exists « large enough
such that

klog, v — kk'™0 < deg Q) < klog, v + kE7TO k>1
for a subset F' of H with h(F') > 1 — e. Using this, we set
fu(k) := f((k+)logy + k(k + 1)17°),  fo(k) = f(klogy + Kk ™),
and define
Vi (a) = #{0 < degC: CQx=S (R),|CP* < |Ax1|fi(k)}.
Then, we have
Vil (@) < Un(@) < V(@)

for a € F and k large enough.
Next, we put

Fi(n) = Z qflogq fi(k)]
k=0

and define
Vi (a) := #{0 < deg C < ¢ : CQyp =S (R),|C2 < [Apsifi(k)}  (16)

where ¢, = [logq((Fi(n))lﬂ(log F;(n))'/2=7)] and p > 0 is a real constant.

In [2], moments of the above sequence of random variables were computed
with help of several lemmas. We need analogues of these lemmas. The first
lemma in [2] was the Theorem of Sziisz and we will use Theorem 2 instead
of it. The second lemma was an identity observed by Philipp. We have the
following analogue in the Laurent series case

Theorem 8. Set
_ [Rlg((D, R))

KD) = G0, »)

Then, we have

K({D) q
> X R (1)

deg D<deg R 0 < degC
CD =S5 (R)

Remark 4. In the classical case, Philipp obtained this identity by comparing
two deep results on metric diophantine approximation. Here, we give a direct
and elementary proof.

For the proof, we need a few lemmas.
Lemma 8. Assume that deg S < deg R and set
L={CeF,T]: C=5 (R)}.



AN ANALOGUE OF A THEOREM OF SZUSZ 15

Then, we have

1 1 q
Y mm=tast (18)
2 2 2
2 1cF " ISP Al
if deg S > 0 and
Z |01|2 - ‘};2 (19)
CeL,C#£0
if S =0, respectively.
Proof. This is an easy calculation. ([l

Lemma 9. We have
1 q
> =z = e (C(R) —o(R)). (20)
LGP IR
(C,R), 0<deg C<deg R(C,R)=
Proof. We use the principle of inclusion and exclusion in order to get
1 1
[ —1)k - -
Z IC|2 Z (=1) Z |Py - P,C|?

0<degC < degR Py--P|R 0<C<deg R—deg P;-+ P
(C,R) =

where the first sum on the right hand side is extended over all monic,
irreducible, pairwise disjoint k-tuples of polynomials Pi,..., P satisfying
Py --- Py|R. A straightforward calculation gives

1 < 1 1
Z 2 — 4 P2 >
0<C<deg R—deg Py~ P, [Pr- - PO [P Byl* [R[[Py - Byl

and consequently

S @t S memr S oA
|IC Pk\Z |R| |Py ... P
0<degC < degR Py...P;|R
(C,R) =
_ 7
qH( |P|2> RH< |P|>
P|R P|R

q
= —=(C(R) — p(R
7 (C(R) — o(R)
which proves the result. ([l
Lemma 10. We have

1
> enwer-isplm I (1+5)

deg C<deg R, (C,R)|S P|R, PJ((SRR)

(21)
where the product is extended over all monic, irreducible polynomials P sat-
isfying the desired property.

Proof. The proof of Lemma 5 in [2] carries over without difficulties. O
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After these preliminaries, we can start with the proof of Theorem 8.

Proof of Theorem 8. Since the congruence relation in the second sum on
the left hand side of (17) has no solution in case of D with (D, R) 1 (S, R),
we can add the condition (D, R)|(S, R) to the first sum on the left hand
side without changing the result of the left hand side. So, we have

> Y @ 0%

deg D<deg R 0 < degC K|(S,R) deg D<deg R, (D,R)=K

CD =S (R) (22)
3 K(D)
CJ?
0 < degC
CD =S5 (R)

where D = D/K,S = S/K,R = R/K and the first sum on the right hand
side runs over all monic divisors of (S, R). Next, we have to distinguish
between S = 0 and S # 0.

In case S = 0, we compute

oo B 7))

K|R \degD<degR, (D,R)=K R), 0<degC
K
= o 2 e ( )
K\R
q
_ 4 R)lp((C. R)
\chm)degc%g;( (C.R) =1

where Lemma 8 and Lemma 10 were used.

In case S # 0 notice that the last sum on the right hand side of (22) runs
over a residue class £ mod R with (E, R) = (S, R). Conversely, it is easy
to see that each residue class £ mod R with (E,R) = (S, R) appears on
the right hand side of (22) and moreover, each residue class with the above
property appears equally often and therefore

)= () 1 (@)
many times. Hence

> X > A2
C|?
K|(S,R) degD<degR 0 < degC
(D,R) = cb=S8 (R)

St DD DED DR

K|(SR deg E < deg
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Because of Lemma 8 and Lemma 9, we have for the last two sums
1
1 q)

D> i <|E|2 B2

Lo 2 Pt
degE<de_g}E
(5, R)

degE < degR C=E (R)
(E,R) = (5,R) (E,R) =
_ p(R)q 1
“RE T 2 [EmEp
deg E < deg R
(E,R)=1
p(R)q q - -
= —= 4+ ———-—(C(R) — (R
7P g e O ()
q ~
= —=—C(R

where R = R/(S, R). Consequently, by using Lemma 10

K(D
DD DD D
K|(S,R) degD < degR 0<degC
(D,R)=K CcD =S (R)
___aCR) K|p(K)p(R
‘R|C(R)(‘0(R)K%R)’ e(K)p(R)
_ 4C(R) (S BVo(R s
TIEEETT L (1)
0

and after some easy calculations, we are done.
Now, we are able to compute moments of (16).

Lemma 11. For the sequence (16), we have
i q
pin =B ( > Vé,ﬁ) = g B0 + 0 (Fi(n)' ). (23)
k<n
and
2, =V ( 3 v,gg) ~ o Fy(n)log Fy(n) (24)
k<n
with
, — (@ = DIS, R)|p(R)
2logq|RIC(S,R) ~
Proof. The proof is similar to the one of Lemma 6 in [2] and so, we are only
going to point out differences. First, we write
(%) C,D,i
Vin= 2 > e
deg D <degR 0<degC < ¢n,
CD =S (R)

(D, R)|S
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where

@D (o) — { 1 Q=D (R) and |C]> < |Agslfi(k)
k 0 otherwise.

By using Theorem 2, Theorem 8, and a little bit straightforward calculation
(23) is easy to derive. Furthermore, it is easy to see that

, b
]5)(1/152)2 — Z Z ki p I (D)glo8a i (01-20(1 4 0(pk))
deg D < deg R l=deg R
(D, R)|S

o) (Qflogq ﬁ(kﬂ) ,
Here, R = R/(D, R) and
ki p= (q2 o 1)2q2(l—degR) + O(ql—degR)

where the implied constant is absolute. Consequently, after some easy cal-
culations,

_ flog, £ (¢° ~ Dé(n)
12 = gllowg £k (7 O(pk))W

> D RIp((D, R)) + O (g i0)
deg D < deg R
(D, R)|S

2 n
_ los, 011 1 04 lfz‘(c)(!ét?}g)lw(f?)

o) (Q(logq fi(kﬂ)

where Lemma 10 was used. Next, we sum over k and hence

BV,

n

e (a® = DemI(S, Rp(R) . |
BV = RO )+ 06 + OF(m).

Therefore, we have

STEWO)? ~ o Fi(n) log Fi(n)
k<n

and we can proceed as in the proof of Lemma 6 in [2] in order to get (24). O

In [2], the analogue of this result together with the mixing behaviour of
the sequence analogues to (16) was used to obtain a central limit theorem
for the approximating sequence of random variables. Since (16) has exactly
the same mixing behaviour (follows immediately from Theorem 3) the proof
method introduced in [2] can be used without difficulties to get asymptotic
normality of (16), too.
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Lemma 12. We have

i 1 w o
nh_r>noo h Z Vk(,T)L — Hin /Ti,n <w| = \/7277]— /_ e t2/2dt.

k<n

Furthermore, in [2] the analogue of this result entailed the corresponding
central limit theorem for the sequence analogues to (Xy,),>0. The proof there
can be used without any changes in the formal Laurent series case as well.
We just have to point out the following lemma (compare with Lemma 9 in
[2]) that is easy to obtain.

Lemma 13. Let g1 (resp. g2) be the inverse function of (k+1)log~y+r(k+
1)'79 (resp. klogy — kk'=%). Then, we have

Fi(gi(n)) F(n) + O(F(n)'/?).

- log v
6. PROOF OF THEOREM 6 AND THEOREM 7

In order to prove the theorems, we closely follow the method introduced
in [3], whereas we again mainly focus on differences. First define

V() == #{0 <degC < d: CQx=S (R),|CP < |Aplfi(k)}  (25)
where
filk) = f((k+ 1) logy + k(k +1)'7%),  fa(k) == f(klogy + kk' ™)

with k as in the last section. By Lemma 7 and the proof method of Lemma
2 in [3] it is immediate that Y, can be approximated by a suitable sum of
v,

In [3], we proceeded in two steps. In a first step, we proved almost sure
and distribution type invariance principles for the approximating sequence
and then, in a second step, we proved the corresponding results for the
sequence analogues to Y, by using the approximation. Thereby, the second
step was only technical and the method can be used without difficulties in
the Laurent series case, too (especially, notice that Lemma 13 can be used
instead of Lemma 11 in [3]). Though the method of the first step could also
be carried over in the Laurent series case, we give different proofs because
here, the situation is much more easier. This is thanks to the fact that
the approximating sequence (25) is exponential mixing in difference to the
approximating sequence in [3] where this was not the case.

So, the following analogue of Lemma 6 in [3] can be obtained just by using
Theorem 2 and some easy calculations (in difference to [3] where we had to
approximate once more).

Lemma 14. Set
Fi(n) = Z qﬂogq fi(k)]
k=0
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Then, we have

E< Y v,f“) = (olog)Fi(n) + O(1), (26)
and either - )
v( vé“) ~ (r2log7) Fi(n), (27)
if f satisfies (1) and (4), i:o
\% ( f: v,j”) — (72 log ) Fy(n) + O(F;(n)'~%), (28)
k=0

if f satisfies (1), (4), and (8).
Proof. Similar to the proof of Lemma 11 in the last section. ([l
Next, we normalize
51(:) _ Vk(i) B EVk(i)

and define a suitable blocking (compare with the definition of 7 in [3]): for
a fixed positive integer k denote by hj the integer satisfying

(r%logv)F;(hy) < k < (7 log ) Fi(hy + 1)

and set hg = —1. Then, define a sequence of random variables as
hy
(6 _ (@)
no= > &
I=hj_1+1

Using this notation, we can prove the following analogue of Lemma 7 in [3]
(again observe that the proof is much easier than in the real case)

Lemma 15. We have

(1) the sequence (n,(j))kzl is exponential mixing.
(2) Either

n 2
E (Z 77,9) ~n,
k=1
if f satisfies (1) and (4), or
n 2
E (Z 77;9) =n+0(n'""),
k=1

if [ satisfies (1), (4), and (8).
(3)

o3
E‘n,(j) < 1.
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Proof. (1) is obvious since §l(i) is exponential mixing (follows immediately

from Theorem 3) and (2) is a consequence of the last lemma together with
the definition of n,(j).
In order to prove (3) notice
0 <k — (r%logv)Fi(hg) < (r?logv) fi(hy +1) < 1
and therefore
(721og ) Fi(hy) = k + O(1). (29)
Next, observe by the multinomial theorem

3
3 A
=E| ) ¢

l=hp_1+1

3 i
N Z ( 7ehk>E ’522_1+1

(& PN
ehk_1+1+...+ehk:3 hig—1+1>

3 i
< Z ( ,ehk>E ’52’3‘1“

& e
€hy_q+17FFen, =3 hi—1+1

B .
<| Y E ‘gl(’)

l=hg_1+1

E ’ n,(f)

ehk

Chp—1+1 ‘ (4)

Chi_1+1 €hy,

B¢

3

< (Fi(hg) — Fi(hg-1))* < 1

which is the desired result. Here, the mixing property of 5,(:), the following
estimation which is straightforward to prove

E ‘gl(cl) < EVk(Z) < qﬂqu fi(]fﬂ7

and (29) were used. O

For the rest of the proof of almost sure and distribution type invariance
principles for the sequence (25), we can proceed as in [3] and therefore,
with the remarks at the beginning of this section, we are done.
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