FUNCTIONAL LIMIT THEOREMS FOR DIGITAL EXPANSIONS

MICHAEL DRMOTA, MICHAEL FUCHS, AND EUGENIJUS MANSTAVICIUS

ABSTRACT. The main purpose of this paper is to discuss the asymptotic be-
havior of the difference s4 1, (P(n)) — k(¢ —1)/2 where sy 1 (n) denotes the sum
of the first k digits in the g-ary digital expansion of n and P(z) is an integer
polynomial. We prove that this difference can be approximated by a Brownian
motion and obtain under special assumptions on P a Strassen’s type version
of the law of the iterated logarithm. Furthermore, we extend these results to
the joint distribution of ¢1-ary and gg-ary digital expansions where ¢; and g2
are coprime.

1. INTRODUCTION

Let ¢ > 1 be a given integer. A real-valued function f defined on the non-negative
integers is said to be g-additive if f(0) = 0 and

f(n) = Zf(aqyj(n)qj) for n= Zaq,j(n)qj

=0 J=0

where aq ;(n) € Eq :={0,1,...,q—1}. A special g-additive function is the sum-of-

digits function
sq(n) = Z aq5(1).
>0

In order to keep notation as simple as possible on the one hand and to make the
ideas of the proofs as lucid as possible on the other hand, we are mainly interested
in the sum-of-digits function although all results of the paper can immediately be
extended to more general g-additive functions. In a final section, we are going to
outline the more general case.

The statistical behavior of the sum-of-digits function and more generally for ¢-
additive function has been very well studied by several authors (compare with the
references stated in [6]).

It is also very interesting to consider the partial sum-of-digits function

Sq,k(n) := Z aq,j(n).
0<j<k
The sequence (sq.x(n))k>0 may be considered as an increasing random walk and
really encodes the digital expansion of n.
Here and in what follows, we assume that every integer n € {0,1,2,..., N —1}is
equally likely * i.e. we consider the probability space (Ng, P(Ny), vx) where P(Np)
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denotes the powerset of Ny and vy is the probability measure defined by
1
vn(A) == N#{O <n< Njne A} AeP(Ny).

On this probability space, we introduce the following stochastic process

X (B)(n) = (o—q}E <5q,tL<n) - tLq;1>>

fort =i/L,i = 0,...,[L] and by linearizing otherwise where L := L, := log, N

and o4 := +/(¢? — 1)/12.

Throughout the paper, we are mainly interested in stochastic processes with
continues paths. If in the following the path is only defined on a finite number of
points in [0, 1] then, we always use linear interpolation in order to get a continues
function.

In [13] the third author has proved the following functional limit theorem:

Theorem 1. We have, as N — oo,
Xn(t) — B(t)

where B(t) denotes the standard Brownian motion and weak convergence is consid-
ered in the space C[0,1].

As an immediate corollary, we have:

Corollary 1. We have, as N — oo,

max | Xy (t)] — max |B(¢)].
0<t<1 0<t<1

Furthermore in [14], the third author continued his investigations started in [13]
and obtained for the partial sum-of-digits function a law of the iterated logarithm.
In order to state the result, we need few more notation.

For processes Ynyi, £ < my € Ny defined on some probability space
(Qn, Fn, Pn), we use the notation

YVN,},C ==K (PN — CL.S.)
if the following two relations hold:
lim limsup Py ( max p(Yni,K) > 6) =0
T—00 N o0 c<k<mpy
and
lim liminf Py < min  p(Yni, X) < e> =1
r—00 N —00 z<k<mn

for arbitrary e > 0 and X € K. Here, as usually p is the maximum norm, p(X, A) =
inf{p(X,Y)|Y € A}, and K denotes the Strassen’s set.
We define stochastic processes on (Ng, P(Ny),vy) by

1 q—1
Sn(t = —th——
Nk(D) ) oqv/2kTog log k (5‘”’“(") 2 )
where t =i/k,i=0,...,k and k < L. Then the third author has proved in [14]:
Theorem 2. We have
SN,k == K (I/N — a.s.).
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The purpose of this paper is to generalize these properties to the partial sum-of-
digits function on polynomial sequences and it is organized as follows: in Section
2 the results are stated, Section 3 is devoted to the proofs of the functional limit
theorems and these results are sharpened in Section 4 by showing convergence of all
moments. In Section 5, we are concerned with the functional version of the iterated
logarithm law and in a final section, we outline possible extensions of the results.

2. RESULTS

Our first result is a direct generalization of Theorem 1 to polynomial sequences
on integers and on primes.

Therefore let P(x) be a polynomial with integer coefficients, degree r, and posi-
tive leading term and define stochastic processes by

qul/ﬁ (Sq’”L(P(n)) —trLs 1)

Xn.pq(t)(n) = Xy p(t)(n) =

and
1

m (sq,trL(P(P)) - tqu;1>

wheret =¢/rL,i =0,...,[rL]. The only difference between Xy p and Yy p is, that
the second process is defined on primes. With this notation, we have:

Yn.pqe(t)(p) :=Yn p(t)(p) ==

Theorem 3. Let ¢ > 2 and P(x) be an integer polynomial of degree r > 1 with
positive leading term. Then, we have, as N — 00,

Xn,p(t) — B(t)
and
Yn,p(t) — B(t).
As above, we get as an corollary:
Corollary 2. We have, as N — oo,

max |Xy p(t)] — max |B(t)]
0<t<1 0<t<1

and

max |Yy, p(t)| — max |B(t)].
0<i<1 0<t<1

It is also possible to sharpen Corollary 2 to convergence of moments.

Theorem 4. Let ¢ > 2 and P(z) be an integer polynomial of degree r > 1 with
positive leading term. Then, for every integer k > 1, we have, as N — oo,

E (max IXN,p(t)I)lc — E (max |B(t)|>k

0<t<1 0<t<1

and

E (Orgtagl YN7p(t)|>k ~E <max |B(t)|)k .

0<t<1
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This result is even of some interest if we consider just P(z) = z and k = 1. We
have, as N — oo,

qg—1
1 A St Y log N
N %ogk@lﬁ}éq N sq.k (1) 2 ‘ 084

The above properties even generalize to the joint distribution of two different
digital expansions.

Theorem 5. Let q1,q2 > 2 be coprime and Py (z), Py(x) be two integer polynomials
of degrees r1,r9 > 1 with positive leading term. Then, we have, as N — oo,

(XN.Prgi (1), XN, Py g (t2)) = (Bi(t1), Ba(t2))
and

(YN.Prai (1), YN, Py gy (t2)) — (Bi(t1), Ba(t2))
where (By(t1), B2(t2)) denotes a Gaussian field consisting of two independent Brow-
nian motions.

Corollary 3. We have, as N — oo,

(oo, 10 00 o, P02 ) = (i, 10 s, 1))
and

(oo, 1Yt s, V(62 ) = (o, B0, s, 1))

As above it is possible to sharpen this corollary.

Theorem 6. Let g1,q2 > 2 be coprime and Py (x), Pa(x) be two integer polynomials
of degrees 1,19 > 1 with positive leading term. Then for all integers k1,ko > 0, we
have, as N — oo,

kl k2
B (s, v (1) (s, X pato)]

k1 k2
—E < max |B(t1)|> <02a><<1 B(t2)>
>ta>

0<t;1 <

and

k}l kQ
B (s, Wit} (s, W12
ko

~ B |B(t1)|>k1 (s, ()

Theorem 5 may be considered as a theoretical justification to the statement that
two g-ary digital expansions with coprime ¢ are (asymptotically) independent.

Now, let us turn to the law of the iterated logarithm. Therefore, we define for a
polynomial P(z) with integer coefficients, degree r, and positive leading term, the
following processes

SNk, pq(t)(n) := Sy kp(t)(n) = #\/W <5q,tk(P( ) — tkq; 1)

where t =i/k,i=0,...,k and k < rL.
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One might expect that these processes obey a law of the iterated logarithm of
the form given in Theorem 2. Although, we were not able to prove this in general,
we can state the following partial result towards a more general result:

Theorem 7. Let ¢ > 2 and P(z) be a polynomial with integer coefficients of degree
r > 1 and positive leading term which is a permutation polynomial for every power
of q. Consider the processes Sy, p introduced above for k < L. Then, we have

Sniep ==K (v~n—a.s.).
We have the following easy consequence:
Corollary 4. With assumptions as in Theorem 7, we have
Snip(l)==[-1,1 (vNn —a.s.).

This result can also be extended to the joint distribution of ¢;-ary and g¢q-ary
digital expansions.

We use the notation K1 = K x K for the two-dimensional Strassen’s set and Ko
for the set of all pairs (f1, f2), where f;,i = 1,2 are absolutely continuous functions
on [0,1] with f;(0) =0, =1,2 and

/I(f{(t)2 + f(H)%)dt < 1.
0

For two-dimensional processes (Yn k,, ZN.k, ) (k1,k2) € My C N2 defined on some
probability spaces (Qn, Fn, Pn), we use the notation
(YN b1y ZNgs) == K (Pn —a.s.)
(where K is either K or Ky) if the following two relations hold:
xh—r>noo 111\,11(2%5 Py (kl,kQZmI,?k%},{kg)EMN PV k) K) 2 6) =0
and

lim liminf Py

i Yk, Zne ), (X1, Xo)) <€) =1
T—00 N —00 <k1,k2217186111,1k2)6MN p(< Nk N’kz) ( ! 2)) 6)

for arbitrary € > 0 and (X1, X5) € K. Here, p denotes again the maximum norm.
With this notation, we have the following result for the joint distribution of
qi-ary and gs-ary digital expansions:

Theorem 8. Let q1,q2 > 2 and Pi(xz),i = 1,2 be two polynomials with integer
coefficients, degrees r; > 1,1 = 1,2, and positive leading terms. Furthermore, we
assume that P;(x) is a permutation polynomial for all powers of q;, i = 1,2.

(1) The processes (SN ky,Pr.qrs ON ks, Psrgs) With k1 < Lg, and ko < Lg, satisfy
(SN.k1. Py SNk Pogp) == K1 (Vv — as.).

(2) Let (q1,92) = 1. Then the processes (SN k,Py,q1+ SN,k Ps,q.) With k < Ly, 4,
satisfy

(SN.k.PLas SNEPrge) == K2 (Vv —as.).
Again, we have the following simple consequence:

Corollary 5. Suppose that the assumptions of Theorem 8 are satisfied. Then, we
have:
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(1) The processes (SN k1, Py qis SN ks, Py.qs) With k1 < Ly, and ko < Lg, satisfy
(SN7k17P17<11(1)aSNsz,quz(l)) == [-1, 1]2 (vN —a.s.).

(2) Let (q1,92) = 1. Then the processes (SN k,Py,q1+ SN,k Ps,q.) With k < Ly, 4,
satisfy

(SN, (1), SNk Page (1) == {(z,9)[2” +y° <1} (vn —a.s.).

3. COMPARISON OF MOMENTS

Let ¢ > 1 be an integer and P(z) a polynomial with integer coefficients, degree
r, and a positive leading term. We consider the stochastic processes Xy p(t) and
Yy, p(t) introduced in section 2 together with the truncated versions

KO i= —— (X (P - 157)

oVl \ [ 5w
and
~ 1 q—1
Vo) = — | 5 (a0sP) - 257)
oVl \ 550 2

where I = [(log N)"]|, J(t) = min{|¢trL|, [rL—(og N)"|},t =i/rL,i=0,...,[rL],
and 0 < n < 1/2 is an arbitrary real number. Since

sup | Xw,p(t)(n) — Xn.p(t)(n)] < L7~
0<t<1

and

sup |Yov,p(t)(p) — Yov,p(t)(p)| < L3,
0<t<1

we have, as N — o0,

Xn,p(t) = Xn,p(t) = 0
and

Yy p(t) — Y p(t) — 0.

Hence, it is enough to prove Theorem 2 for the truncated processes.
The following Lemma is contained in [1].

Lemma 1. Let A > 0 be a real constant, ki, ...,k integers with
(logN)" <ky <ky<---<kp<rL—(logN)"

and bj € E4,1 < j < h. Then, we uniformly have, as N — oo,
1 . 1 Y
N#{n < Nlag,(P(n)) =b;,1<j <h}= & +0 (L)
and

1 ) 1 _
Ty P < Nlags (P) = b1 <5 <hp = 5 40 (L)

We use this Lemma to prove the following Proposition.
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Proposition 1. Let 0 < t; < ... <ty <1 be real numbers. Then for all integers
li,...,ln > 1, we have, as N — oo,

EXy p(t)" - Xy p(ty)" — EB(t1)" -~ B(ty)™"
and

E)}N,p(tl)ll s Y/NVP(th)lh — EB(tl)ll cee B(th)lh.

Proof. First of all, we observe that it is enough to show convergence of the mixed
moments

EXn,p(t1)" (Xn,p(t2) — Xnp(t1)2 - (Xn,p(th) — Xn,p(th-1))™

In order to demonstrate the ideas of the proof, we concentrate ourself on the special
case h = 2 and [y = Iy = 2. The general result follows in the same manner.
We introduce the following stochastic process

J(t:)

ot 2 2 fetren )

j=I beE,

(3.1) Xn.p(ti)(n

where §(z,y) is the Kronecker function. It is clear that we have

| Xn,p(t:)(n) — Xn,p(t:)(n)] < L2

where the implied constant does not depend on n and therefore, it suffices to show
convergence of mixed moments for the stochastic process Xy p.
Next, we consider

EXnp(t1)*(Xn,p(t2) — Xn,p(t1))?

= LS Rt (0 (Ex plt2) ) — Ky, pltr) )
n<N
](tl) J(t1 t2) tg)

20D MDD VD VDD MD DR 2

Ji=1 jo=I j3= ](t1)+1j4 J(t1)+1b1€E; ba€Ey b3€E, by€E,

Z ( @3, (P(n), br) = ;) (5(aq,j2(P(n)),b2) _ 611)

- (000 (P} b2) = 1) (BP0 - 7).

If we consider only the last sum, extract the product, use Corollary 1, and write
everything back then, we get, as N — oo,

EXyp(t)*(Xnp(ta) — Xnp(t)? = BEZn ()2 (Zn(t2) — Zn(t1))* + O (L_/\)

where A > 0 is an arbitrary real constant and the stochastic process Zy (t) is defined
as follows

ZN(t) = o_q\l/ﬁ Z (5] - q21> ) te [O, 1]

I<j<J(t)

with an independent, identically distributed sequence of random variables &; defined
on some probability space by P(§; =d) =q¢~',d € E,.
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In the more general case, we would get
EXN,P(tl)ll(XN,P(t2) - XN,P(tl))l2 o (Xnp(th) — XN,P(thq))lh =
=EZn(t)" (Zn(t2) — Zn(01))" -+ (Zn(th) = Zn(th-1)™ + O (L)
Because of the independence of {;, we have
EXn p(t1)" (Xn,p(t2) — Xnp(t)? - (Xn,p(th) — Xn,p(th-1))” =
=EZnt)"E(Zn(t2) — Zn(t1)2 - E(Zn(th) — Zn(ta-1))™ + O (L77).

Now, we apply Donsker’s theorem on the stochastic process Zy(t) and hence, as
N — oo,

Zn(t) — B(t)
and especially

Moreover, using the inequality,

E|Zn(t;) — ZN(ti—l)‘k < Lik/z(J(ti) - J(ti—l))k/%l Z B
J(ti—1)<j<J(t:)

< (ti —ti_)F? <1
where k > 2, we get
E(Zy(t:) = Zn(ti-1))" — E(B(t;) — B(ti-1))"
which together with the above result shows the first part. The second part is proved
similarly. O

This Proposition together with the Frechet-Shohat Theorem implies that, as
N — oo,

(Xn,p(t1), -, Xn,p(tn)) = (B(t1), ..., B(tn))
and

(Ynp(t1),-., YN p(th) = (B(t1), ..., B(ts))-
The next step is a tightness inequality.
Proposition 2. For every even integer | > 0 there exists a positive real constant
C such that for all N and all 0 < s,t < 1, we have

E|Xy p(s) = Xnp(t)]' < Cls — ]2

resp.

E|[Yn.p(s) — Y. pt)]' < C|s — |2

Proof. First of all it is an easy exercise to show that it is sufficient to prove the
assertion for 0 < s,t < 1 with sL,tL € Z. Furthermore, we can assume w.l.o.g. that
s>t

Repeating the first part of the proof of Proposition 1 together with a more careful
look on the involved error term implies

~ ~ l
E (£n.p(s) = Xnp() =B(Zn(s) = Zn(®) + 0 ((s = /L)

where A > 0 is an arbitrary real number and the stochastic process Zn(t) is defined
as in the proof of Proposition 1.
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Next, we apply on
E(Zn(s) = Zn (1))
the same inequality as in the proof of Proposition 1 and hence

- - l
E (XN,p(s) - XMP(t)) < (5=t 4 (s—t) < (s — )/
which is the claimed result. The proof of the second part is similar. (I

The tightness inequality and the remark above together with Prokhorov’s Theo-
rem implies the convergence of the process X N, P Tesp. fwa p to the Brownian motion.
Hence, the untruncated process Xy p resp. Yy p also converges to the Brownian
motion and Theorem 2 is proved.

Let q1,g2 > 1 be coprime integers and P;(z), Py(z) be polynomials with integer
coefficients, degrees r1, 79, and positive leading terms. We define the following two
dimensional processes

XN p.qlti,t2) = (Xn,py g (t1), XN, Py g, (t2))
and
Ynpq(t,tz) = (YN,PLg (t1), YN Pogs (F2)),
and their truncated versions
Xnpa(ti,t2) = (Xnpygr (t1), XN, Py s (2))
and
?N>P1Q(t1a t2) = (Y/N,Phql (tl)a ?N>P2,Q2 (tZ))
where P = (P, P;) and q = (¢1,¢2). It is easy to see that
sup | Xnv.p.q(t1t2)(n) = Xypqltr, ta) (n)]| < L7
0<t1,t2<1

and

oy _1
sup  [[Ynpq(t1,t2)(p) = YN gt t2)(p)]| < L2
0<t1,t2<1

because we know that this is true for each component. Therefore, we have, as
N — oo,
XN p.qg(ti,t2) — Xy p.qg(ti,ta) — 0
and 3
Ynpqltite) = YNpg(ti t2) =0
and it is again enough to consider the truncated processes.

For the proof of Theorem 3, we proceed as in the proof of Theorem 2. First of
all, we need a result which is contained in [6] and [8].

Lemma 2. Let A\ > 0 be a real constant, kjy), ceey k’}(f),i = 1,2 integers with
(log N)" < &\ < rilog, N — (logN)" (1< j<h,i=1,2)
and b;i) € Ey,,1 <j<h,i=1,2. Then, we uniformly have, as N — oo,

1 i . .
< Nlay o(Pi(n) = b, 1<j<hi=12}

2
1 ) . .
= [I 5 #{n < Nla, o (Pi(m) =t 1< <h}+0 (L7
i=1 J
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and

1 i . .
——#Ip< N|aqi’k§i)(Pi(p)) = b; )71 <j<hi=1,2}

m(N)
21
_EW(N)

We use this Lemma to prove the following Proposition.

#{p < N|aq“k§_i> (Pi(p)) = bg”, 1<j<h}+0O(LH).

Proposition 3. Let 0 < tgi) <. < tg) < 1,i = 1,2 be real numbers. Then, for

all integer lgi), cen l,(f),i = 1,2 and real constants A > 0, we have, as N — o0,

2
~ i) 7 ~ i)y 7 (D)
EHXN,Pi,Qi(tg))ll "'XN,Pi,Qi(th))lh
i=1
=E. NI ()
= TTEX N poa () - X g () + 0 (L72)
=1
and

(i) ~
iy

2
% i i)y1(D
E[[¥n.pa )5 - Yivpyg ()

i=1
CH NG ~ NG
= H EYN,P@':% (tgl))ll t YN,Pz'»lh (tﬁz))lh +0 (L_A) :
i=1
Proof. The proof is very similar to the proof of Corollary 2 in [6] and therefore, we
omit it. (]

This Proposition together with Proposition 1 and the Frechet-Shohat Theorem
shows that the first assertion in Prokhorov’s Theorem for the process X N,P,q €sp.
Y . p.q is fulfilled. For the second assertion in Prokhorov’s Theorem, we need again
a tightness inequality (see [16] pp. 473).

Proposition 4. For every even integer | > 0 there exists a positive real constant
C such that for all N and all 0 < s1, 89,t1,t2 < 1, we have

E|Xnpq(s1,s2) = Xnpglts,t2)] < Cll(s1,82) — (1, t2)["/?
resp.
E|Ynpq(s1,52) = Yapglty, )] < Cll(s1,82) = (ta,t2)]|2,
Proof. First of all, we consider
E[Xnpq(s1,s2) = Xnpglts,t2)]
< B(max{|Xn p, g, (51) = Xn,pr g0 (1)1 XN, Py g2 (52) = XN,y g (82)['3)
< max{E|Xn p, g, (51) = Xn.py g0 ()| BIXN Py g5 (52) — XN Py g0 (£2)|'-
Now, we use Proposition 2 and hence
E[Xnpq(s1,s2) = Xnpglts,t2)]|" < max{|sy — t1]"/2, |sy — t2['/?}
< (51, 82) = (t1,2) ]|/,
The second part is proved similarly. O

Now, Theorem 3 is a consequence of Prokhorov’s Theorem.
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4. PROOF OF THEOREM 4

Obviously, it suffices to prove that for every k > 0

k
(4.1) B (s [Xxr(0]) =0 ()
and

k
(42) B (s Wier(0]) =000,

as N — oo. In a first step, we prove corresponding properties for the truncated
processes Xy, p(t) and Yy, p(t). In order to shorten our presentation, we will only

discuss the process Xy p(t).

Lemma 3. For every integer d > 0 there exists a constant K > 0 such that for
e>0and0<d6<1
d—1

~ ~ )
X - X t)| > <K .
o (o, () = Kl 2 ¢) < 67

Proof. This property is an immediate consequence of the tightness estimate (of
Proposition 2) combined with the arguments of [2, pp. 95]. O

Lemma 4. For every k, we have uniformly for 0 < § <1
k
E ( max |XN7P(S) — XN7P(t)> -0 (5(k—2)/2) )
0<s,t<1,|s—t|<d

Proof. Set ) 3
ZN = max |XN)p(S)—XN)p(t)|.

o 0<s,t<1,|s—t|<d
Furthermore, assume that 2d > k. Then it follows that

EZk = k/ KN (Z > 2)dz
0

(K§)/? o
= k/ PN (Z > 2) dz + k’/ PN (Z > 2) dz
0 (K5)1/2

< (KO)*? 4+ kK§d1 / ZR1=2d g,
(K6&)1/2
< §k=2/2
which proves the lemma. ([l

Now, observe that the trivial relation

max | Xy, p(t)] < |Xn,p(0)] + max | Xn,p(s) — Xn,p(t)]
0<t<1 0<s,6<1,[s—t|<1

= max \XN,P(S) - XN,P(t”
0<s,t<1,|s—t|<1

combined with Lemma 4 (applied for § = 1) directly gives
k

as N — oo.
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In the second step, we compare the moments of max | Xy p(t)| and max | Xy p(t)].
For this purpose, we make use of the following property of moments.

Lemma 5. Suppose that U,V are real valued non-negative random variables satis-
fying |U — V| < e (for some e > 0). Then the k-th moment of U exists if and only
if the k-th moment of V' exists. More precisely, we have

k
k
4.4 EVF < ()5Z~EU’“£.
(4.4) _; P

Proof. 1t is of course sufficient to prove (4.4). Therefore notice
EVF=E|V -U+UF <E(V-U|+|U)*
and the result follows immediately by the binomial theorem. ([

Now, we are ready to complete the proof of Theorem 4. Set
U := max | Xy, p(t)]

0<t<1
and y
V= max | Xy p(t)].
0<t<1
From R )
X - X L2
o%?é' ~,p(t) np(t)] < )
it follows

U-V|< L3,
too, and thus, we can combine (4.4) and Lemma 5 to prove (4.1).
As already mentioned the proof of (4.2) is completely the same. Furthermore, it
is now an easy exercise to extend the above considerations to the joint case leading
to a proof of Theorem 6.

5. THE LAW OF THE ITERATED LOGARITHM

Let ¢ > 1 and P(z) be a polynomial with integer coefficients, degree r, and
positive leading term.
First of all, we summarize a few well-known facts about permutation polynomials:

Lemma 6. P(z) is a permutation polynomial for each power of q if and only if P(x)
is a permutation polynomial for ¢*. Especially, there are infinitely many polynomials
P(z) with integer coefficients and positive leading terms which are permutation
polynomials for each power of q.

Proof. See for instance [15]. O

In order to prove Theorem 7, we follow the approach developed by the third
author in [14] and therefore, we have to extend the so called fundamental lemma
of [13].

Lemma 7. Let P(x) be a permutation polynomial for each power of q. Then there

is a sequence of independent and identically distributed random variables (&;)o<j<rL
defined on some probability space (U, Fn, Pn) such that

29qk+1
N

k
(5.1) vn (squ(P(n)) € A) =Py [ > & eA| +
7=0
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where k < L and |8] < 1 and

L
(5.2) VN (sqL(P(n)) € A)<qPy (D> & €A

§=0
where A is an arbitrary subset of R.
Proof. For the proof, we first of all introduce some notation. For b; € E, (0 < j <k,
k<L), we set
B(bg,...,bx) = {n € Nylag,;(P(n)) =b;,0 <j < k}.
Furthermore, set Q5 := Ny and consider the o-algebra Fy generated by
{n € Nolag;(P(n)) = b}, bjekEy, 0<j<L.

It is easy to see that each C' € F has a unique representation of the form

!

(5.3) C = U B(b,...,br)

(bo,...,br)EEEH!

where the sum is extended over a subset of EqL+1. We define Py as follows

1

(bos...,br)EELT!

On this probability space, we introduce a sequence of random variables (§;),0 <
j < L defined by

§i(n) :=aq;(P(n)), 0<j<L.
It follows

and moreover
1
PN(é-Zl :bi17"‘7§ij :bZ]) = q7 :PN(é-’Ll :bzl)'PN(&] :b’LJ)

where 0 <4; <...<i; <L and b;,,...,b;, € E;. Therefore the sequence (§;),0 <
7 < L is independent and identically distributed.

It is clear that the set {sq (P (n)) € A} is contained in F for all k¥ < L and all
subsets A of R. Moreover, this set can be written in the form

/

P eat= U Bloo...t)
(bos....bx)EELT!
where the sum is extended over a certain subset of Ef;‘H. Next, we compute
/
vn(sqr(P(n)) € A) = Y wn(Blbo...,bk))
(bo,....bp)EEETT

! !/

1 N 1 204+
=5 X lgmlti=gm o X 14T
(bo,...,b)EEET? (boy...,bi)EEETT

where 6 € {0,1} and |0| < 1. If we replace each (k + 1)-tuple in the last sum by
(bo, ..., bg,brt1,...,br) where bj, k < j < L runs through all elements of E, and
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replace the factor 1/¢**! by 1/¢**! then, we don’t change the value of the sum.
Hence, (5.1) follows.
For the second part, we again have

/

{s¢.L(P(n) € A} = U B(bo,...,br)
(bo,...,br)EBET?

where the sum is extended over a subset of EqLH. ‘We consider

/

vn(sq.0(P(n)) € A) = > vn(B(bo, . ..,br))
(bo,...,br )EEETT
1 ' 1 '
SV >, 1=g pras) >, 1
(bo,....br)EEY T (bo,....br)EEYT!
and the definition of Py implies (5.2). O

To obtain Theorem 7, we can now proceed as in [14]. Therefore, we give only a
sketch of the proof.

Proof of Theorem 7. We consider the stochastic processes Sy i.p together
with the truncated versions

Sk 00) = e | 2 (ot -7

I<I(¢)

where J(t) = min{tk,L — (log N)"},t = i/k,i =0,...,k, and n > 0. Furthermore,
we define

1 q—1 ) .
Z t) = ————— - — t=1i/k,i=0,...,k
N,k( ) o4 2]€10g10gk Z (E] 2 > ) 7’/ ) 2 ) )

j<tk

for £ < L where the sequence ¢; is the one of the fundamental lemma and we
consider again the truncated versions of these processes

- 1 q—1 . )
Z t) = ————— - — t=1i/k,i=0,...,k.
N,k( ) o4 2k loglogk Z <§] 2 > ) 7’/ y 2 ) )

J<I(t)

First of all (5.2) and Kolmogorov’s inequality imply

(5.4) VN <xI%1ka%(L p(SN7k,P, gN,k,P) > e) = 0(1)

for all € > 0 and therefore, we need to prove Theorem 7 only for the truncated
processes.
By (5.1), we have

vN <m1<nlca<XL p(Sn kP, K) > 6) =Py ($I<H’3§L p(Zn 1, K) > 6) +0O (L™

and

UN (mglklgL P(SN kP, X) < e) = Py (zglklgL p(Zng, X) < e) +O(L™
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where € > 0 and X € K. Hence it is enough to prove the theorem for the processes

ZN,k'
Using Kolmogorov’s inequality once more, we get

: ZniZng) =€) =o(1
(55) o (s, (2 Zis) 2 €) = o)
where € > 0 and because of that it is sufficient to show the theorem for the processes
Zn - But for this processes the theorem is valid by the classical theory. O

The next aim is the proof of Theorem 8. Therefore let g1, g2 > 1 be integers and
Py (z), Pa(x) polynomials with integer coefficients, degrees 71,72 > 1 and positive
leading terms.

First, we show that part (1) of Theorem 8 is a consequence of Theorem 7. We
use the following simple result:

Lemma 8. Let f1, fo be continues functions on [0,1] and Sy, Sa subsets of C[0,1].
Then there is a constant C > 0 depending only on the involved norm such that we
have

p((fl? f2)a Sl X ‘92) S Cp(fla Sl) + Cp(f27 SQ)
Proof. First, we consider the case S; = {g1} and Sz = {g2}. We have

p((f1, f2), (g1,92)) = max_ |[(fi(t1) — g1(t1), f2(t2) — ga(t2))]l

0<t1,t2<1
< Cog?fiz(gl (max{|f1(t1) — g1(t1)], | f2(t2) — g2(t2)|})
<€ max_ ([fi(t) = gi(t)] + [ fa(t2) — g2(t2)])

< Cp(f1,91) + Cp(f2,92)-

The general case follows from the definition of p((f1, f2), S1 X S2) resp. p(fi, Si),i =
1,2. 0

The proof of part (1) of Theorem 8 runs as follows:
Proof of Theorem 8 (1). Observe that Lemma 8 implies

VN ( max p((SNykl’P17QI7SN’kZ,P27QZ)7K1) > €>

k1,k2>x,k1<Lg, ,k2<Lg,

< vy (( max  p(SN k., PLgs K) > e/C) U ( max  P(SN ks, Po.ges KC) = e/C’))

@<k1<Lg, x<ko<Lg,

and

i S S X, X
N(kl,k2>z,kfrilfﬂ7k2<% P((SN k1, P SN ks P2 a2 ) (X1, 2))<6)

>N (( min - p(SN k., PLg s X1) < e/C’) N < min - (SN ks, Py.gs X2) < e/C’>) .

a<k1<Lg, w<ks<Lg,
By using the simple facts
I/N(Al U AQ) < Z/N(Al) + I/N(AQ)

and
I/N(Al N AQ) > I/N(Al) + VN(AQ) —1

where A, Ay are arbitrary subsets of Ny the result follows. O
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For the proof of the second part of Theorem 8, we prove a two dimensional
version of the fundamental lemma. (Till the end of the section, we use the notation
L= Lgyg-)

Lemma 9. Let (q1,92) = 1 and P;(x) be permutation polynomials for each power
of ¢i, i = 1,2. Then there are independent random variables (§;)o<;j<r, (Nj)o<j<L
where the &; resp. n; are identically distributed defined on some probability space
(Qn, Fn, Pn) such that we have

k k+1

(5.6) (30, 4 (Pr(n). sgu e(Po(m) € 4) = Py [ D2(65.my) € 4| 4 208V
j=0

where k < L and |6] < 1 and

L
(5.7 on((s0n(Pe(n), 500 (Pa(n)) € A) < g2Pr [ Y (65m) € A
7=0

where A is an arbitrary subset of R2.

Proof. We are going to use the following notation. Let b;i)7 0<j<k,i=1,2with

b(z) € I, be given. Then, we write

B, .. b6 b)) = {n € Nolag, j(Pi(n) = 08,0 < j < ki =1,2}.
We define Q2 := Ny and consider the o-algebra Fy generated by
{n € Nglag, j(Pi(n)) =b;}, bj€E,, 0<j<Lji=1,2.
As in the proof of Lemma 7 each C' € Fy has a unique representation of the form
C= U/ BB, .. P e
O, p e Bl i=1,2

where the sum is extended over a subset of Equ‘*‘l X EqL;‘l. Therefore, we define Py
by

/

1
Pn(C) := PRI > 1.

i i L+1 .
(6. bi e Ejfli=12

On this probability space, we consider the following random variables

§i(n) :=aq, ;(P1(n), 0<j<L
and

13 (n) := ag, ;(P2(n)), 0<j<L.
As in the proof of Lemma 7 it follows that the random variables are independent
and the &; resp. n; are identically distributed with

PN(gj:b)Z*, bEqu,

and
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If we write

{(5q1,k(P1(1)),50, 1 (P2(n))) € A}

!
1 1) (2 2
— U BOY, .. bbb
O, b eEEF =12
where the sum is extended over a suitable subset of Ec11€1+1 X Ef;;‘l and note that
because of the Chinese remainder theorem

1 N
un(BOS, .. 005650 :( +5)
N( ( 0 k 0 k )) N I_(qqu)kJrlJ
where 6 € {0,1} then (5.6) and (5.7) follow in a similar way as in the proof of
Lemma 7. 0

With this Lemma, we can reduce the proof of part (2) of Theorem 8 to the case
of independent and identically distributed random variables.

Proof of Theorem 8 (2). We introduce the notation

SNkP.a = (SNkPLais SNk, Paygs)
and
SNkP.a = (SNkPLa» SN K, P2 gs)

where P := (P, P»), q := (¢1,¢2) and §N7k,p1,q1 is the truncated process defined in
the proof of the first part of Theorem 8.

We also consider the processes Zn i (t) resp. 4 ~N,k(t) defined in the proof of
Theorem 8 for the random variables &; of the fundamental lemma and denote by
W i (t) resp. VNVN,k(t) the corresponding processes for the random variables n; of
the fundamental lemma. Furthermore, we set

Zy i (t) == (Znk(t), W k(1))
and
Zyni(t) = (Zni(t), Wa k(1))
First of all, we can conclude from Lemma 8 that

vn( max p(Sxkp.aSnkpa) 2 €) < vv(( max p(Svrrig: Svkria) 2 €/C)

U (mglggL P(SN k. Py.gas SN k. Py .q2) = €/C)).

By combining this with (5.4) it follows that it is enough to prove the theorem for
the truncated processes.
Now, the fundamental lemma implies

VN(QJISI?%(L P(SNkP.q K2) > €) = PN(ngnf?L p(Zn i, K2) > €) + O (L77)
and

VN(IISI}CigL P(SNkP,q; (X1, X2)) <€) = PN(mrgnkigL P(Zn i, (X1, X2)) < €)+0 (L7")

where ¢ > 0 and (X1, X3) € Kq. Therefore, it is sufficient to prove the iterated
logarithm law of the form given in Theorem 8 (2) for the processes Zn .
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Using once more Lemma 8 together with (5.5), we can further reduce the proof
to the processes Zy . But for these processes Theorem 8 (2) is true by the classical
law of iterated logarithm due to Strassen (see [18]). O

6. GENERALIZATIONS

In this section, we shortly outline generalizations of the results of the paper to
more general g-additive functions. We only state a possible extension of Theorem
3, all other Theorems can be extended in a similar way.

We consider a sequence of g-additive functions

(6.1) () =" fnj(ag,;(n)
Jj>0
where fn;(a),N > 1,5 >0,a € Eg, is a family of real numbers with the property
fn,;(0) =0 for all N and j. Using partial sums of (6.1), we construct a model of the
Brownian motion generalizing that given in Theorem 3. Our result is an analogue
of Theorem 5.2 in [13].
In order to state the result, we need some notation. Set

_ 14t 142
Ingla) = fng(a) == a0, ok == fn;la)
q b=0 q a=0

BJQV,k = 2012\[,3'7 BJQ\/ = BJZV,TL
J<k
where r > 1. With
y(t) == yn(t) = max{k : sz\f,k <tB%}, 0<t<1,
we can formulate the following generalization of Theorem 3.
Theorem 9. Let ¢ > 2 and P(z) be an integer polynomial of degree r > 1 with

positive leading term. If the sequence of additive functions fn satisfies the following
conditions, as N — oo,

(6.2) max max |fx ()] = o(l),
(6.3) > max|fn (@) = ofl)

j < (log N)or
rL — (logN)" < j <rL

where n > 0, and
(6.4) By =1+0(1),

then the process

Hyp(t)(n) = > fnlaq;(P(n)))
J<y(t)
(where t is a point of discontinuity of the function y(t)) weakly converges to the
Brownian motion.

Proof. Let {n.4,1 < N,j < rL be independent random variables for each fixed N
given by

= 1
P(£N7]:fN7J(a)):g’ a’:0317"'3q71
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and

Zy(t)= Y évy 0<t<1
J<y(t)

According to a well known result of Prokhorov (and by the assumptions of Theorem
9) Zn weakly converges to the Brownian motion. By using this result instead of
Donsker’s theorem and the method of the proof of Theorem 3, we immediately
obtain the result. ]

Remark 1. Condition (6.2) actually means infinitesimality of the summands. How-
ever, one cannot expect much more by using Lindeberg’s condition instead of it
(see the comments in [13]). Condition (6.3) is needed to deal with polynomials
while (6.4) comes from Prokhorov’s paper.

Remark 2. As already mentioned, Theorem 9 is a generalization of Theorem 3. We
only have to set

1
n)=——8qNn).
F(n) = ()
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