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Abstract

We re-visit the asymptotics of a binomial and a Poisson sum which arose as (average) displace-
ment costs when moving randomly placed sensors to anchor positions. The first-order asymptotics
of these sums were derived in several stages in a series of recent papers. In this paper, we give a
unified approach based on the classical Laplace method with which one can also derive more terms
in the asymptotic expansions. Moreover, in a special case, full asymptotic expansions can be given
which even hold as identities. This will be proved by a combinatorial approach and systematic ways
of computing all coefficients of these identities will be discussed as well.

1 Introduction

This paper is concerned with the asymptotics of the binomial sum

SBin(n) :=

n∑
i=1

∫ 1

0
|x− ti|a i

(
n

i

)
xi−1(1− x)n−idx, (1)

where ti := i/n− 1/(2n) and the Poisson sum

SPoi(n) :=

n−2∑
i=0

∫ ∞
0
|x− si+1|a ne−nx

(nx)i

i!
dx, (2)

where si := i/n. In both sums, a > 0 is an (arbitrary) real number.
The binomial sum was analyzed in a paper of Kapelko and Kranakis [3] and then studied in follow-

up works of Kapelko [6, 7]. The Poisson sum was investigated in a paper of Kapelko [5]. See also
Kranakis [8], Kranakis et al. [9] and Kranakis and Shaikhet [10, 11] for background and related studies.

We will state the (final) results on the asymptotics of (1) and (2) from the papers of Kapelko below.
However, before doing so, we will provide some background on why these sums have been considered.

Assume that n sensors are randomly placed on the line at positions X1, . . . , Xn. In the binomial
case, the Xi are independent random variables with a uniform distribution on [0, 1]. Moreover, it is

∗Keywords. Sensor, displacement cost, asymptotics, Laplace method, generating functions.
†All three authors have been partially supported by the grants MOST-104-2923-M-009-006-MY3 and MOST-107-2115-

M-009-010-MY2.

1



assumed that each sensor can cover a range of length 1/n to the left and to the right. In order to achieve
full coverage, one has to move the sensors to the anchor positions ti. This displacement incurs a cost
which can be measured as

n∑
i=1

∣∣X(i) − ti
∣∣a , (3)

where X(i) denotes the i-th order statistics of X1, . . . , Xn and a > 0 measures the effect of overcoming
obstacles when moving sensors. Since the density of X(i) is given by

fX(i)
(x) = i

(
n

i

)
xi−1(1− x)n−i

the expected value of (3) is the above binomial sum.
Next, in the Poisson case, the Xi are assumed to be the arrival times of a Poisson process on [0,∞)

with rate n. The goal now is to place the n sensors such that they are separated exactly by a distance of
1/n, i.e., Xi should be placed at position X1 + (i− 1)/n. The resulting displacement cost is given by

n∑
i=2

|Xi −X1 − si−1|a =

n−2∑
i=0

|Xi+2 −X1 − si+1|a

whose expected value is the above Poisson sum since the density of Xi+2 −X1 is given by

fXi+2−X1(x) = ne−nx
(nx)i

i!
.

The binomial sum (1) was analyzed in [3] where the authors derived the first-order asymptotics
for a > 0 being an even integer. For this, they used a combinatorial approach and this approach was
extended in [6] to include also odd integers. Then, in [7], a probabilistic approach was given which
allowed the author to find the first-order asymptotics for all a > 0 by using the result from [3]. The final
result given in [7] reads as follows.

Theorem 1 ([7]). As n→∞,

SBin(n) =
Γ
(
a
2 + 1

)
2a/2(a+ 1)

n1−a/2 +O
(
n−a/2

)
.

As for the Poisson sum (2), a similar approach as in [7] was used in [5] (however, only the case
of a > 0 being an even integer was thoroughly treated in this paper). The final result in [5] reads as
follows.

Theorem 2 ([5]). As n→∞,

SPoi(n) =
Γ(a+ 1)

2a/2Γ
(
a
2 + 2

)n1−a/2 +O
(
n−a/2

)
.

The purpose of this paper is two-fold. First, we show that both of the results above can be derived
by a unified approach based on the Laplace method (for an introduction into this method see, e.g.,
Appendix B in [2]). Thus, the two-stage approach from [5, 7] based on a combination of combinatorial
and probabilistic tools to derive the above two results is not really necessary. Moreover, using our
approach, more terms in the asymptotic expansions could be derived as well. However, we will not
pursue this further and instead show that full asymptotic expansions can be given when a > 0 is an even
integer. These full expansions even hold as identities. The proofs of this part will based on combinatorial
tools such as generating functions. Finally, we will also discuss how one can obtain all the coefficients
in these identities in a systematic way.

The paper is organized as follows. In the next section, we will explain that by using hand-waving,
the above results quickly follow from the Laplace method. Then, in Section 3, we will present all the
technical details for the heuristic arguments from Section 2. In Section 4, we will consider the case
where a > 0 is an even integer. Finally, Section 5 will contain some concluding remarks.
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2 Asymptotics of (1) and (2) via the Laplace Method: Heuristics

We start with the binomial sum. The Laplace method will be applied to the sum of the integrand in (1),
i.e.,

n∑
i=1

|x− ti|ai
(
n

i

)
xi−1(1− x)n−i.

The application consists of several steps. First, the sum is broken into a major and minor range. Here,
the major range comes from the range of validity of the local limit theorem of the binomial distribution
which reads (

n

i

)
xi(1− x)n−i ∼ 1√

2πnx(1− x)
e−t

2/2,

where i = nx+ t
√
nx(1− x) with |t| ≤ t∗n (the cut-off point t∗n will be given below). Then, owning to

the exponential small tails of the binomial distribution, we have

n∑
i=1

|x− ti|ai
(
n

i

)
xi−1(1− x)n−i

∼
∑
t

∣∣∣∣∣ 1

2n
− t
√
x(1− x)

n

∣∣∣∣∣
a

n√
2nπx(1− x)

e−t
2/2

= (x(1− x))a/2n1−a/2
1√

2πnx(1− x)

∑
t

∣∣∣∣∣t− 1

2
√
nx(1− x)

∣∣∣∣∣
a

e−t
2/2.

Next, we replace the sum by an integral which gives

n∑
i=1

|x− ti|ai
(
n

i

)
xi−1(1− x)n−i

∼ (x(1− x))a/2n1−a/2√
2π

∫ ∞
−∞

∣∣∣∣∣t− 1

2
√
nx(1− x)

∣∣∣∣∣
a

e−t
2/2dt

=
(x(1− x))a/2n1−a/2√

2π

∫ ∞
−∞
|u|ae−

(
u+1/

(
2
√
nx(1−x)

))2
/2

du

∼ (x(1− x))a/2n1−a/2√
2π

∫ ∞
−∞
|u|ae−u2/2du,

where the second step follows by the change of variable u = t − 1/(2
√
nx(1− x)) and the last step

follows from the Maclaurin series of the exponential function and dropping remainder terms. Recall that

1√
2π

∫ ∞
−∞
|u|ae−u2/2du =

√
2

π

∫ ∞
0

uae−u
2/2du

=
2a/2√
π

∫ ∞
0

v(a−1)/2e−vdv

=
2a/2√
π

Γ

(
a+ 1

2

)
. (4)

Thus, we obtain that

n∑
i=1

|x− ti|ai
(
n

i

)
xi−1(1− x)n−i ∼ (x(1− x))a/22a/2√

π
Γ

(
a+ 1

2

)
n1−a/2.
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Finally, in order to obtain (1), we have to integrate over x. For this, we will need that the above
asymptotic expansion holds uniformly in a range of x (which will turn out to be the case; see the next
section). Then,

SBin(n) ∼ 2a/2Γ((a+ 1)/2)√
π

(∫ 1

0
(x(1− x))a/2dx

)
n1−a/2

=
2a/2Γ((a+ 1)/2)√

π
β(a/2 + 1, a/2 + 1)n1−a/2

=
2a/2Γ((a+ 1)/2)√

π
·

Γ2
(
a
2 + 1

)
Γ(a+ 2)

n1−a/2,

where β(s, t) denotes the beta function. From this the claimed shape of the first-order term in Theorem 1
follows by using the duplication formula of the gamma function and straightforward computation.

The proof of the expansion in Theorem 2 runs along similar lines. More precisely, we again apply
the Laplace method to the sum of the integrand:

n∑
i=1

|x− si+1|ane−nx
(nx)i

i!
.

As for the binomial sum, we break this sum into a major and minor range where the major range
comes now from the range of validity of the local limit theorem for the Poisson distribution:

e−nx
(nx)i

i!
∼ 1√

2πnx
e−t

2/2,

where i = nx+ t
√
nx and |t| ≤ t∗n. Then, again by exponential small tails, we have

n∑
i=1

|x− si+1|ane−nx
(nx)i

i!
∼
∑
t

∣∣∣∣t√x

n
+

1

n

∣∣∣∣a n√
2πnx

e−t
2

= xa/2n1−a/2
1√

2πnx

∑
t

∣∣∣∣t+
1√
xn

∣∣∣∣a e−t2/2.
From this, by using the same arguments as above, we obtain that

n∑
i=1

|x− si+1|a ne−nx
(nx)i

i!
∼ xa/22a/2√

π
Γ

(
a+ 1

2

)
n1−a/2

which again holds uniformly for some range in x; for details see the next section.
Finally, we have to integrate again over x where it is sufficient to integrate from 0 to 1 since the tail

will turn out to be negligible. This yields

SPoi(n) ∼ 2a/2Γ((a+ 1)/2)√
π

(∫ 1

0
xa/2dx

)
n1−a/2 =

2a/2Γ((a+ 1)/2)

(a/2 + 1)
√
π

n1−a/2

from which the claimed shape of the first-order term in Theorem 2 follows by another application of the
duplication formula and straightforward computation.

3 Asymptotics of (1) and (2) via the Laplace Method: Details

In this section, we are going to fill in all details in the heuristic arguments from the previous section. We
will break the section into two subsections. In the first, we will treat the binomial sum and in the second
the Poisson sum.
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3.1 Asymptotics of the Binomial Sum

We first recall the local limit theorem of the binomial distribution which follows straightforwardly from
Stirling’s approximation for n!.

Proposition 1 (Local Limit Theorem for the Binomial Distribution). Let 0 < p < 1. Then, for i =
np+ t

√
np(1− p) and t = o((np(1− p))1/6),(

n

i

)
pi(1− p)n−i =

e−t
2/2√

2πnp(1− p)

(
1 +

p(t, p)√
np(1− p)

+O
(

t6 + 1

np(1− p)

))
,

where

p(t, p) = (1− 2p)

(
t3

6
− t

2

)
and the implied constant in the O-term is absolute.

Sketch of Proof. Consider(
n

i

)
pi(1− p)n−i = elog(n!)−log(i!)−log((n−i)!)+i log p+(n−i) log(1−p).

From this the claim follows by using i = np+ t
√
np(1− p), Stirling’s formula in the form

n! =
(n
e

)n√
2πn

(
1 +O

(
1

n

))
,

and Taylor series expansion.
Also, we recall a version of the Chernoff bound for the tail of the binomial distribution.

Proposition 2 (Chernoff bound). LetX be binomial distributed random variable with parameters (n, p).
Then, for all δ ≥ 1,

P(X ≥ (1 + δ)np) ≤ e−δnp/3.

Proof. This follows, e.g., from Theorem 4.4 in [12] by using the inequality

log(1 + δ) ≥ 4δ

3(1 + δ)

for δ ≥ 1.
Now, we can start with the proof. We first break the integral in (1) into three parts so that the local

limit theorem can be applied to the middle part:

SBin(n) =

∫ 1

0

n∑
i=1

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

=

∫ ρn

0

n∑
i=1

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

+

∫ 1−ρn

ρn

n∑
i=1

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

+

∫ 1

1−ρn

n∑
i=1

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx =: I1 + I2 + I3,

where ρn := n−1+ε and ε > 0 will be chosen during the proof.
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The Laplace method will be used to treat the integrand of I2. Thus, according to the heuristic from
the previous section, we have to break the sum into a major and minor range:

I2 =

∫ 1−ρn

ρn

n∑
i=1

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

=

∫ 1−ρn

ρn

∑
|i−nx|≤t∗n

√
nx(1−x)

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

+

∫ 1−ρn

ρn

∑
|i−nx|>t∗n

√
nx(1−x)

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx =: I2,1 + I2,2,

where t∗n = nε/7.
The main contribution comes from I2,1.

Lemma 1. We have,

I2,1 =
Γ
(
a
2 + 1

)
2a/2(a+ 1)

n1−a/2 +O
(
n−a/2

)
.

Proof. By Proposition 1, we have

I2,1 =

∫ 1−ρn

ρn

(x(1− x))a/2n1−a/2√
2πnx(1− x)

∑
|i−nx|≤t∗n

√
nx(1−x)

∣∣∣∣∣t− 1

2
√
nx(1− x)

∣∣∣∣∣
a

e−t
2/2

×

(
1 +

1√
nx(1− x)

(
t3(1− 2x)

6
+
t

2

)
+O

(
t6 + 1

nx(1− x)

))
dx (5)

=: I2,1,1 + I2,1,2 + I2,1,3,

where i = nx + t
√
nx(1− x) and the last three terms correspond to the three terms obtained by

multiplying the integral with the terms in the bracket.
For I2,1,1, we approximate the sum by an integral which yields an exponential small error term

(however, we will use O
(
n−a/2

)
since this will turn out to be the second order term):

I2,1,1 =

∫ 1−ρn

ρn

(x(1− x))a/2n1−a/2√
2π

∫ t∗n

−t∗n

∣∣∣∣∣t− 1

2
√
nx(1− x)

∣∣∣∣∣
a

e−t
2/2dtdx+O

(
n−a/2

)
.

For the inner integral, as explained in the previous section, we use the change of variable

u = t− 1

2
√
nx(1− x)

and then the Maclaurin series expansion of the exponential function. This gives

1√
2π

∫ t∗n

−t∗n

∣∣∣∣∣t− 1

2
√
nx(1− x)

∣∣∣∣∣
a

e−t
2/2dt

=
1√
2π

∫ t∗n−1/
(
2
√
nx(1−x)

)
−t∗n−1/

(
2
√
nx(1−x)

) |u|ae−
(
u+1/

(
2
√
nx(1−x)

))2
/2

du

=
1√
2π

∫ t∗n−1/
(
2
√
nx(1−x)

)
−t∗n−1/

(
2
√
nx(1−x)

) |u|ae−u2/2
(

1− u

2
√
nx(1− x)

+O
(

u2 + 1

nx(1− x)

))
du

=
1√
2π

∫ ∞
−∞
|u|ae−u2/2

(
1− u

2
√
nx(1− x)

+O
(

u2 + 1

nx(1− x)

))
du+O

(
n−1

)
, (6)
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where in the last step we attached the tails which contribute the error bound:

1√
2π

∫ ∞
t∗n−1/

(
2
√
nx(1−x)

)uae−u2/2
(

1− u

2
√
nx(1− x)

+O
(

u2 + 1

nx(1− x)

))
du

= O
(
e−cn

2ε/7
)

= O
(
n−1

)
,

where c > 0 is a suitable constant. A similar bound also holds for the other tail.
Next, recall from (4),

1√
2π

∫ ∞
−∞
|u|ae−u2/2du =

2a/2√
π

Γ

(
a+ 1

2

)
and trivially ∫ ∞

−∞
u|u|ae−u2/2du = 0.

Plugging this into (6) gives

1√
2π

∫ t∗n

−t∗n

∣∣∣∣∣t− 1

2
√
nx(1− x)

∣∣∣∣∣
a

e−t
2/2dt =

2a/2√
π

Γ

(
a+ 1

2

)
+O

(
1

nx(1− x)

)
+O

(
n−1

)
.

Now, we plug this in turn into (3.1) and obtain that

I2,1,1 =
2a/2Γ((a+ 1)/2)√

π

(∫ 1−ρn

ρn

(x(1− x))a/2dx

)
n1−a/2 +O

(
n−a/2

)
=

2a/2Γ((a+ 1)/2)√
π

(∫ 1

0
(x(1− x))a/2dx

)
n1−a/2 +O

(
n−a(1−ε/2)+ε

)
+O

(
n−a/2

)
,

where the first error term is smaller than the second by choosing ε > 0 small enough. Finally, by the
same computation as in the last section, we obtain that

I2,1,1 =
Γ(a2 + 1)

2a/2(a+ 1)
n1−a/2 +O

(
n−a/2

)
.

Next, we consider I2,1,2 for which the same line of reasoning as above yields

I2,1,2 = O
(
n−a/2

)
.

Note that an important point here is that function in t inside the bracket of the second term in (5) is odd
and thus a similar cancellation as for the second term inside the bracket of (6) takes place which causes
the error to be of the claimed size (and not of the size O

(
n(1−a)/2

)
).

Finally, for I2,1,3, we have the simple bound

I2,1,3 = O
(
n−a/2

∫ 1

0
(x(1− x))a/2−1dx

)
= O

(
n−a/2

)
.

Collecting all three bounds gives the final result for I2,1.
Next, we show that I2,2 is negligible. (This was also one of the claims of the last section.)

Lemma 2. We have,
I2,2 = O

(
n−a/2

)
.
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Proof. The crucial observation is that(
n

i

)
xi(1− x)n−i = O

(
e−cn

2ε/7
)

(7)

uniformly for all i with |i−nx| > t∗n
√
nx(1− x) and x with ρn ≤ x ≤ 1−ρn where c > 0 is a suitable

constant. This follows from the fact that the binomial coefficients for this range of i are bounded by the
ones with either

i = nx+ t∗n
√
nx(1− x) +O (1) or i = nx− t∗n

√
nx(1− x) +O (1)

which are of the above claimed order.
Using the above estimate, we now obtain that

I2,2 =

∫ 1−ρn

ρn

∑
|i−nx|>t∗n

√
nx(1−x)

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

= O
(
n2e−cn

2ε/7
)

= O
(
n−a/2

)
.

This shows the claimed bound.
Putting the estimate in the last two lemmas together, we obtain the following corollary.

Corollary 1. We have,

I2 =
Γ
(
a
2 + 1

)
2a/2(a+ 1)

n1−a/2 +O
(
n−a/2

)
.

What is left is to show that I1 and I3 are negligible. We will give the details only for I1 since I3 can
be treated similarly due to symmetry.

We will break I1 again into two parts according to the major and minor range of the binomial
distribution:

I1 =

∫ ρn

0

n∑
i=1

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

=

∫ ρn

0

∑
i≤2nε

i

(
n

i

)
|x− ti|a xi−1 (1− x)n−i dx

+

∫ ρn

0

∑
i>2nε

i

(
n

i

)
|x− ti|a xi−1 (1− x)n−i dx

=: I1,1 + I1,2.

We start with bounding I1,1.

Lemma 3. We have,
I1,1 = O

(
n−a/2

)
.

Proof. First, note that for 1 ≤ i ≤ 2nε and 0 ≤ x ≤ ρn,

|x− ti| =
∣∣∣∣x− i

n
+

1

2n

∣∣∣∣ = O
(
n−1+ε

)
.

Also, recall that

nx =

n∑
i=0

i

(
n

i

)
xi(1− x)n−i.
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Thus,

I1,1 =

∫ ρn

0

∑
i≤2nε

i

(
n

i

)
|x− ti|a xi−1 (1− x)n−i dx

= O

n−a+aε ∫ ρn

0

1

x

∑
i≤2nε

i

(
n

i

)
xi(1− x)n−idx


= O

(
n−a+aε+ε

)
= O

(
n−a/2

)
,

where the last step holds if ε is chosen sufficiently small.
Next, we have to bound I1,2.

Lemma 4. We have,
I1,2 = O

(
n−a/2

)
.

Proof. We again break the integral into two parts:

I1,2 =

∫ ρn

0

∑
i>2nε

i

(
n

i

)
|x− ti|a xi−1 (1− x)n−i dx

=

∫ n−a/2−1

0

∑
i>2nε

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

+

∫ ρn

n−a/2−1

∑
i>2nε

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx =: I1,2,1 + I1,2,2.

For I1,2,1, we use |x− ti| = O (1) and thus

I1,2,1 =

∫ n−a/2−1

0

∑
i>2nε

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

=O

(∫ n−a/2−1

0

1

x

n∑
i=1

i

(
n

i

)
xi(1− x)n−idx

)
= O

(
n−a/2

)
.

For I1,2,2, we use Proposition 2 which implies∑
i>2nε

(
n

i

)
xi(1− x)n−i = O

(
e−n

ε/3
)
.

Thus,

I1,2,2 =

∫ ρn

n−a/2−1

∑
i>2nε

i

(
n

i

)
|x− ti|a xi−1(1− x)n−idx

= O
(
ne−n

ε/3

∫ ρn

n−a/2−1

1

x
dx

)
= O

(
log(n)ne−n

ε/3
)

= O
(
n−a/2

)
.

Combining the above the above two bounds gives the claimed result.
As a corollary from the last two lemmas, we obtain the following.

Corollary 2. We have,

I1 = O
(
n−a/2

)
and I3 = O

(
n−a/2

)
.

This corollary and the one above now immediately imply Theorem 1.
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3.2 Asymptotics of the Poisson Sum

In this section, we treat the Poisson sum (2).
As for the binomial sum, an important tool will be the local limit theorem (which follows with the

same method of proof as Proposition 1).

Proposition 3 (Local Limit Theorem for the Poisson Distribution). Let λ > 0. Then, for i = λ + t
√
λ

and t = o(λ1/6),

e−λ
λi

i!
=
e−t

2/2

√
2πλ

(
1 +

1√
λ

(
t3

6
− t

2

)
+O

(
t6 + 1

λ

))
,

where the implied constant in the O-term is absolute.

Also, we need the following tail bounds for the Poisson distribution; see [1].

Proposition 4. Let X be a Poisson distributed random variable with parameter λ. Then, for all t > 0,

P(X ≥ λ+ t) ≤ e−t2/(2λ+2t)

and for all 0 < t < λ,
P(X ≤ λ− t) ≤ e−t2/(2λ+2t)

Now, we can start with the proof of Theorem 2. We first break the integral in (2) into three parts:

SPoi(n) =

∫ ∞
0

n−2∑
i=0

|x− si+1|a ne−nx
(nx)i

i!
dx

=

∫ ρn

0

n−2∑
i=0

|x− si+1|a ne−nx
(nx)i

i!
dx

+

∫ 2

ρn

n−2∑
i=0

|x− si+1|a ne−nx
(nx)i

i!
dx

+

∫ ∞
2

n−2∑
i=0

|x− si+1|a ne−nx
(nx)i

i!
dx =: I1 + I2 + I3,

where ρn := n−1+ε and ε > 0 will be chosen below.
As for the binomial sum, we will apply the Laplace method to the integrand of I2 which we break

into two parts:

I2 =

∫ 2

ρn

n−2∑
i=0

|x− si+1|a ne−nx
(nx)i

i!
dx

=

∫ 2

ρn

∑
|i−nx|≤t∗n

√
nx and i≤n−2

|x− si+1|a ne−nx
(nx)i

i!
dx

+

∫ 2

ρn

∑
|i−nx|>t∗n

√
nx and i≤n−2

|x− si+1|a ne−nx
(nx)i

i!
dx =: I2,1 + I2,2,

where t∗n = nε/7.
Theorem 2 will now follow from the following series of results.

Lemma 5. We have,

I2,1 =
Γ(a+ 1)

2a/2Γ
(
a
2 + 2

)n1−a/2 +O
(
n−a/2

)
.
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Proof. We first plug into the expression for I2,1 the local limit theorem from Proposition 3:

I2,1 =

∫ 2

ρn

xa/2n1−a/2√
2πnx

∑
|i−nx|≤t∗n

√
nx and i≤n−2

∣∣∣∣t+
1√
nx

∣∣∣∣a e−t2/2
×
(

1 +
1√
nx

t(3− t2)
6

+O
(
t6 + 1

nx

))
dx.

This expression will be broken into three parts according to the three terms in the bracket inside the
integrand.

We will only treat in details the first part; the other two can be handled by similar tools; see also the
proof of Lemma 1.

First, by replacing the sum by an integral, we have∫ 2

ρn

xa/2n1−a/2√
2πnx

∑
|i−nx|≤t∗n

√
nx and i≤n−2

xa/2
∣∣∣∣t+

1√
nx

∣∣∣∣a e−t2/2dx
=

∫ 2

ρn

xa/2n1−a/2√
2π

∫ α(n;x)

−t∗n

∣∣∣∣t+
1√
nx

∣∣∣∣a e−t2/2dtdx+O
(
n−a/2

)
,

where the error term in fact is exponentially small and

α(n;x) =

√
n(1− x)√

x

if, for ρn ≤ x ≤ 2, this value is between −t∗n and t∗n or one of the boundary points otherwise.
Now, we make the substitution u = t+ 1/

√
nx which gives∫ 2

ρn

xa/2n1−a/2√
2π

∫ α(n;x)

−t∗n

∣∣∣∣t+
1√
nx

∣∣∣∣a e−t2/2dtdx+O
(
n−a/2

)
=

∫ 2

ρn

xa/2n1−a/2√
2π

∫ α(n;x)+1/
√
nx

−t∗n+1/
√
nx

|u|ae−(u−1/
√
nx)

2
/2dudx+O

(
n−a/2

)
=

∫ 2

ρn

xa/2n1−a/2√
2π

∫ α(n;x)+1/
√
nx

−t∗n+1/
√
nx

|u|ae−u2/2
(

1 +
u√
nx

+O
(
u2 + 1

nx

))
dudx+O

(
n−a/2

)
.

Next, we switch the order of integration which yields

n1−a/2√
2π

∫ 2

ρn

∫ α(n;x)+1/
√
nx

−t∗n+1/
√
nx

xa/2|u|ae−u2/2
(

1 +
u√
nx

+O
(
u2 + 1

nx

))
dudx+O

(
n−a/2

)
=
n1−a/2√

2π

∫ t∗n+n
−ε/2

−t∗n+1/
√
2n

∫ β(n;u)

ρn

xa/2|u|ae−u2/2
(

1 +
u√
nx

+O
(
u2 + 1

nx

))
dxdu

+O
(
n−a/2

)
,

where

β(n;u) = 1 +
u
√

4n+ u2 + 4

2n
+
u2 + 2

2n
= 1 +

u√
n

+O
(
u2 + 1

n

)
.

Carrying out the integration with expect to x gives:

n1−a/2√
2π

∫ t∗n+n
−ε/2

−t∗n+1/
√
2n

∫ β(n;u)

ρn

xa/2|u|ae−u2/2
(

1 +
u√
nx

+O
(
u2 + 1

nx

))
dxdu+O

(
n−a/2

)
=

n1−a/2

(a/2 + 1)
√

2π

∫ t∗n+n
−ε/2

−t∗n+1/
√
2n
|u|ae−u2/2

(
1 + c

u√
n

+O
(
u2 + 1

n

))
du+O

(
n−a/2

)
,
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where c = 2 + a/2 + 1/(a+ 1).
Now, for the rest of the proof, we can proceed as in Lemma 1. First, we attach the tails of the integral

(which gives an exponentially small error) and then we evaluate the integral (which causes the second
term in the bracket to disappear because the coefficient is an odd function in u). This yields

n1−a/2

(a/2 + 1)
√

2π

∫ t∗n+n
−ε/2

−t∗n+1/
√
2n
|u|ae−u2/2

(
1 + c

u√
n

+O
(
u2 + 1

n

))
du+O

(
n−a/2

)
=

2a/2Γ((a+ 1)/2)

(a/2 + 1)
√
π

n1−a/2 +O
(
n−a/2

)
.

From this the claim follows as explained in the heuristic from the previous section.

Lemma 6. We have,
I2,2 = O

(
n−a/2

)
.

Proof. The proof is similar to the proof of Lemma 2. More precisely, one only has to replace (7) by

e−nx
(nx)i

i!
= O

(
e−cn

2ε/7
)

which again holds uniformly for |i−nx| > t∗n
√
nx and all x ≥ ρn since all the terms are again bounded

by the two boundary cases:

i = nx+ t∗n
√
nx+O(1) or i = nx− t∗n

√
nx+O(1).

Thus,

I2,2 =

∫ 2

ρn

∑
|i−nx|>t∗n

√
nx and i≤n−2

|x− si+1|a ne−nx
(nx)i

i!
dx

= O
(
n2e−cn

2ε/7
)

= O
(
n−a/2

)
as claimed.

From the last two lemmas, we have the following corollary.

Corollary 3. We have,

I2 =
Γ(a+ 1)

2a/2Γ
(
a
2 + 2

)n1−a/2 +O
(
n−a/2

)
.

Now, what is left is to prove that I1 and I3 are negligible.

Lemma 7. We have,
I1 = O

(
n−a/2

)
.

Proof. As for the binomial sum above, we break I1 into two parts:

I1 =

∫ ρn

0

n−2∑
i=0

|x− si+1|a ne−nx
(nx)i

i!
dx

=

∫ ρn

0

∑
i≤2nε

|x− si+1|a ne−nx
(nx)i

i!
dx

+

∫ ρn

0

∑
2nε<i≤n−2

|x− si+1|a ne−nx
(nx)i

i!
dx =: I1,1 + I1,2.
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For I1,1, as in Lemma 3, we obtain that

I1,1 =

∫ ρn

0

∑
i≤2nε

|x− si+1|a ne−nx
(nx)i

i!
dx

= O
(
n−a+aε+ε

)
= O

(
n−a/2

)
by choosing ε > 0 small enough.

For I1,2, by Proposition 4,

∑
i>2nε

e−nx
(nx)i

i!
≤

∑
i≥nx+nε

e−nx
(nx)i

i!
≤ e−nε/4,

where 0 ≤ x ≤ ρn. Consequently, since |x− si+1| = O(1),

I1,2 =

∫ ρn

0

∑
2nε<i≤n−2

|x− si+1|a ne−nx
(nx)i

i!
dx

= O
(
ne−n

ε/4
)

= O
(
n−a/2

)
which gives the claimed bound also for the second part.

Lemma 8. We have,
I3 = O

(
n−a/2

)
.

Proof. From Proposition 4, we obtain that

n−2∑
i=0

e−nx
(nx)i

i!
≤

(nx)/2∑
i=0

e−nx
(nx)i

i!
≤ e−(nx)/12,

where x ≥ 2. Consequently, since |x− si+1| = O(x) for x ≥ 2, we have

I3 =

∫ ∞
2

n−2∑
i=0

|x− si+1|a ne−nx
(nx)i

i!
dx

= O
(
n

∫ ∞
2

xae−(nx)/12dx

)
= O

(
n−a/2

)
which is the claimed result.

4 The Case of a an Even Integer

In this section, we will consider (1) and (2) when a > 0 is an even integer. This case was also considered
separately in [3, 5] where it was used in order to prove Theorem 1 and Theorem 2.

The method used in [3, 5] was combinatorial. We will use in this section also a combinatorial
approach which is (i) structurally simpler than the one in [3, 5] and (ii) reveals full asymptotic expansions
which hold as identities and whose coefficients can be computed in a systematic way. (In fact, these
identities are already implicitly contained in [3, 5], where however the results were only stated as first-
order asymptotic results.)

We will again break the section into two subsections according to whether the binomial sum or the
Poisson sum is considered.
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4.1 Binomial Sum for a an Even Integer

We first consider the right-hand side of (1) with the absolute value dropped:

Ma(n) :=

n∑
i=0

∫ 1

0
(x− ti)ai

(
n

i

)
xi−1(1− x)n−idx

=

n∑
i=0

i

(
n

i

)∫ 1

0

(
x− i

n
+

1

2n

)a
xi−1(1− x)n−idx,

where a is an integer which from now on is assume to be a ≥ 0.
Note that this sum corresponds to (1) when a is an even integer and vanishes when a is an odd

integer.

Lemma 9. For odd a, we have Ma(n) = 0.

Proof. Replacing x by 1− x and i by n− i+ 1 in the definition of Ma(n) gives

Ma(n) =
n∑
i=0

(n− i+ 1)

(
n

n− i+ 1

)∫ 1

0

(
(1− x)− n− i+ 1

n
+

1

2n

)a
× (1− x)(n−i+1)−1xn−(n−i+1)dx

=

n∑
i=0

i

(
n

i

)∫ 1

0

(
−x+

i

n
− 1

2n

)a
(1− x)n−ixi−1dx

=

n∑
i=0

i

(
n

i

)∫ 1

0
(−1)a

(
x− i

n
+

1

2n

)a
(1− x)n−ixi−1dx

= (−1)aMa(n).

From this the claim follows.
For general a, we consider the exponential-generating function:

fn(z) :=
1

n

∑
a≥0

Ma(n)
za

a!
,

where the pre-factor 1/n is used to simplify resulting expressions.
For this function, we have the following lemma.

Lemma 10. We have,

fn(nz) =
z/2

sinh(z/2)

∫ 1

0

(
(1− x)exz + xe−(1−x)z

)n
dx. (8)

Proof. Consider,

fn(z) =
∑
a≥0

n∑
i=0

∫ 1

0

(
z
(
x− i

n + 1
2n

))a
a!

i

n

(
n

i

)
xi−1(1− x)n−idx

=

∫ 1

0

n∑
i=1

e(x−
i
n
+ 1

2n)z
(
n− 1

i− 1

)
xi−1(1− x)n−idx

=

∫ 1

0
e(x−

1
2n)z

n∑
i=1

(
n− 1

i− 1

)
(xe−z/n)i−1(1− x)n−idx

=

∫ 1

0
e(x−

1
2n)z

(
1− x+ xe−z/n

)n−1
dx.
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By integration by parts, we get

fn(nz) =

∫ 1

0
e(x−

1
2n)nz (1− x+ xe−z

)n−1
dx

=
(1− x+ xe−z)n

n(−1 + e−z)
e(x−

1
2n)nz

∣∣∣1
0
−
∫ 1

0

nz

n(−1 + e−z)
e(x−1/2n)nz(1− x+ xe−z)ndx

=
−ze−z/2

−1 + e−z

∫ 1

0

(
(1− x)exz + xe−(1−x)z

)n
dx

=
z/2

sinh(z/2)

∫ 1

0

(
(1− x)exz + xe−(1−x)z

)n
dx

which is the claimed result.
We next have to expand the function

g(x, z) := (1− x)exz + xe−(1−x)z.

in the integrand in powers of z.

Lemma 11. We have

g(x, z) =
∑
k≥0

zk

k!

(
xk(1− x) + (−1)kx(1− x)k

)
.

Proof. This follows straightforwardly from the Maclaurin series of the exponential function.

Now, set
(g(x, z))n :=

∑
j≥0

Gj(n;x)zj . (9)

We gather some properties of Gj(n;x).

Lemma 12. (i) For odd j ≥ 0, we have ∫ 1

0
Gj(n;x)dx = 0.

(ii) For even j ≥ 0, we have ∫ 1

0
Gj(n, x)dx = pj(n),

where pj(n) is a polynomial in n of degree j/2 and (`+ 1)-st highest coefficient

(j/2)!

(j + 1)!2j/2
q
[j]
` (j) (10)

with q[j]0 = 1 and more generally g[j]` (x) is a polynomial of degree at most 3`.

Proof. Let
qk(x) := xk(1− x) + (−1)kx(1− x)k.

and observe that gk(x) = gk(1− x) if k is even and gk(x) = −gk(1− x) if k is odd.
Now, if j is odd, use the representation

Gj(n;x) =
∑

j=j1+···+jn

n∏
`=1

qj`(x)

j`!
,
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where j` means that we have picked the coefficient of [zj` ] of g(x, z) in the `-th factor of the product
(g(x, z))n when we expand it. Note that since j is odd, there is always an odd number of j`’s which are
odd. Thus, Gj(n;x) = −Gj(n; 1− x) from which the first claim follows.

If j is even, replace the above representation by

Gj(n;x) =
∑ n!∏∞

`=0
` 6=1

j`!

∞∏
`=0
`6=1

(
q`(x)

`!

)j`
, (11)

where j` is now the number of times the coefficient [z`] of g(x, z) was picked when expanding (g(x, z))n.
Thus, the sum is over all (j0, j2, . . .) with

∑
`j` = j and

∑
j` = n. Note that j1 is missing since

q1(x) = 0.
Now, observe that

2(n− j0) = 2
∑
`≥2

j` ≤
∑

`j` = j

and consequently j0 ≥ n− j/2. Thus, the integral over Gj(n;x) is a polynomial in n of degree at most
j/2. To obtain the leading coefficient, one has to take j0 = n− j/2 and j2 = j/2 which yields

n!

(n− j/2)!(j/2)!
· 1

2j/2
·
∫ 1

0
xj/2(1− x)j/2dx = B(j/2 + 1, j/2 + 1)nj/2 + lower order terms,

where B(α, β) denotes the beta function. Thus

B(j/2 + 1, j/2 + 1)

(j/2)!2j/2
=

(j/2)!

(j + 1)!2j/2

as claimed.
More generally, for the (`+ 1)-st highest coefficient, we have to consider all the terms in (11) which

contain nj/2−`. Such terms are, e.g., obtained by choosing j0 = n− j/2 + `. We will consider this case
first. Also, assume that j2 = j/2 − ` − ˜̀ and thus at most ˜̀ of the remaining jk’s are positive. Now,
observe that

2(j/2− `− ˜̀) + 3˜̀≤
∑
k≥2

kjk = j.

From this, we see that ˜̀≤ 2` which in turn implies that the number of choices of (j3, . . .) is bounded in
`. Also, for each such a choice, observe that the product in (11) contains

xj/2−`−
˜̀
(1− x)j/2−`−

˜̀

2j/2−`−˜̀

since j2 = j/2− `− ˜̀and the remaining terms are of the form

∞∏
`=3

(
q`(x)

`!

)j`
= x

˜̀
(1− x)

˜̀
q(x),

where q(x) is a polynomial of degree at most 2`. (This follows since qk(x) divided by x(1 − x) is a
polynomial of degree k−2 for k ≥ 3.) Overall, we obtain that for j0 = n−j/2+` and j2 = j/2−`− ˜̀,
the sum of all the terms in (11) has the form

xj/2−`(1− x)j/2−`q(x)

(j/2− `− ˜̀)!2j/2
· n!

(n− j/2 + `)!
,
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where q(x) is a polynomial of degree at most 2` (which is different from the q(x) above). The contribu-
tion to pj(n) of this is

1

(j/2− `− ˜̀)!2j/2

(∫ 1

0
xj/2−`(1− x)j/2−`q(x)dx

)
· n!

(n− j/2 + `)!
. (12)

Now, the latter integral is a linear combination of β functions, where the β functions are of the form

β(j/2− `+ k + 1, j/2− `+ 1) =
(j/2− `+ k)!(j/2− `)!

(j − 2`+ k + 1)!
,

where 0 ≤ k ≤ 2`. Together with the factorial in (12), we get

(j/2− `+ k)!(j/2− `)!
(j/2− `− ˜̀)!(j − 2`+ k + 1)!

=
(j/2− `+ k)!

(j − 2`+ k + 1)!
q(j),

where q(j) is a polynomial in j of degree at most ˜̀≤ 2` (again different from the q(x)’s above). Note
that if 0 ≤ k ≤ `, we have

(j/2− `+ k)!

(j − 2`+ k + 1)!
=

(j/2)!

(j + 1)!
· (j/2) · · · (j/2− `+ k + 1)

(j + 1) · · · (j − 2`+ k + 2)

and the latter fraction is a polynomial in j of degree at most `. Likewise, if ` < k ≤ 2`, we have

(j/2− `+ k)!

(j − 2`+ k + 1)!
=

(j/2)!

(j + 1)!
· (j/2 + 1) · · · (j/2− `+ k)(j + 1) · · · (j − 2`+ k + 2)

and the latter product is again a polynomial in j of degree at most `. By combining all this, we see that
(12) has the form

(j/2)!

(j + 1)!2j/2
q(j) · n!

(n− j/2 + `)!
,

where q(j) is a polynomial in j of degree at most ˜̀+ ` ≤ 3` (again this q(x) differs from the ones
above). Also, note that this does not depend on ˜̀anymore. Thus, the integral over the sum of all terms
with j0 = n− j/2 + ` in (11) also has this form.

However, choosing j0 = n − j/2 + ` is just one way how one obtains nj/2−` in (11). Other cases
arise from j0 = n − j/2 + ` − k with 1 ≤ k ≤ `. Then, by the same reasoning as above, the integral
over the corresponding terms in (11) has the form

(j/2)!

(j + 1)!2j/2
q(j) · n!

(n− j/2 + `− k)!
, (13)

where q(j) is a polynomial in j of degree at most 3` − 3k (here, q(x) is different for different choices
of k). We get the coefficient of nj/2−` by expanding

n(n− 1) · · · (n− j/2 + `− k + 1)

and picking the k-th highest coefficient. This coefficient can be expressed by the k-th elementary sym-
metric polynomial evaluated at 0,−1, . . . , j/2− `+k− 1 which by Newton’s identity can be expressed
in terms of the power function

j/2−`+k−1∑
s=1

sr,

where 1 ≤ r ≤ k.

17



Note that the latter is polynomial in j of degree r + 1 and a simple induction shows that the above
coefficient is a polynomial in j of degree at most 2k. Combining this with the polynomial factor of (13)
shows that the coefficient of nj/2−` in (13) is of the form

(j/2)!

(j + 1)!2j/2
q̃(j),

where q̃(j) is a polynomial in j of degree at most 3` − 3k + 2k = 3` − k ≤ 3`. Collecting all these
coefficients for 0 ≤ k ≤ ` gives now the desired result.

Now, combining everything we proved so far gives the following theorem which improves Theo-
rem 1 when a is an even integer.

Theorem 3. For even a ≥ 0, we have

SBin(n) = n1−a/2
a/2∑
`=0

d`,an
−`, (14)

where

d`,a =
(a/2)!

(a+ 1)2a/2
r`(a)

with r0(x) = 1 and more generally r`(x) is a polynomial of degree at most 3`.

Proof. By definition
a![za]fn(nz) = Ma(n)na−1 = SBin(n)na−1,

where the last step holds since a is even.
Now, from Lemma 12, ∫ 1

0
(g(x, z))ndx =

∑
j≥0

p2j(n)z2j

and since (z/2)/ sinh(z/2) is an even function

z/2

sinh(z/2)
=
∑
j≥0

c2jz
2j .

Thus, from Lemma 8,

SBin(n)na−1 = a!

a/2∑
`=0

c2`pa−2`(n).

Next, by Lemma 12, it is clear that the sum is a polynomial in n of degree a/2. Thus, the expression
can be rearranged into the claimed form.

What is left is to prove that the coefficients of (14) have the claimed form. Therefore, note that
the `-th coefficient of (14) is obtained from the (` − k + 1)-st highest coefficient of pa−2k(n) for all
0 ≤ k ≤ ` which by Lemma 12 is of the form

(a/2− k)!

(a− 2k + 1)!2a/2−k
q
[a−2k]
`−k (a− 2k), (15)

where q`−k(x) is of degree at most 3` − 3k. Note that this coefficient has to be multiplied with c2k
(which is independent of a) and a!. Also, note that

a!
(a/2− k)!

(a− 2k + 1)!
=

(a/2)!

a+ 1
2k

k−1∏
i=0

(a− (2i− 1))

18



and that the latter product is a polynomial in a of degree k. Thus, (15) multiplied by a! and c2k has
the desired form and summing up all these terms gives again a term which has the desired form. This
concludes the proof.

Remark 1. By computing SBin(n) for small values of a (which can either be done directly from the def-
inition or by the recursive procedure introduced below), one can find the polynomials in the coefficients
of (14), e.g.,

r1(a) = − 1

36
a2 − 1

6
a− 1

18
, (a ≥ 2)

and
r2(a) =

1

2592
a4 +

13

3240
a3 +

1

810
a2 − 29

1620
a− 13

1080
, (a ≥ 4).

Remark 2. Computing more values of r`(a) seems to suggest that the degree of these polynomials is
actually 2` and thus our bound in the previous lemma does not seem to be sharp.

Note that the proof gives the alternative representation:

SBin(n) = a!n1−a
a/2∑
`=0

c2`pa−2`(n).

We next discuss how to compute the polynomials in this expansion in an efficient way. For this, it
suffices to show that Gm(n;x) can be computed in a efficient way.

Proposition 5. We have that G0(n;x) = 1 and for m ≥ 1,

Gm(n;x) =
1

m

m∑
`=2

(n`−m+ `)g`(x)Gm−`(n;x),

where
g`(x) =

1

`!

(
x`(1− x) + (−1)`x(1− x)`

)
.

Proof. Differentiating (9) yields

ng(x, z)n−1gz(x, z) =
∑
j≥1

jGj(x)zj−1.

Thus,
ng(x, z)nzgz(x, z) = g(x, z)

∑
j≥0

jGj(x)zj . (16)

Note that
g(x, z) =

∑
`≥0

g`(x)z` and zgz(x, z) =
∑
`≥0

`g`(x)z`.

Consequently, by reading of the coefficient of [zm] on both sides of (16):

n

m∑
`=0

`g`(x)Gm−`(x) =

m∑
`=0

(m− `)g`(x)Gm−`(x), (m ≥ 0).

Note that g0(x) = 1 and thus for m ≥ 1, we can solve for Gm(x) on the right-hand side which gives

mGm(x) =

m∑
`=1

(n`−m+ `)g`(x)Gm−`(x).

Dividing by m and using that g1(x) = 0 yields the claimed result.
Moreover, the sequence of the c2j’s can be actually made explicit.
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Lemma 13. We have

c2j =
(1− 22j−1)B2j

(2j)!22j−1
,

where B2j denotes the 2j-th Bernoulli number.

Proof. From the well-known series expansion of csch(z)

csch(z) =
1

z
−
∞∑
n=1

2(2n−1 − 1)B2n

(2n)!
z2n−1,

we obtain that

c2j = [z2j ]
z/2

sinh(z/2)
= [z2j ]

(
1−

∞∑
n=1

(22n−1 − 1)B2n

(2n)!22n−1
z2n

)
.

From this the result follows.

4.2 Poisson Sum for a an Even Integer

In this section, we will consider (2).
Similar as in the subsection above, for an integer a ≥ 0, we define

Na(n) :=
n−2∑
i=0

∫ ∞
0

(x− si+1)
ane−nx

(nx)i

i!
dx

=
n−2∑
i=0

∫ ∞
0

(
x− i+ 1

n

)a
ne−nx

(nx)i

i!
dx.

Also, we again define an exponential generating function:

f(z) :=
∑
a≥0

Na(n)

a!
za.

Then, we have the following lemma

Lemma 14. We have,

f(nz) =
d(z)n − d(z)

d(z)− 1
, (17)

where d(z) is the exponential generating function of the number dn of permutations of size n with no
fixed points, i.e.,

d(z) =
∑
`≥0

d`
z`

`!
.

Proof. Note that

f(nz) =
∑
a≥0

(
n−2∑
i=0

∫ ∞
0

(
x− i+ 1

n

)a
ne−nx

(nx)i

i!
dx

)
(nz)a

a!

=

n−2∑
i=0

ni+1

i!

∫ ∞
0

∑
a≥0

(nxz − (i+ 1)z)a

a!

 e−nxxidx

=
n−2∑
i=0

e−(i+1)z n
i+1

i!

∫ ∞
0

e−x(1−z)nxidx.
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The latter integral can be solved by the change of variable u = x(1− z)n which gives∫ ∞
0

e−x(1−z)nxidx = ((1− z)n)−i−1
∫ ∞
0

e−uuidu

= i!((1− z)n)−i−1.

Plugging this into the expression above yields

f(nz) = d(z)
n−2∑
i=0

d(z)i =
d(z)n − d(z)

d(z)− 1

which is the claimed result.
Next, set

d(z)n =
∑
j≥0

pj(n)zj .

Then, the coefficients pj(n) have the following property.

Lemma 15. Let j 6= 1. Then, pj(n) is a polynomial in n of degree bj/2c and leading coefficient{
1/(m!2m) if j = 2m;

2/(3(m− 1)!2m) if j = 2m+ 1.

More generally, the (`+ 1)-st highest coefficient has the form

1

bj/2c!2bj/2c
q
[j]
` (bj/2c) ,

where q[j]` (x) is a polynomial of degree at most 3`+ (j mod 2).

Proof. The proof is similar to the one of Lemma 12 above. In particular, we again use the representation

pj(n) =
∑ n!∏∞

`=0
` 6=1

j`!

∞∏
`=0
` 6=1

(
d`
`!

)j`
,

where the sum runs over all (j0, j2, . . .) with
∑
`j` = j and

∑
j` = n. As in the proof of Lemma 12,

we have
2(n− j0) = 2

∑
`≥2

j` ≤
∑

`j` = j

and thus j0 ≥ n − j/2. From this, we see that pj(n) is indeed a polynomial of degree bj/2c and the
largest power of n is reached for j = 2m by choosing j2 = m and thus

n!

(n−m)!m!

(
d2
2!

)m
∼ nm

m!2m

and for j = 2m+ 1 by choosing j2 = m− 1 and j3 = 1 which yields

n!

(n−m)!(m− 1)!

(
d2
2

)m−1(d3
3!

)
∼ 2nm

3(m− 1)!2m
.

Finally, that the other coefficients have the claimed form follows with similar (but simpler) arguments
as in the proof of Lemma 12.

We can now put everything together and prove the following identity for SPoi(n) which improves
the result of Theorem 2 when a is an even integer.
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Theorem 4. For even a > 0, we have

SPoi(n) = n1−a/2
a/2∑
`=0

d`,an
−`,

where
d`,a =

a!

(a/2 + 1)!2a/2
r`(a) (18)

with r0(x) = 1 and more generally r`(x) is a polynomial of degree at most 3`.

Proof. Note that
a![za]f(nz) = naNa(n) = naSPoi(n) (19)

which holds since a is even.
Now, set

1

d(z)− 1
=

∞∑
j=−2

cjz
j .

Then, from (17), we have

[za]
d(z)n − d(z)

d(z)− 1
=

a∑
`=−2

c`

(
pa−`(n)− da−`

(a− `)!

)
.

Plugging this into (19) gives

SPoi(n) = a!n−a
a∑

`=−2
c`

(
pa−`(n)− da−`

(a− `)!

)
.

Next, note that from Lemma 15, the sum is a polynomial in n of degree a/2 + 1. Consequently, we
can re-arrange the above expression such that we obtain

SPoi(n) = n1−a/2
a/2+1∑
`=0

d`,an
−`.

What is left is to prove that da/2+1 = 0 and that the other coefficients are of the claimed form. The
latter follows with similar arguments as in Lemma 15. For the former, observer that

da/2+1,a = a!

a∑
`=−1

c`

(
pa−`(0)− da−`

(a− `)!

)
.

Next note that p0(0) = 1 and that pj(0) = 0 for j ≥ 1 from which it follows that

da/2+1,a = −a!

a−1∑
`=−2

c`
da−`

(a− `)!
= −a![za]

d(z)− 1

d(z)− 1
= 0.

This concludes the proof.

Remark 3. By computing SPoi(n) for small values of a (either from the definition or the recursive
method below), one can find the polynomials in (18) for small values of `, e.g.,

r1(a) =
1

18
a3 +

1

36
a2 − 17

36
a− 11

18
, (a ≥ 2)

and

r2(a) =
1

1944
a6 +

1

1944
a5 − 271

12960
a4 − 403

19440
a3 +

1499

19440
a2 +

253

3240
a, (a ≥ 4).
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Remark 4. In contrast to the binomial sum above, now our bound for the degree of r`(x) is sharp.

The proof gives the alternative representation

SPoi(n) = a!n−a
a∑

`=−2
c`

(
pa−`(n)− da−`

(a− `)!

)
.

We conclude by explaining a recursive way to compute pm(n).

Proposition 6. We have p0(n) = 1 and for m ≥ 1,

pm(n) =
1

m

m∑
`=2

(n`−m+ `)
d`
`!
pm−`(n).

Proof. Observe that
z(d(z)n)′ =

∑
j≥0

jpj(n)zj .

Moreover,
(d(z)n)′ = nd(z)n−1d′(z)

and thus
nd(z)nzd′(z) = d(z)

∑
j≥0

jpj(n)zj .

Reading off the m-th coefficient on both sides yields

n

m∑
`=1

d`
(`− 1)!

pm−`(n) =
m∑
`=0

d`
`!

(m− `)pm−`(n).

Rearranging gives

mpm(n) =

m∑
`=1

(n`−m+ `)
d`
`!
pm−`

from which the result follows.

5 Concluding Remarks

In this paper, we re-visited the problem of finding asymptotic expansions of (1) and (2). First-order
asymptotics were derived in several recent papers; see [3, 5, 6, 7]. We proposed a different approach
which avoids the two-stage approach from the previous studies that combined combinatorial and prob-
abilistic tools. In particular, we showed that no case distinction is necessary between a > 0 being an
integer and a > 0 being an arbitrary real number in order to derive the first-order asymptotics.

Our proposed approach is based on the classical Laplace method (which is the real-analytic version
of the more general saddle point method; see Chapter 8 in [2]). The application of this method in
the current context is slightly complicated by the fact that there is an additional integration and thus
approximations have to be uniform (see Section 2 and Section 3 for details). The method is able to
produce further terms in the asymptotic expansion by considering more terms in the respective local
limit theorems for the binomial distribution (Proposition 1) and Poisson distribution (Proposition 3).
However, since for higher order terms and small values of a, we encounter divergent integrals (e.g.
similar to the beta-integral from the proof of Lemma 1), we have to choose larger and larger values of a
when more and more terms in the asymptotic expansions are sought.
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In the special case of a > 0 being an even integer, we obtained full asymptotic expansions which
turned out to be finite and moreover hold as identities. This case was also treated separately in previous
works (which also implicitly contain the identities, even though the final results were formulated as first-
order asymptotic results). The strategy in these previous papers was to expand the integrand and suitably
rearrange terms. In this paper, we showed that the usage of exponential generating functions allows a
somehow “cleaner” derivation. Moreover, with our approach, we also obtained a structural result for all
coefficients in these identities (which can be used for computational purpose) and recursive means to
compute the coefficients in a systematic way.

We conclude the paper by briefly commenting on the higher-dimensional case which was also stud-
ied in the literature; see e.g. [4] and [5]. We focus on the case where the n sensors are placed uniformly
at random in the d-dimensional unit cube and each sensor can cover a range of at most 1/(n1/d) in each
direction along all dimensions. (This generalizes the binomial case to higher dimensions.) Moreover,
for the sake of simplicity, we assume that n is a d-th power.

The algorithm proposed in [4] for moving the sensors to the anchor positions works recursively: first
a dimension is chosen and the unit cube is divided along this dimension into n1/d sub-cubes of the same
size. Then, groups of n(d−1)/d sensors are moved to the (d − 1)-dimensional subspaces which divide
the sub-cubes along the fixed dimension into two equal parts. Finally, the same method is recursively
applied to the (d − 1)-dimensional subspaces. Repeating this procedure, one eventually ends up with
n(d−1)/d tasks of moving n1/d sensors on the line for which by Theorem 1 the complexity is asymptotic
to

Ca(n) :=
Γ
(
a
2 + 1

)
2a/2(a+ 1)

n(d−1)/dn(1−a/2)/d =
Γ
(
a
2 + 1

)
2a/2(a+ 1)

n1−a/(2d).

In fact, the arguments from [4] show that that the overall complexity is dominated by these 1-
dimensional problems, i.e., the above term is the first term in the asymptotics of the displacement cost
(the result in [4], however, was just formulated as an O-result).

For instance, for d = 2 and a = 2 and a = 4, the above expression becomes

C2(n) =

√
n

6
and C4(n) =

1

10
.

This coincides with what was obtained in Section 3 of [4], where the above results where derived by
directly evaluating the (exact) expressions for the displacement cost with mathematical software.
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